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UNANYDNTEIDINE

Signature recognition is the application of pattern recognition and statistical
machine learning techniques to assist biometrics, which is the automated method to
recognize an individual from his/her physical or behavioral characteristics. Physical
characteristics can be either a fingerprint, face structure, iris pattern, or others.
Behavioral characteristics include signature, typing stroke, walking pattern, and other
specific behaviors. The advantage of behavioral biometrics is that there is no need for
physical contact. However, the major disadvantage is that recognition accuracy of
behavioral biometrics is still lower than the physical ones. Therefore, its real-life
application is limited and needs a combination of many types of biometrics such as
finger and iris scan to be accompanied with signature. The practical biometric systems
are mostly based on physical characteristics. We are thus interested in improving the
behavioral based biometrics, especially the handwritten signature, to be more accurate
in its recognition rate. This interest is from the widely use of signature in paper form as
a main method to recognize an individual. The increase in recognition accuracy of
handwritten signature in electronic form is considered a great beneficial toward digital
banking and other legislative actions. To improve handwritten signature recognition, we
apply a heuristic that assien more weight in some pixel areas of the signature picture
that can help differentiate on signature from the others. The experimental results

reveal that this heuristics can actually improve the recognition rate.
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Fuunddnnefanniaoivusdutufioaty winssudegaiiniulussduiioes
WuiFefufines Benaliouche Wag Touahria (2014) AldHoyasinunsmfuaeiiafie ud
suasauaiiduazuuunnilduinnnuadieads wadlutudadulavesssuululowedd
LUUMAI8A19E T9N5TIUATLUUAIEATINANANTAGULATD $1UVDY Yang  kazAy (2013)
finnsanszuvlulewninduuunaisnngieinguszasdiuansseentd Tnefiuideves
Yang uausiuiIAninszuululawensndalsiianudasndeluseduas Jsausiuinianisld
aodufudnvaugzianizmanginssy Wedanseaarduduyananeutdiliszuulule

WRSNDY

lulszifiunmsannainmsussinanavessyuululewnsng Wnidediulwaiiusios

fuLWININMSaniiAvestaya (Mazanec et al., 2008; Fatahi et al,, 2013; Sodhi and Lal,



2013) lngvlunsanifvestayavzldiznsdaianiiiaes (feature selection) avn1sann

985 (feature extraction)

= & A s v

U A d & @ a c v < aa
nsandeniliaesilunisinsvideyadusieiiaesviesowenniiag oae
wATANTIATIElUgULUUAI 9 WeAndanliamsilinesndnnudidyienisduunvse
Yo v v A v A o A = s 1o ~ s
ns3iteya Jeyatiiunisdniiondnazlidsusuuureiliaes ilsauilidiuiuiinesi
anas walalleuldlunuidvavinisimilosdaya (data mining) kavauIN1TTeuTVes

LA849 (machine learning)

=

o o s A o % aa ¢ I~ e o & 1 Yo &
nsafawivesiedauenliianizuennididniefiaesndndudenisiin (Uu
wallandyuldluanuideaivinisidnnuy (pattern  recognition) mallALiuAneA93INA1T
Antdenillaesnseninsiudsusluuudeya (data transformation) AeunisAndeniliaes

aa Yy o/ b4 4

nswasuguuuudoyasaazidunisuvasiiideyalugianiaududoutosauazduun
foyalddpiauuinty (Vartinez and Kak, 2001) msudasdafdenlflunuiiife ms
WATITRBIAYTZNOUNEN (principal component analysis, PCA) hay N15LATIZRAGAT
fuuuddudu (inear discriminant analysis, LDA) wiaila PCA uay LDA uwadadeadif
Anagldlussuululownsng (Mazanec et al,, 2008:; Fatahi et al., 2013, Rodriquez-Lujan

et al,, 2013; Sodhi and Lal, 2013)

¥
a Y

Tumsiniunulassnsided @defidmuneiegdnuismafudszansam
n133d1vesszuvlulewnindludesseinufie Ussuuein1sanian1sussuians uay
Usgiiuvesnaiiinanausiugilunisisrdeyalulewning nmsannainsuszsananaszld
wmsanddeyasieisnisatnilions uazludseiiuvesnisifiuauwiugrvesnisisn
foyalulowning lneaglidanosfudnnosannmosuusduduiiuguvesnisiau 1los
Nndmnesannmesusduinazliuszansamnnsdiuuniutudinindaneifiuuuudu i

minUsuldilaitusiunieinesiualaegamneanivanyaetoya



unn 3

n1seanuuusasianlulawn3ndinaidnaneilate

3.1 NSOULUIAAYDIUIRY

[ a v

lasamIfeiidingusvasanasimuinataiiudssansamnisidnlulowning

'
A v @ Y

IavsgesdinuarAaMsITuieduduiiyarawazn1s3Iiessuduana laglussesusnves

Y

lasesnsziuiinisiduiiessuiuana Wesndunudldianunnniinisidiedududa

El El

= = o & A v Yo o a &
Uﬁﬂa ‘Nilf’n']ilgﬂ']LﬂumﬂgﬁaﬂiﬂiUﬂqiwwuqLLU'J‘W'NLWN@QW@JL?%IUW‘I?TJ?SN'J@N@

A sIlunsUsznanasglduuinalsadfiioandifidoya daenisan

FUIUSNBUUTEIN (attributes / features / variables) Nagdaslglunisaiuinvasilandu

¥
Ya o

(% v = = £% a 14 a . . .
Taauad1eads Tullssauniduaziansuildimatia PCA (principal component analysis)

Y

wag LDA (linear discriminant analysis) ia@inwiussuiisuussansnmlusiunisantian

TunsUsvaianavedanasiugan

Y

n1sinaNuutdudlunistudunasseydiyana lnsanzlunsdideyalule

wnsngndudnuazamznismginssuiiduamaisletouazszuululown3ndinaziinig

Va v

wiugluns3dnem IdeezlditiEtaintieiinauLiug lnenseuluIAnYeInsIty

Y

wanglanaguin 3.1
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5UN 3.1 NT0ULUIAATEINISINANILINET N T3 TN YR NNE NN ANTTUMIEEITaRN

3.2 YUABUNITAUUIUIYY

Y

MnNseuIRaMdn aunsasuunmsduiunusenifutuneusin q s

1) maifudeyaaneiiodeuaznsudasnmanesiedelidulnidnm

2) msuvasdeyanmansiledelidudoyamaiaiay

3) minegeuIsuiisuyssdninmusiusiaydaneiiiu

9 aafinuszansamnisidilaenisldimaianisusuugenin fennsm

YDUNINLALNSYNVBUNNIAUNA
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5 MsiiUsEansannsidnlagmsidinalingisadin arensiiuyateyadil

Y

PRHIRIFGN

3.2.1 FumaunInudayausznsasalnanIn
b & & < o o v o <
tunpuilaziunsiiununiuteyawaznisuuasteya laglavinisiAusiusiy
v a Y Y ayad o | = A A & v
Toyad39NUNANITUTNG 311U 30 AU Iagusavaulguaieioteauar 20 Aselaglv
Wouluasiwsn 10 assanntuiuszezly 14 Yundrddlideuatsiietadn 10 asuiiedu
A W v P Aa o v A & ) A A
AMseuUUINITaneleteluTINUIEa1TUIST WAL UUN1TIBISUANULUTUSIUYDIA 18T 8T o R Yl
P P v & o A A Al cav & ao A A
ANTNLINFDUANUSLYLLIAN HIUUIUIUAELBYDN 1T ULV TALININUA 600 aNeilade
5198 DYATUNATAYBITUNAUNUTENBUMIY NISUIN A8 T o LANILALN
HULASERNY FUJI XEROX §u ApeosPort-IV5070 wivevindulndgunn aantudsuussdln
I~ [ o [ = dl' Yal 1 v} 1 ¥
Judnwaguid wazuiuruasuamaieiliedelviivuiainiunnain Ingusdazninning

144 finiwauazgs 38 finwaniiegslugui 3.2

b= Y = Nlep-
Ow" Yo Jﬁ? ( / Q/rgn_-r-:m

“ Q. Nit  Kit ol

Y 1

JUN 3.2 fregnwanefetenusulndudvn-duazylidivunewindu

3.2.2 fupoumsuvasnimtudoyanivdaiay

Tuduneuilldlusunsulnseudszaiana iewlatnmaredeteliduguuuy
M13TITVLIN 144 pRdNULAY 38 kDY INTUWNUNAIANTNFaTlUTuYNYeIvBINI STy
ArAudndLansagludnuuzdLaY A15e1rIne 0 89 255 Lagi 0 Ao A1TEAUAINNLTNES

Mg @e) wagdnaw 255 AeAudurgn (@v1i) Asiegalugun 3.3
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& o oa v Y] I i A A v o w
"ﬂ']ﬂuu%@LiUQﬂJ@%@W?L@‘U‘U@QIW@ﬂWWLLG]@%@']EJ@J@GUE] 1V@§&LUE‘UT@QLLQ?@W®‘U 1

v

1R Tnenaeiletenieguasiendeya 5,472 roduy uansiiogdlanagui 3.4

Y 1

UM 3.3 fMegrnmangileteniegluzuremsn uagmanudugnununmeiiay 0 - 255

Y 1

Ui 3.4 segnmsudatindnmlidudeyadiavaunnududiglnseu

€aN
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3.2.3 TUROUNITNFDUSEUIEUBAND T

nsvhanluduneutiuseneude

1) ddayaluguuuunddiu 1 16 wuadlidulng csv

2) wisteyaifuassdu lne 75% vesdeyavihwihiidudeyaiiionisiln (training
data) wazahuimde 25% vmihdudeyaiiiensmaaeu (test data)

3) ﬁ’]ﬁi’fajﬂaLﬁamiﬂﬂiﬂ%ﬁuﬁaﬂﬁﬁu 4 9ane3iiu Ao perceptron, support
vector machine (ffiposiuailediduiunndnaiu ¢ sia loud feidudaduiladdunmuia
Handuisinealuda wagWendudnuess), naive Bayes (l‘é’fé’ﬂwmsmiﬂssmwaﬁmgaﬁ
wansingfiu 3 Useian laua infeu dafludles waziuesyad) uag k-nearest neghbors (k
=1,2, .., 20) Lﬁaa%ﬁﬂmmamﬁﬁﬂ wagnaaauALLiug1vedllnamevaanaaey

4) Wisuiiisulsgavsnwdaneifiuiiodndonlunaiifinnuuwsiudwinigaly

T utumeusialy

3.2.4 PupoumM AN aNENIMNITIVINENATANISUTUUTININ

mssndunilutupeudidunisududsslndamlsienuaudndsdusomaie
nsUfuUgenm ntudsdadenmaiafimnzauiigauldluduneusdeluveanisiaun
Tupams$in Measdeansianulutuseuiiusznaude

1) YSuUganmnmeinallan1snivaun1nuagyinuaunnliuiaasiie 5 iwaile
D Sobel edge detection, Canny edge detection, Robert edge detection, Prewitt edge
detection, thinning

2) dlnldnmildsunisusuuaudanuaddiedlusutesnsefuauniun g
d Mndunastoyafaliugedauauanaiii

3) naaeuUsyansammaliansUSUUTIMLaTLUUAIEdanasTiinsIseus 4
8ane3viy

4) dadenlnagunnildanmelianisusulssgunn lngdndulafenainnis

1A ¢l

3
° = = o A v O a o aa ] a &
u’]‘l‘UL‘Usﬂ‘ULVlEJUﬂUﬂ'TV]EjQV]?!WSU@\TGq@?J@Ha@QWI@J (NaaWﬁVlﬂV]?!ﬂ'ﬂ']ﬂsUum@um 3.2.3 UYUNDU

nsnaaeuLUSUfiusane3niy) lnennilaanmelawmeaiiuasgninluldlutuseudaly
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3.2.5 Pupoum AN aNENIMNIT30 19 e nAlAE 3N

ﬁﬁ”’umauﬁllﬂumiLﬁuﬂssﬁm%mwhLmamiiﬁwﬁwmiﬁwm%ﬁaaﬂﬁmmzam
Tngazsjutiulufimaihdeyamnldnulffnusslonizan doauyfstudosiuramnissuun
amangiedeioszyuarususmanivesansiiodolfogauiudAoazdosamnsnandi
Snwnsruresiaratsiiode lumuiteljsnnuaulaluiivinadeyaiifanududss 4
yinefegaiauiigavesusazasiiole luvngiivinadeyaiiaududiuansdeiiing
seniaduvesianeiiotedslsifidiutaslumsiuunuazandratsiioderilvarunsaan
aruddnyosdayaluuinmills

fhegnamsiindeyaiimiutudgeiaduuinuianitazannsatiediuey

) v o A A ! Yo d'
LLNUUWIUﬂWiEQW@WS@J@%@%@QLLﬁaguﬂﬂa LLaﬂ\ﬂ,@I@IQE‘UW 3.5

a 4 a 4 a &
aleiata 1 dleilata 2 dleiata 3

ua 1 |::> T S I 1 1 3
=

UaMi 2 I::> s el 7] s s le| 7| s sle| 7|z

e 3 |::> s |10 1] 12 s | w|1] 12 : :

L!mﬁ4|::> 13| 14 15| 18 13 1a] 15| 16 1312 15| 16

- 3 a 4
l!ﬂl—!:]fﬂd“llﬂ']1“Lﬂﬂgdﬂﬂda1ﬁluﬂzﬁﬂ 1

[
.
-
(5]
"
ES

1B L O

\_aa 3 a 4
U AN IVeImaiate 2

- 3 a 4
!!1-]1»-.'fad“”ﬂq1H5ﬂﬂgqﬂadﬂ1ﬂﬂafﬂ 3

\_da 3 o
UNHT2INUANULAIM

&
1 2 3 4 5 & T 2 ] o |11 12 ] 13 14 [ 15| 16 fl'lﬁlﬁﬂ:ﬁﬂ 1
a 4
1 2 3 4 5 & T 1 -] o |11 12 | 13 14 [£154 16 A123/ave 2
a4
1 2 3 4 5 & 7 ] = 13 ] 14| 15| 16 A185AY 3
\ I I\ A\ J
N N ¥ v
= = = =
LET 1 LB 2 LA 3 LB 4

4 = = . 3 £ '
maflede 1 Tlouaiiurauls g fadu s s

]

Fagagaluaailoda 1,2 uaz 3

Y 1

UM 3.5 fregumsiiudeyannudugsluusiazaneiieve

JUN 3.5 wananisulasnmaneiledaludnuurvestoyaunidsiu laefieg

[ N A & o v a t% I o w
UNTINANEUDTDUUIN 4x4 Wﬂaﬂuﬂﬂwgﬂuquﬂﬁ]ﬂL'iENELME]QGLUEU“UENLLﬂ']ﬁWﬂ‘UGU‘LﬂG] 16

v

¢ = v o =1 ] v 4 A A o v a' Y
ADANU %ﬁﬂqﬂﬁﬂmaiﬂamjaﬂqﬂu QSLVIU‘I@?WGW‘UN@SU@V] 1 Nﬂ']ujusllai,luaﬂﬂ'lqul’sﬂﬂaijﬂ
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[ 7 ' ' '

(gnddnyuesateiete) iuduiuYeaneisdu 5 do1 (a1eleved 2 1 4 Ye3 uavareilotor

3 4 3 ¥89) lngdwiuges wiiu 5 fedluntaggnilusndsdutunsudesssly
wdnlutunsuildelalianuaulaineduiainldlunisasisdananissan
Wesnmsiiiudeyaenaagyibigasnisassunaldiiaiuindu Fauiunisiiudeyansnias
Lnntedunanisldnalutuneunisasiduna Insluduneutagyinsiiudeyausianid
ANUNgeTiag 20% nTiuIzinsTuiinian1snaaes et luiUSsuliisuiuaawsiug
o a o A A S @ % a aa a & v 1o A &
vostoyaiunnmateilevelilagnuiuussemalingi3ainil amnlaniuusliugnaunniy

agnszvinaiindeyausnaidugamuvesnindeluauniiainuwiug1azai vse aunin

) )

xUauaM NN lUALATU 100% A998 NLARIRISUN 3.6 mﬂﬁaasmamﬁu'iﬁagamw

Y Y

A A A v ] A A a %] A a Y
mama%awagiugﬂ%wm%yaLmemU‘m 3 AYUDYD "USQﬂLWNﬁ@%@%aV}NﬁUWNLsﬂﬂaiﬂﬂaﬂ

=

U Qunnazisenin Yeuanuraula) Inewanidag1asbuseautiudnll 20% AL 1 909

Y

970 maximum = 5 484) Wy 40% (WAL 2 989 970 maximum = 5 199) kazsiiy 100% (Y

5 994 910 maximum = 5 ¥84)

a 4
1 2 3 4 5 [ 7 g 5 10 [ 11 | 12| 13 | 14 | 15| 1€ GREHTE (I

a 4
1 2 5 4 5 [ 7 z 5 10| 11 | 12] 13 | 14 | 15| 16 A183aT0 2

1 2 3 4 5 & 7

a 4
GREENE fa

madndeuaihauladill 20% (1 ¥23 210 maximum = 5 ¥249)

a4
Algiara 1

a 4
fleiata 2

a 4
Al8ara 3

a 4
A183aT8 1

H a 4
O AT e

- H a A
| 12 13| 14| 15| 16 1 NG ]

madudeuaimnadladintyl 100 (5 ¥23 910 maximum = 5 189)

5UN 3.6 Mnudeyaniianudugsluusazaneiietenudinuain 20% Lauds 100%
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n1snagauUsEansnmNI3naneiiate

o [

hUszasindnvedasinsiteifeiauuumsiagtefiueuusugiluns
Ynmaneiiede wadalunisifiuauusugldnmsuiudganimuaznsldaiaindenis
Windoyatemzdwiiiudnuuzisiuveanm lunmsaialieaifionsidldinadanisiFeous
Weadalaun widiudduazdnnasannimeiuusiiy Suimaaauiunalinn1sseuives
i3edlunuudy o ldunmefidunseunaziaiosauued doyaildlunismeasueiuiely
de 4.1 nan1svedeudnausluiite 4.2 Han1snadeuUssansatnauIaLandluiite

4.3 wagnseAusienausingluiite 4.4

4.1 doyanldlun1svagau

v ]

doyan1mangileToresuAnadiuIl 30 AU TauVavaa 600 amnldluauideil
’ejzﬂul,fmlszjﬁ https://sites.google.com/site/nhinganusaracpesut/signature/datasets AN
aeileYerimuniusiulaefiuddieddy ngudnznnatgileveiivuin 38x144 finwainiuy

Vianun Aauanadiiegalanagui 4.1

% . O 0. pr-~

o S X

5UN 4.1 shegadoyaninaneilede

4.2 wan1sagauANNLiug lun13IIaneliaye

nsruIuNITAgauALLiuglunsiTateiiete szuuinisvegeueaniu 4
du Usenaudie 1) Mnaaeudseansninvesdanesiiunisidntaeldamduadunlidinig
USuUsenn 2) manageuausiug1lun1sidnanetedeiun nitiiumatdanisusuusenm

WUUAN 9 3) MInadaumuiuglunisidnateiieteiunmilasunisususmemaia
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§13afin uag 4) MmaaeuaNuwiuglunsiTaeiledeiuanilasunisuiuuseie

wAtANMSUSUUTIN NS iU sieaTasn

4.2.1 HaNISNATOUYTEINENINYBISANOTNNITFTI9 I8N INAUATY

nanaaeuludureuiifunauisufisvtssansamanuusiudilunisduun
diegnmaneiiodevesdanaiiiudie 4 Sane3iuldud dwnwesnnnmesuuedu (finodiua
flardudviade feidudaudu feidunun faidusidoauaa wagilaiduinuesd) mes
wunsow wdwiud (dilandunisnszaredeyaauvilnfe inndeu faflulea wasiueiya
8) LaTLAIELSALLUDS TUATNUBIDANDSTIULALNELSALUUBSILYINNITNARBIN AT k = 1,2,3,
., 20 oA k AlvAAnuusiugiigaigaiiefinnsandenlinnainiigadmiuiinlulily
Fumeudaly

NANTVINRDIUARIFIANTIT 4.1 NMnadeuUsyAnSnmYesdanesiiuldlunis

° Y ax o s s N o v o ~ |
1 ﬂiqﬂamajqaaﬂaiwmﬁwwaﬁﬁL')ﬂLG’]E]ﬁLLlIGUGUuﬁJﬂ')']QJLLﬂJuEﬂIuﬂ’]iiﬁnaﬁV]q@agV] 95.33%

Y Y

e ol

qenistdinesiuailsddunuiy sesasnazsiudanasiindnnosninnesuusduildnes

ho)

watanguddulnnInuLiugn 94.67% dana3nudu 9 azlRAIANLNUEINAIAY LT

fadludeaudniugag 82.67% iwasluunsou 68.67%

M1319% 4.1 nan1svegeuANLiugluNITIINNIMA1eTeT0UBITANBTNUNTITMUUFNN 9

Accuracy
Algorithms Functions
Training data Test data
Perceptron Linear 1.000 0.687
Linear 1.000 0.947
Poly 1.000 0.953
SVM

RBF 1.000 0.007
Sigmoid 0.042 0.007
Gaussian 1.000 0.567
Naive Bayes Multinomial 0.973 0.827
Bernoulli 0.042 0.007
k=1 1.000 0.847
k-NN k=2 0.953 0.833
k=3 0.927 0.787
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Tunsalvesdanasiuatosauiuas dunalainan k danudunuskuukUsantu

U a0 =

veArAuwiug N33 Ineauundudaziinuiniiaaile k=1 (el 84.7%) uaviiae

fign 38.7% Wl k = 20 Feaziiulsnguil 4.2

UM 4.2 nuaneanuduiusvesiiua k dudianuuiugvesdanesiuadasauues

4.2.2 4an sMAaeuYsEansnImnI5 3910 e Mk umATAN I SUSUUFN W

o nma1eleTeunUTUTNAMAINYBININAIEINATANITNIVBUNNILAZNITY
aunnliuias anuuiinmusuuswdluairadnnaniedana3iunisian naans
U5NMm1519 4.2 MnuaansnuIndanesviudunesaininasuusdunldiaidudadudu

wosiua iA1anuwludigadumeinalinnisnsiamveuainuuulaiua lagliAiaiy

oA

1 o o = & 1 1 1 o Yo w v & a
bbUEIN 96.00% GZNL‘UUF"I’WIQQﬂ’Nﬂ’Wﬂ’J’]ZJLLiJ‘L!EJ’]éjQ?!@ﬂJ’e]ﬂﬂﬂi?ﬂ’]ﬂ‘UﬂﬂWsLuquU@Ha@flLﬂll

MnuanIIneaedlunsndg 4.2 wsmuldiiemaiinnsnsianveuiuulaiug
Uy danesfuaLlelsaluuesianuulug1gUue k = 1, 2 wag 3 laglanigagedemen
k =1 tu fauuaiugngana 95.33% Fafiguiiiuainuuduggegavesdanasiudnnein

nNwEIWNITUNSEUFIINYATaLAR ARGl unsTUILNMTUSUU TN W
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a ) o A A A a o
M990 4.2 Naﬂ']i‘mﬂa@‘Uﬂ'J']ilLLNUSWIUﬂWiEQqﬂqwa']EJlI@%@WNWULWﬂu@ﬂWiUi‘U‘UEQﬂWW

Tudiuresnruusiugildanimadanismvounindy ssdanuuduglunis
Munereutetes MegrsgumatianisasaniveunmiuuLanll azldauuiugngegaes
7l 85.33% \ilel3ouiiosanesfiuundnudildilsidunsnszaedeyauuuiadludoa 39
fuihdafesniinuuduiigeaavesndeyadaiuis 12% wazfemaiamamaaunin
wuudu q Awde lidrandunisesiamueun meuulsdsn 1150TI9MVeUANKUUNTING
warnsvinvaunmusuaglFAia g e Taeavuedaraauusugisnit 90% Tl
Taglddanatidlalunisairaluinanisidn

1NN15NAFDITLAAIIAIUIN ASlEmATAN1TASIAMIvaUN KLU TEaT LY

A o« A

Wigsnallaag N inadnsn1s3dnnmaieiiadefigenitAininuiiuggeanvesyntoya

o IS 14

AaAd #3Jedsinanizainatededendiunisvinveuninuuuleiua tiieidng

nszuIUuMsHUIUsEANSAmleanis3dludunauaaie
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4.2.3 HaNITNAFOUYSEINENINAIT3019 280 TR IUNATIAEITAAN

A a a a = L% A A a v dy Yaa a £
Wlﬂ‘l\lﬂﬁ'ﬁﬁﬁ]ﬂWIi’fLUﬂqﬁﬂiUUE\‘iﬂqwaqEJSJE)SUEJSUBN'TU']QEJ‘U Imﬁmsmmaﬂgalu

druresnmidenududgaidoduganuresninateiede nan1snaaeunuwiuglunis

[ '
) v ]

NN UNATABISARNTLARIRIATN 4.3

Calle

HANINAGRUUTING IINTSENYATaYanAududgadr U tugelvinuaiug

[

geiuludane3fiudulveg 1iu danesiudnnasnianmesuuvduasiiudulssanu 2.1% Loy
fAAuuduggeani 97.33% adenistdinasiuailaddunyuiy wenainudanudnin
LY a = = ¢ & a [ A g v 1 o a ~ 1 a v a

danasiuadaisaiuuesidusndanesiuiliAiaiuwdugiNgeigaiiuieiun 97.33%
Wielde k =1 lngdinnuuaudigeuuns 14.95% WeailSeuliisuiudeyayanis Iaghedn
Wunmsiisdiuedefidedfy wazsdlofiansani k = 2 uaz 3 duasnuindanuudugiy

gavuuiueIN 83.3% LU 97.3% uaran 78.7% wUu 93.3% muddu

M19199 4.3 nan1svegeuANUwiuglunsIINNmaIeteTe i umATing Tasn
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4.2.4 uamsVAEeUUIEaN5NINAI1T3917 80 INTIHUMATANTUSUYTIN LAY
mAAZITaNN

v saada

nuan1svaasslutunounsuntLandliiuiwadnsiangalun1ssannin

q

[y 1

meiletesgiisziunnmuusiug 97.3% Tnewuiinslénmaneiiedefiiunismusuninuuy
Tsiva wardsmaiansiugadeyannudugudiluduinliaianuuiusigatuogied
UydrAgy Lﬁ'aﬁwﬁ”’qLmﬁﬂmsﬂ%’uﬂqqmwLLaszﬁﬂ%a%aﬁﬂuﬂ%’iwﬁu (Sobel Edge +
Additional Intensive Data Method) lénadnédsmsnadt 4.4 annmsliinadianisusuyss
amsfumaiingiiain wuiillaesdaneiuitliauusiugigsis 98% ldun Sanoiviudn

wasannmasusdunldiresiuaduilaitudady wazdanasnualteLsaluuas Wea k =1
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Deep Learning Technique for Improving the Recognition
of Handwritten Signature

Anusara Hirunyawanakul, Supaporn Bunrit, Nittaya Kerdprasop, and Kittisak Kerdprasop

Abstract—Handwritten signature recognition is a biometric
task used extensively in our daily life. The efficacy of such
system is important and challenging in that the recognition
accuracy still has room for improvement. In this paper, we
propose the use of Deep Convolutional Neural Networks
(DCNN), which is a deep learning technique, to improve
accuracy of handwritten signature recognition. We apply
DCNN in two difference strategies for signature recognition: 1)
transfer learning using leveraged features from a pre-trained
model on a larger dataset, and 2) create CNN model from
scratch. Our studied dataset consists of 600 pictures of
handwritten signatures collected from 30 people. In order to
evaluate the effectiveness of the proposed method, the accuracy
is compared with the results obtained from various machine
learning methods. The comparison reveals very satisfied
recognition results in the sense that the two proposed strategies
achieve 100% of the recognition rate. To compare the two
strategies in terms of training time, the strategy of creating
DCNN model from scratch shows much lower training time
than the transfer learning strategy.

Index Terms—Deep learning, deep convolutional neural
networks, handwritten signature recognition, transfer learning.

I. INTRODUCTION

Handwritten signature is a task of machine learning with
the main aim to verify or identify individuals by recognizing
the pattern in their signature. The recognition task is thus
recognizing the specific behavior when a person signs his/her
signature. Such recognition system is therefore categorized
as behavioral biometric system.

Biometric is different from other identification systems
such as key/object possession system which requires a
keycard or smartcard, or information-based system that asks
for secret information like password or pin code. The strong
point of biometric is that it is easy to use and convenient in
practice. The convenience comes from the free of worry to
remember password/pin code or to carry any keycard,
identification card (ID) or badge. People are absolutely saved
from hassle of having to frequently change passwords, key
cards, or badges. The problems of forgetting passwords and
the losing of ID cards are very annoying in traditional
verification system. Moreover, each personal signature is
distinct and the security is high because of the difficultly to
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be forged or counterfeited. When compared to other high
reliable biometric system like iris recognition or retinal
recognition, handwritten signature recognition can be
compromised with the advantages of economical technology,
quick verification time, low intrusive level, and high social
acceptability.

However, the drawback of handwritten signature
recognition system is its recognition rate that still be in a
middle range when compared to other biometric systems.
Many researchers are thus pay attention to improve the
accuracy by applying many image processing techniques or a
hybrid of machine learning methods. In this work, we
propose a deep learning technique based on two strategies:
transfer learning and learning from scratch.

The literature review on the advance of handwritten
signature recognition and preliminaries of biometrics, pattern
recognition and deep learning techniques are presented in
Section II. Our proposed recognition method based on deep
convolutional neural networks (DCNN) is explained in
Section III. The results of performance evaluation are shown
in Section IV. We finally conclude our work in Section.

II.  LITERATURE REVIEW AND THEORY

A. Related Work

Recently, researchers had investigated a wide range of
techniques to improve the accuracy of handwritten signature
recognition. The data-intensive technique proposed by
Hirunyawanakul et al. [1] converted signature data from
image file into numeric table in accordance with color
intensity of gray scale with 256 level from 0 (black color) —
255 (white color). Then, numeric table was transformed to be
array data and fed the array data into the pre-modeling step.
At the pre-modeling step, image quality has been enhanced
by applying Sobel edge detection technique. Data in high
intensity area were then assigned more weight than those in
less important area such as the white background. At the
modeling step, support vector machine (SVM) with several
types of kernel functions, multi-layer perceptron, and
k-nearest neighbors (kNN) with different number of
neighbors were applied to build models for signature
recognition. SVM with linear kernel and k-NN with k=1 are
the two most accurate modeling methods.

The work of Vagas et al. [2] improved signature
recognition rate by focusing on the grey-scale and
co-occurrence matrix technique with local binary pattern
based on the MCYT-75 and GPDS-100 databases. The result
of the equal error rate (EER) in such work is 16.27%.
Guerbai et al. [3] proposed one-class SVM for handwritten
signature verification. The result from the experiment was
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5-7% average error rate (AER) in recognizing signatures
available in the CEDAR dataset.

The aforementioned works were based recognition
performance on current machine learning techniques such as
SVM. In the age of big data [4], state-of-the-art technique
called deep learning is gaining dramatic interest from
researchers in various fields. Deep convolutional neural
network (DCNN) is a kind of deep learning developed from
artificial neural network. DCNN has been claimed [5] a
powerful technique for general image recognition. We are
thus interested in applying DCNN for a specific task of
handwritten signature recognition.

Our DCNN-based signature recognition method is
structured to be composed of two learning strategies, which
are transfer learning using parameters available from existing
deep learning network architecture (also called a pre-trained
strategy), and learning from scratch in which we create new
deep learning network architecture from our own design. For
the pre-trained strategy, we employ the two existing models:
AlexNet and VGG16. AlexNet was invented by Alex
Krizhevsky and teammates and has big impact in machine
learning and image recognition communities [6]-[10].
VGGNet is a new architecture of deep learning developed by
Simonyan and Zisserman and widely adopted by many
researchers [11]-[14]. VGGNet consists of 16 layers in its
deep network with 138 million parameters and can classify
objects as much as 1,000 categories. We are thus interested in
comparing performance of VGGNet and AlexNet in
recognition the biometric.

B. Biometrics

Biometrics is a part of pattern recognition [15]-[17]. Itis a
technical term for individual identification or verification
using features extracted from either human's physical or
behavior. Biometric systems have one of the two modes of
operation: verification and identification. For the verification
mode, after the user sends a signature or information of
biometrics to the biometric system, the system checks the
identity of the user via PIN, Login name, or others. The
system will recognize and verify the requested user as 1:1
(one-to-one) data. The applications of this kind of biometrics
always found in E-Commerce, access control, or mobile
devices access control.

For the identification mode, the biometric system tries to
recognize the sender or the requested biometric information
through the comparison against the registered dataset. The
operation of this mode is 1:N (one-to-N). The recognition of
this system will be automatically compared without the
identification request (like login name, login id).

Biometric system is more complex than traditional
identification system such as object possession system or
information-based system. However, it is traded off with
simplicity, efficiency, and social acceptability. Password or
information-based system is the simplest system but it is
vulnerable to attack from electronic theft.

The object possession system such as smartcard, key card
or identification documents is very useful and easy to use.
However, it can be ecasily lost, stolen or forgotten at
somewhere. Even though the system is integrated with
cryptography methods, it makes the system more expensive
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to implement. On the contrary, the biometric system is very
difficult to falsify, since it is encrypted by the complicated
mathematic operations. It is considerably less falsifiable than
the manual recognition. Another benefit of biometrics is that
the information is unique for each individual and tolerate to
the time variations.

C. Pattern Recognition, Intelligence, and Deep Learning

The pattern recognition [16] is the field of study closely
relate to artificial intelligence (AI) and machine learning. It
involves object classification with respect to “feature” of
each “class”. Pattern recognition can be applied to various
fields. For example, the individual identification using
physical biometrics such as face, fingerprint, iris, DNA, and
behavioral biometrics such as signature. The classification
technique in pattern recognition requires knowledge of
various branches, e.g. data mining, neural network, machine
learning, and data improvement processes such as image
enhancement.

Pattern recognition can be considered a sub-field of Al that
has been defined by John McCarthy as “the science and
engineering of making intelligent machines that have the
ability to achieve goals like humans do” [17]-[19]. Broadly
speaking, Al is human intelligence exhibited by machines.
Currently, we can group Al into two separated tasks, which
are Artificial General Intelligence (AGI) and Artificial
Narrow Intelligence (ANI). AGI is the intelligence of a
machine that could successfully perform any intelligent task
that a human being can. It is a primary goal of Al research.
For ANI, it focused on one narrow task. Almost all existing
systems that claim to use Al are likely operating as a narrow
Al because they focused on a specific problem. The examples
are spamming e-mail classification system, face recognition,
and a well-known board game Al “AlphaGo”.

Machine learning is defined as another large sub-field of
AI[16], [20]. It is a field concerning how to make computers
being able to learn without being explicitly programmed.
Therefore, machine learning is an approach to achieve Al.
This is exactly how humans learn as well. When kids learn to
identify objects/person, we do not tell them an
algorithm/procedure to identify the features. We just simply
show them multiple examples of that object and then our
human brain automatically identifies the features and learns
to identify that object. This is indeed what a
machine-learning model does.

In terms of learning method and technique, machine
learning can be divided into two groups: supervised and
unsupervised learning. For supervised learning, the computer
or machine is presented with example inputs and their real
outputs, which can be seen as guiding solutions. The goal of
learning is to create a general rule that can correctly relate
inputs to outputs [21]. Examples of supervised learning are
perceptron, SVM, naive Bayes. In case of unsupervised
learning, there is no need for guiding solutions. The learning
objective is it find common structures or patterns in the
training data. Examples of unsupervised learning are
association mining and clustering.

Deep learning is a new kind of machine learning method
that makes its learning via data representations. It is opposed
to task-specific algorithms in that its learning can be both
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supervised or unsupervised [22]-[24]. One of the most

prominent deep learning architecture is deep neural networks.

It has been successfully applied to many fields including
speech recognition, natural language processing, biometrics,
board game programs, and image recognition. For image
recognition applications, they can produce results
comparably to human experts [25]-[27]. The use of deep
learning for handwritten recognition are investigated and
researched in textual form of different languages [28]-[32].

Deep neural network can recognize raw images through a
numerous of connected network layers. Each layer processes
and computes the information sent from the previous stacked
layer. This layer-by-layer processing runs until the output
layer has been reached. The result from a network is a class
label. The most applicable deep neural network is
convolutional neural network.

D. Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is a learning
method inspired by biological processes. It is believed that
the main computation element of living creatures is neuron.
The connected network of neurons forms the basis of all the
decisions made based on the information gathered. CNN is a
feed-forward network with three key mechanisms: local
receptive fields, weight sharing, and sub-sampling [33]. The
network is trained like a normal neural network using
back-propagation algorithm. The common architecture of a
CNN is structured by four main layers [34].

1) Convolutional layer: This layer has main function for
applying a filter mask. The filter is applied on a specified area
of the image. The area that has been filtered is called the
receptive field. The operation of this layer involves
computing the weighted summation of the values covered by
the receptive field using the weights of the filter mask. Then,
the weighted summation is added with a bias and passes
through an activation function. Once this value is computed,
receptive field moves on the feature map by a number of
strides to cover new area for computation of next value using
the same filter mask. The purpose of filter mask is to learn
basic pattern of object in the image. The weights of filter
mask are shared across a feature map in the model [7]-[9].

2) ReLU layer (rectified linear units layer): This layer is
placed immediately after the convolutional layer. It aims at
applying the nonlinearity to the system because during
convolutional layers, just linear operation is used. The
transfer functions like sigmoid and tanh that are preferred in
the past do not used in CNN. It instead uses ReLU or
Rectified Linear Unit transfer function. ReLU is claimed to

improve the network in both accuracy and training times [35].

It also mitigates the gradient problem issue. The ReLU

applies function in equation 1 to all input values.

f(x) = max(0,x) )]

According to equation 1, the ReLU layer changes all

negative values into zero value. This layer increases the
nonlinear properties of the model.

3) Pooling layers: The pooling layer is preferred to say as

a down-sampling layer. There are many layer options.

However, the most popular one is max-pooling. The

algorithm of max-pooling applies on input volume and
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outputs the maximum value in every sub region that filter
mask move around. Example is demonstrated in Fig. 1.

1 7 0 8

X 6 2 9 6 7 9
0o 5 1 4 8 5
5 8 5 1

Y

Fig. 1. Example of Max-pooling with filter mask = 2x2 and Stride = 2.

The proposal of this layer is to reduce the spatial
dimension of the input volumes, which are not as important
as other features. Another proposal of this layer is to prevent
a problem of over fitting [12].

4) Dropout layers: To avoid the over fitting problem, the
dropout layer is applied to contain the switching function that
randomly selects neurons during each iteration of the model
training stage. It can prevent the neurons to learn features of
which relevant only when a different neuron is present [12],
[36].

5) Fully connected layers: This is the traditional layer of
neural network model in which each neuron is connected to
every output from previous layer. This layer integrates all
features learned from previous layers across the image to
identify the larger patterns. The last layer of fully connected
layer is to classify the images [37].

There are numerous architectures using the concept of
CNN. The prominent ones include AlexNet [38], GoogleNet
[39], VGGNet [7], and ResNet [40]. These architectures are
the inspiration for many research works to use them to solve
variety of problems. The applications of these CNN
architectures are in two main strategies: transfer learning [41],
and create new CNN from scratch [42]. We adopt both
strategies in our research work. The details of these strategies
are in the nest section.

III.

This section presents material and method used in our
work. It consists of research framework, research workflow,
and strategies of network creation. Details of our dataset and
computation resource are also presented in this section.

MATERIAL AND METHOD

A. Research Framework

The main idea of our research is graphically shown in Fig.
2. Based on the objective of improving the accuracy rate of
handwritten signature recognition using state-of-the-art
learning method, we design our research to contain deep
learning-based technique as a core function. As a result, two
strategies of DCNN “Transfer Learning” and “Training from
scratch” are used in this work to build up the network model.
For performance evaluation, we compare the recognition
accuracy and training time of DCNN and machine learning
techniques.
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Fig. 2. Research framework.
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Fig. 3. Research workflow diagram.

B. Research Workflow

The flow chart shown in Fig. 3 demonstrates our research
steps. Starting by using the dataset of handwritten signatures
[1], which is publicly available at
https://sites.google.com/site/nhinganusaracpesut/signature/d
atasets. Firstly, we separate dataset into two parts. The first
part, 80% of data, is for training model and the rest 20% is for
testing model performance. The training set is fed into both
strategies. The strategy 1 is called “Transfer Learning” that
applied the pre-train DCNN based on the AlexNet and
VGGI16 architectures. The strategy 2 is named “Training
from scratch” in which all weights of the DCNN are learned
solely from our dataset.

In strategy 1 that we use the classifiers from transfer
learning technique of AlexNet and VGG16, we call them as
HSR-AlexNet and HSR-VGG16, respectively. HSR is the
acronym for handwritten signature recognition. In strategy 2,
we design three classifiers from different architectures of
DCNN, and we call these classifiers as HSR-CNN3,
HSR-CNN4, and HSR-CNNS. The differences among these
three classifiers are the number of convolutional layers.
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C. Strategies of DCNN in This Research

1) Transfer learning from pre-train of big dataset:
Transfer learning using AlexNet and VGG16 is the strategy
that we fine-tune the pre-trained models of AlexNet and
VGG16 to best suit our current dataset. AlexNet is a
well-known architecture that are pre-trained from numerous
images (more than 1 million images), where the output
classes or object categories are 1,000 classes. AlexNet is
claimed its success in classification for wide range of
applications. VGGNet is a popular deep learning like
AlexNet, but the number of layers in VGGNet is deeper. In
this work, we use VGG16, which consists of 16 layers (There
are only 8 layers for AlexNet). VGGNet is attractive word
wide because of its uniform architecture. In this experiment,
we use the pre-trained network of AlexNet and VGG16 as a
starting point to learn the new task of our dataset. On the key
parameters of a fine-tuning task, we tune the model with
varying number of Epoch (10, 20, and 50). Other parameters
are shown in Table I. Such parameters are back propagation
learning algorithm that we use SGDM (stochastic gradient
descent with momentum), set mini batch size to 10, set the
initial learning rate to 0.0001, the validation frequency (VF)
equals 30, and the validation patience is “Inf”.

TABLE I: KEY PARAMETER SET UP IN “TRANSFER LEARNING” BY USING

ALEXNET AND VGG16
Parameter Name Value
Learning Algorithm SGDM
Mini Batch Size 10
Initial Learning Rate 0.0001
Validation Frequency 30
Validation Patience Inf
Max Epochs 10, 20, 50

2) Create new CNN from scratch: The starting point of
this strategy is different from the transfer learning scheme.
To create new CNN from scratch, we need a model to learn
our new training dataset. That means model from this method
is purely influenced from our dataset with no overwhelming
by millions of data as the scheme pre-trained by AlexNet or
VGG16. On creating the suitable CNN architecture, we tune
the number of convolutional layers in order to investigate the
effective trend in terms of accuracy and training time. The
requirements of input image size between each technique are
not the same. Pre-trained AlexNet require 227x227 pixels,
VGG16 require 224x224 pixels. By creating new CNN from
scratch, we can use the original size of image, which is
38x144 pixels. Table II shows detail of the two strategies for
comparison.

TABLE II: DETAIL COMPARISON OF “TRANSFER LEARNING” AND “CREATE
NEW CNN FROM SCRATCH”

Transfer learning Create New CNN from scratch

Start with new learn from

Start with the pre-train of
our dataset

AlexNet, VGG16

# Convolution Layers :
3 for HSR-CNN3
4 for HSR-CNN4
5 for HSR-CNN5

# Convolution Layers :
5 layers for AlexNet
13 layers for VGG16

Image size:
227x227 pixels (AlexNet)
224x224 pixels (VGG16)

Image size:
38x144 pixels
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D. Dataset of This Research

We experiment on 600 signature images collected from 30
individuals. Original size of images in a dataset is 38x144
pixels. However, for a strategy “Transfer learning by Using
AlexNet”, we need to feed pictures with the exact size of
277x277 pixels. But for the strategy “Transfer learning by
Using VGG16”, the image size must be 224x224 pixels. As a
result, we need to firstly resize each image into the acceptable
size of both AlexNet and VGG16. Fig. 4 shows four
examples of the resized handwritten signature pictures. Each
example shows the original 38x144 size, the 224x224 size for
VGG16, and the 277x277 size for AlexNet.

Our experiments run by program MATLAB R2018a on a
personal computer with CPU Intel Core 15-7300HQ (2.50 —
3.50 GHz) 4 Cores/4 Threads, GPU NVIDIA GeForce GTX
1050 (4GB GDDRS5), HDD 1 TB 5400 RPM, and RAM 8 GB
with DDR 4.

VGGT6 AlexNet

.

VGG16 ‘AlexNet

= G 4

VGG16 VGG16

TR R EC T

Fig. 4. Examples of the resized handwritten signature picture.

AlexNet AlexNet

Original

£ @

Original

i

IV. EXPERIMENTAL RESULTS

This section explains experiments and experimental results.
The key point is the comparison of performances between 2
strategies of deep learning techniques: “Transfer learning by
using AlexNet and VGG16” and “Create new CNN from
scratch”. Accuracy and training time comparison of
“Transfer learning by using AlexNet and VGG16” are shown
in Table III and the comparative results of “Create new CNN
from scratch” are illustrated in Table IV. Both deep learning
techniques provide higher accuracy when compared to
traditional machine learning methods as shown in Table V.

From the results demonstrated in Table III, it can be seen
that HSR-AlexNet is able to achieve highest accuracy at
100% when Max Epochs = 50 with 312 seconds of training
time (the example of training progress result is shown is Fig.
5). On the contrary, the HSR-VGGI16 can reach 100%
accuracy at earlier iteration since Max Epochs =20. However,
the training time of VGG16 is quite long at 2,012 seconds, as
compared to 312 seconds used by the AlexNet.

From Table IV that shows the results obtained from the
“Create new CNN from scratch” strategy, the highest
accuracy is reached when Max Epochs equal 50. HSR-CNN3
can reach its highest accuracy at 94.17% with training time of
90 seconds. HSR-CNN4 can reach a better accuracy at
98.33% wusing 104 seconds of training time, whereas
HSR-CNNS is the best model with the highest accuracy of
99.17%. The tradeoff is that HSR-CNNS5 uses the longest
training time at 115 seconds. It can be noticed from the
results that, at the same value of Max Epochs (i.e., 50), the
greater number of convolutional layers, the higher accuracy.
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TABLE III: ACCURACY AND TRAINING TIME COMPARISON BETWEEN
HSR-ALEXNET AND HSR-VGG16 FROM STRATEGY “TRANSFER LEARNING
BY USING ALEXNET AND VGG16”

Zziiitj;nmg Max Epochs | Accuracy | Time (sec)
HSR-AlexNet 10 89.17 63
(Transfer Learning | 20 98.33 136

from AlexNet) 50 100.00 312
HSR-VGG16 10 93.33 460
(Transfer Learning | 20 100.00 2012

from VGG16) 50 100.00 2283

TABLE IV: ACCURACY AND TRAINING TIME COMPARISON BETWEEN
HSR-CNN3 HSR-CNN4 AND HSR-CNNS FROM STRATEGY “CREATE NEW
CNN FROM SCRATCH”

Zzz)nfsgmg Max Epochs Accuracy Time (sec)
HSR-CNN3 10 92.50 18

(3 Convolutional 20 93.33 37
Layers) 50 94.17 90
HSR-CNN4 10 95.00 20

(4 Convolutional 20 97.50 43

Layers) 50 98.33 104
HSR-CNNS5 10 94.17 24

(5 Convolutional 20 97.50 48
Layers) 50 99.17 115

Fig. 5. Training progress from modeling of HSR-AlexNet
when Max Epochs = 50.

Fig. 6. Accuracy and Training time comparison of deep learning models from
both strategies of “Training by using AlexNet and VGG16” and “Create new
CNN from Scratch”.

TABLE V: ACCURACY COMPARISON BETWEEN DEEP LEARNING AND
TRADITIONAL MACHINE LEARNING

Method Model Highest Accuracy
HSR-AlexNet 100.00

Deep Learning HSR-VGG16 100.00
HSR-CNN5 99.17
SVM + Sobel Edge + 98.00

Traditional Additional Intensive Data

Machine Learning | k-NN + Sobel Edge + 98.00
Additional Intensive Data
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A bar chart in Fig. 6 compares the accuracy and the
training time from the best model with the highest accuracy
in each strategy. We can see that the accuracies of transfer
learning technique (diagonal stripes bar chart) are higher than
the create new CNN from scratch (solid colored bar chart).
But the trade-off in terms of increasing training time can also
be observed (solid line). Especially for VGG16, the training
time usage is more than 10 times higher than the create new
CNN from scratch strategy (2,012 seconds and 2,883 seconds
compared to 115 seconds).

Table V presents a comparison in terms of accuracy to
recognize handwritten signature between deep learning
models and the machine learning models. The machine
learning algorithms are SVM and k-NN plus the image
enhancement with Sobel edge detection technique and data
intensive weighting. We found that all models from deep
learning with both “Transfer learning by using AlexNet and
VGG16” strategy and “Create new CNN from scratch”
scheme perform better than the methods based on traditional
machine learning algorithms. The maximum accuracy of the
traditional machine learning is 98.0%, whereas the minimum
of deep learning (learning from scratch scheme) is 99.17%.
At maximum performance of a pre-trained deep learning, the
accuracy is as high as 100%. In detail comparison of each
model, HSR-AlexNet, HSR-VGG16, and HSR-CNNS5 are
more accurate than traditional machine learning by 2%, 2%
and 1.17%, respectively.

V. CONCLUSION

In this research, we study the problem of
offline-handwritten signature recognition with the main
focus to improve recognition performance by applying the
novel technique of deep learning. We use two strategies of
deep learning, that are 1) transfer learning from pre-trained
model of AlexNet and VGG16, and 2) create new CNN from
scratch. We demonstrate through experimentation that our
proposed method using deep learning technique can improve
the accuracy rate of handwritten signature recognition. We
also do the comparison in terms of the training time of both
strategies of deep learning. Our dataset of this research is
collected from users who use their handwritten signature in
daily life. This kind of data can guarantee that our method can
practically be applied in the real-world scenario.

In part of the performance comparison from transfer
learning technique, both HSR-AlexNet and HSR-VGG16 are
able to achieve the perfect accuracy at 100% of recognition
rate. Moreover, we can observe that HSR-VGG16 achieve an
accuracy 100% with the lower number of Max Epochs
(HSR-VGG16 achieve 100% at max epoch = 20, while
HSR-AlexNet archive at max epoch = 50). Such results also
relate to the training time that each model uses. HSR-VGG16
always takes longer time than HSR-AlexNet. The reason is
that the architecture of VGG16 has more layers and more
number of parameters than the AlexNet architecture.
According to the “creating new CNN from scratch” strategy,
the models can provide maximum accuracy at 99.17% (with
HSR-CNNS architecture using max epoch =50). The
accuracy is a bit lower than transfer learning technique but
compromising by significant shorter training time. Moreover,

77

we observe that when increase the number of convolutional
layers, we will get higher accuracy result.

Finally, when we compare both strategies of deep
learning to the traditional machine methods, it is clearly to
conclude that deep learning method can help improving the
performance of handwritten signature recognition.

In this research, we perform handwritten signature
recognition with offline version. The limitation is that the
number of sample size is only 600 signatures. For more
robustness of the research result, we plan to include more
samples in our dataset in the future. Another research
direction that we plan to perform is the extension of current
task to cover online handwritten signature verification.
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Abstract

In this research we demonstrate the improvement
for handwritten recognition using edge detection technique
and our novel technique of adding intensive data. We
collect totally 600 signatures from 30 people. Then we
transform the hand written signatures images to be image
file and resize to 144 x 38 pixels along the width and the
height, respectively. Every pixel is encoded its intensity
value from 0 to 255. The value 0 is the highest intensity
(black) and 255 is white. Next, we use 4 different
Machine (with
polynomial, radial basis, and sigmoid kernel functions),

algorithms:  Support  Vector linear,
k-Nearest Neighbors, Perceptron, and Naive Bayes (using
Gaussian, multinomial, and Bernoulli density functions).
From the experiment result, SVM with polynomial kernel
function shows the highest accuracy (95.33%). Then we use
4 techniques of edge detection:Sobel, Prewitt, Robert,
Canny and Thinning technique. WithSobel edge detection
technique, we found that the accuracy is gained to 96%
(higher than the highest of original data). We also observe
that Sobel technique can improve the accuracy of k-NN
with a significant level (from 78.67% to 91.33%).
Moreover, we try to append the high intensity color data.
And by this technique, we notice significant improvement
of k-NN accuracy up to 96%. In SVM with linear function,
after applying our technique the accuracy is improved to
98.00% which is the highest accuracy of this research.

Keywords:image recognition, handwritten signature,

support vector machine, k-nearest neighbor, naive Bayes

1. Introduction

The use of biometric in authentication or individual

identification receives much attention in the current. It

DOI: 10.12792/iciae2015.097

provides convenience of not having to carry identification
documents, which reduces the problem of document
falsification. The signature is external identity which is
widely used for identifying individual. Signature of a
person is distinct and it is hardly to be forged or
counterfeited.

Vargas et al.’reviewed the handwritten signatures
focusing on the grey-scale measurement and co-occurrence
matrix technique and local binary pattern base on
MCYT-75 and GPDS-100 databases. The result was that the
EER (Equal Error Rate) = 16.27%.

Guerbai et al.?’proposed the powerful use of OC-SVM
for handwritten signature verification. The result from the
experiment was 5-7% AER (Average Error Rate) in
CEDAR dataset, whereas 15 - 17% AER in GPDS dataset.

Frias-Martinez et al.®’demonstrated the handwritten
recognition based on the Support Vector Machine (SVM)
and compared to a traditional classification technique like
Multi-Layer Perceptron (MLP). The experimental results
showed that SVM could provide up to 71% accuracy rate,
which isbetter than the MLP technique.

Zheng et al.“conducted edges and gradients
detection, which was an innovative method for finding
clearer edges. They used Least Squares Support Vector
Machine (LS-SVM) with radial basis kernel function and
Sobel and Canny edge detection. The outcome revealed that
these techniques were even more effective than applying
only a single machine learning technique.

Most researches on signature recognition often
focused on a comparative study to find algorithms suitable
for the signature recognition. However, we often encounter
problems of a similar signature of different individuals or
slightly different signatures of the same individual. Due to
various environmental conditions, the accuracy of signature

identification turns derogated. We have realized the

© 2015The Institute of Industrial Applications Engineers, Japan.



importance of pre-processing. It is the importance step that
can affect the accuracy rate. This paper proposes a
technique to enhance the signature recognition by focusing
the improvement of signature images.The signature images
will be improved by edge detection technique and thinning
edgetechnique. In addition, we propose a novel concept,
which is never seen in any previous signature recognition
researches; that is, to append the interesting area of
imagedataset. And in this case is high intensity color data.

2. Related Theorems and Algorithms

2.1 Pattern Recognition

s the study about object

The pattern recognition
classification with respect to “Feature” of each “Class.” The
method can be applied to various fields, for example, the
data, e.g.

fingerprint, face, iris, DNA, or even a signature, as well as

individual identification using biological
the recognition of documents, e.g. pattern recognition of
spam mail.

Issues related to pattern recognition and classification
have been of great interest at present. As a result,
technology and various advanced tools have been
developed to be applied.The classification often requires
knowledge of various branches, e.g. data mining, artificial
neural network, machine learning, data improvement
processes such as image-data improvement by edge

detection.

2.2 Image Edge Detection

)is used to detect lines

The image edge detection®
showing around the shape of an object by cutting away any
other details, e.g. color or streaked. The image used to
represent the shape of the object is represented as a “Binary
Image.” Edge detection can be done in a variety of ways
with similar principles; that is, to find the difference of
color between the “Gray Scale” of one point and the other
point. If the light intensity is very different, the edges will
be clearer; however, if the color difference is less, the edges
can be vague. The edge detection can be applied in
computer vision, e.g. boundary separation betweenobject

and background orobject recognitionetc.

2.2.1 Sobel Edge Detection

Sobel edge detection®

is the edge detection
method by using the 2 filters with the size 3 x 3 called “Sx”

and “Sy” to separate objects and background. The gradient
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values of each band will be computed and create the filters.
Example of Sx andSy filter are in figure 1.

-1 0 1 1 2 1

-2 0 2 0 0 0

-1 0 1 -1 -2 -1
Sx S}’

Fig.1.Sobelfilter.

The calculation of sobel gradient value is shown

Sobel gradient = /(sz + Syz)(l)

2.2.2 Prewitt Edge Detection

in equation 1.

Prewitt edge detection®is detection technique
using the same concept as the Sobel edge detection.The
differential is the value in the filters that shown in figure 2.

1 0 1 -1 -1 | -1

1 0 1 0 0 0

1 1 1 1
hy hy

Fig.2.Prewitt filter.

Prewitt gradient can be calculated as shown in

. : f 2 2
Prewitt gradient = |(h," + h,")(2)

2.2.3 Robert Edge Detection

equation 2.

Robert edge detectionis a technique using 2x2
size filters called “Gx” and “Gy”. The concept of this edge
detection is to calculate the gradientof an image which is
summarized from the differences between diagonally
adjacent pixels. The filter of Robert edge detection is shown

in figure 3.
1 0 0 1
0 -1 -1 0
Gx G}’
Fig. 3.Robert filter.
Robert gradient can be calculated as shown in
equation 3.


http://en.wikipedia.org/wiki/Gradient

G(F(LN)=IfG+1j+1) - fG NI+

lfG+1) -0+l 3)
2.2.4 Canny Edge Detection
The first step of Canny edge detection® is to

eliminated noise. Noise can be removed by using Gaussian
Filter to clear the speckles and smooth the edge of image.In
the second step, a gradient operator will be applied to
achieve the gradient’s intensity and direction. Then, The
non-maximum suppression is used for thinning the images’
edge by determining if the pixel is a better candidate than
its neighbors. The final step is using doublethresholding
algorithm to specify contour pixels and make the edge
continuous.

The calculation of Gaussian Filterwhich is
applied in Canny edge detection can be explained by
equation 4.

Sli,jl = Gli,j, ol * 1[i, /] “4)

whereS[i, j] is image after filtered,
I[4, j] is image for finding edge detection,
G[i, j,0] is Gaussian filter, and

oisa variable to control the distribution of smoothing
the image.

The image S[i, j] is used in equation5 and 6 to
find the x, y partial derivatives P[i, j] and Q[i, j].The size
and direction gradient are explained in equations 7 and 8§,

respectively.

Pli,jl = (S[i,j + 1] = S[i,j1 + S[i + 1,5 + 1]

=S[i+1,jD/2 G

—S[i+ 1,j+ 1])/2
M[i, j1 = /P[i,j]* + Q[i,j]? (7
0li,j] = arctani{Qli, j1, P[i, j] ®
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2.3  Thinning Edge

The edge thirming(ﬁ)is an important preparation process
(pre-processing) that is widely used to slenderize image
with thick edges, which is produced from the edge
detection. This is to remove the excessively thick edge
pixels. Usually, excessively thick edge slenderizing is used
in character recognition and signature recognition to
eventually generate thinnest edge lines with only one pixel.

The thinning edge operation can be done by using P1
and P2 filters. The first step in doing that is to use the P1
filter; using the 3x3 template to scan the image data and
then decide whether or not the pixels around the edges can
be deleted. If the pixels can be deleted, mark them but do
not delete them yet. After scanning throughout the
image,delete the marked pixels. In the final step, P2 filter is
used as when using the P1 filter. After deleting the marked
pixels, repeat these steps until no more image data can be
deleted.

2.4 Perceptron

Perceptron(7’8)

is one of the most popular algorithms
used in classification. This algorithm is based onbasic linear
function model to classify the data with centroid as
representative population. The linear function model
mechanism is tocreate a line connecting the centroid of two
groups and then create a perpendicular line to break the
groups apart. Perceptron employs this method of linear
function model as an initiative separation line. After that,
the algorithm will check for the misclassified data point. If
a fault exists, the counterbalance to weight of that data
point to achieve the accurate classification, or to achieve
classification with least erroneous data.

Another advantage of the Perceptron is that we can
tune the learning rate to determine for the algorithm’s
accuracy. If learning rate is too small value,the weighting in
erroneous data will be also small and we will see gradual
changes of the separation line. On the other hand, if the
learning rate is too high in value, it will result in too
aggressive changes that will affect other data and that data
must be classifiedmany times. This can explainby figure 4,
where 1 is the learning rate values.



Fig. 4.The difference between 3 cases of learning rate in

Perceptron algorithm®

2.5 Support Vector Machine

Support Vector Machine'”or SVM is an algorithm
based on a linear function model, which is developed from
the Perceptron algorithm. It is a way to increase flexibility
of classification to acquire large margin as much as
possible. The concept of this algorithm is to place the data
onto feature spaceand draw lines connecting the edges of
each group.And then, the algorithm uses these data points
on the edge to represent groups. The nearest data points of
Then data
separation lines of both groups are created to classify the

each group are called “support vector”.

data with the largest margins as possible, that shown in
figure 5. In some cases, this algorithm can allow for
misclassification to achieve the lager margin byusing slack

variable.
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Fig. 5.The support vectors and classification in
SVM algorithm

Another advantage of the Support Vector Machine is
that the processing time is less than Perceptron algorithm
because Support Vector Machine does not require all the
data points to be calculated. In addition, the Support Vector
Machine provides various kind of functions, called kernel,
to fit a specific type of data distribution. These kernel
functions include linear, polynomial, radial basis, and
sigmoid.

2.6 Naive Bayes

781Dig an algorithm that uses the Bayes

Naive Bayes
theorem to assist in classification. It is based on the
assumption that the attributes of the sample are independent.
The algorithm is suitable for the set of large sample. The
modeling is in the form of conditional probability. The
advantage of this method of learning is that we can use the
data and “Prior knowledge” to help in learning. This
algorithm gives good performance when compare with the
other algorithms. In terms of the calculation, the principles
of probability will be used and will be based on the theory
ofBayes.

2.7 k-Nearest Neighbors

k-Nearest Neighbors(7’“>or k-NN
classification algorithm in the field of pattern recognition.

is a popular
The concept of this algorithm is classifyingthe new data
base on the k closest training examples. And the class of
new data will be assigned by the majority class label of the
k closest training data.



Fig. 6. The example of k-NN algorithm when k=1, 2 and 3

Figure 6 shows the classification of k-Nearest
Neighbors with the different k values. Results will vary
depending on the number of the closest k, for example
when k=1 for the incoming data (represented by x) will be
classified as (-). When k=2, the incoming data can be
classified as either (-) or (+). When k=3,the incoming data
will be classified as (+).

The objectives of this research are:

)To the of
hand-written signature recognition models from 4 learning
algorithms: Perceptron, SVM, Naive Bayes, and k-NN.

2)To improve the accuracy of hand-written signature

study and compare effectiveness

recognition model by using image improvement and by
addition of high intensity data.

3. Research Framework

This of ©
diagrammatically shown in figure 7) as follows:

research  consists stages  (and

1)Collecting 600 signatures from 30 university students
who use the hand-written signature in daily life and turn to
images file by scanning device. We adjust the image’s color
to black and white. Then, equalize their size.The rawdata of
all hand-written signature image files are storedat the main
author’s website:
https://sites.google.com/site/nhinganusaracpesut/signature/
datasets

2)Using of edge detection technique and thinning edges
to sharpen signature images.

3)Converting the data into a numeric table in
accordance with color intensity, and then converting the
numeric table to the array data.

4)Input the array data to the 4 learning algorithms to

recognize correct owner of each signature. Studying and
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comparing the performancesand drawing the initial
conclusions.

5)Adding each image data with high intensity area
appending to the original image and choosing edge
detection technique that gives highest accuracy in the image
improvement process (the experimental results show that
the Sobel edge detection technique gives highest precision).

6)Comparing the learning accuracy of models that are
created from a training data set annotated with high
results and draw the

intensity area. Then observe

conclusions.

Scan and Convertto
Gray Scale

Image Improvement by
Image pre-porcessing

Robert Prewitt

Convert image file to numeric data
base on intensity level

Transfrom data to be array

Effectiveness comparison
between 4 algorithms :
Perceptron
SVM (4 kernel functions)
Naive Bayes (3 distribution functions)
k-Nearest Neighbors

Additional Intensive Data
Technique

Effectiveness comparison
(after adding intensive data)
between 4 algorithms :
Perceptron
SVM (4 kernel functions)
Naive Bayes (3 distribution functions)

k-Nearest Neighbors

Fig. 7.Research framework

S\ § "



4. Experimental Results

With all 600 signatures from 30 individuals, we use
Python 2.7 Language on Editor Spyder to predict the results
of signature recognition.

The image improvement at the second step of our
proposed frameworkyields the results as shown in figure 8.

From table 1, the four algorithms used in this study
include Perceptron algorithm, Support Vector Machine
algorithm (Linear Function, Polynomial Function, Radial

Basis Function, and Sigmoid Function), Naive Bayes
algorithm (Gaussian Function, Multinomial Function, and
Bernoulli Function), and k-Nearest Neighbors algorithm.
These algorithms are used in comparative test. The results
obtained indicate that, in using the original image files, the
SVM-Polynomial Function provides the highest accuracy
of 95.33% and we see 94.67% by SVM-Linear Function.
The Naive Bayes algorithm with Multinomial Function
gives 82.67% of accuracy, and the k-Nearest Neighbors
algorithm gives 78.67% of accuracy.

Fig. 8. Example images after applying edge detection and thinning techniques to signature images of three persons

Table 1. Experimental results of signature recognition with image improvement techniques

- RN -

Algorithm | Function |Original| Sobel | Prewitt |Robert | Canny [Thinning
Perceptron linear 68.67% | 86.67% | 65.33% | 72.00% | 64.00% | 45.33%
linear 94.67% | 96.00% | 82.00% | 89.33% | 83.33% | 86.00%
SVM poly 95.33% | 94.00% | 2.00% | 14.67% | 2.00% | 88.67%
tbf 0.67% | 0.67% 0.67% | 0.67% | 0.67% | 0.67%
sigmoid 0.67% | 0.67% 0.67% | 0.67% | 0.67% [ 0.67%
gaussian 56.67% | 20.67% | 65.33% | 72.00% | 65.33% | 71.33%
Naive Bayes| multinomial | 82.67% | 89.33% | 87.33% | 86.67% | 85.33% | 75.33%
bernoulli 0.67% | 17.33% | 68.67% | 72.00% | 67.33% | 0.67%
kNN k=3 78.67% | 91.33% | 8.00% | 28.00% [ 6.00% | 9.33%
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Table 2. Experimental results when using additional intensive data technique

Sobel Edge +
Original Sobel Edge Additional Intensive
Algorithm | Function Data Method
Accuracy Accuracy Accuracy
Train Test Train Test Train Test
Perceptron linear 100% | 68.67% ] 100% 86.67% 100% 88.67%
linear 100% | 94.67% | 100% 96.00% 100% 98.00%
SVM poly 100% | 95.33% | 100% 94.00% 100% 96.67%
rbf 100% | 0.67% 100% 0.67% 100% 0.67%
sigimoid 4.22% | 0.67% | 4.22% 0.67% 4.22% 0.67%
gaussian | 100.0% | 56.67% | 99.56% | 20.67% | 99.56% 21.33%
Naive Bayes | multinomial | 97.33% | 82.67% | 94.00% | 89.33% | 99.73% 92.67%
bernoulli 4.22% | 0.67% | 49.78% | 17.33% | 48.44% 18.00%
kNN k=3 02.67% | 78.67% | 98.22% | 91.33% | 99.11% 96.00%

Fig. 9. Accuracy comparisons of original signature image data recognition, recognition from Sobel edge detected data, and

recognition from both Sobel and additional intensive data techniques

The accuracy improvement of learning algorithms
after using image processing with edge detection technique
and thinning reveal that k-Nearest Neighbors algorithm’s
accuracy is increased by 12.66%; that is, from 78.67% to
91.33% with the use of Sobel edge detection technique.
This
SVM-Linear Function is increased by applying the Sobel

increment is very significant. The accuracy of
edge detection technique as well and the improved accuracy
is  96.00%.

processing technique applied prior to

Sobel edge detection is the best image
the signature
recognition with learning algorithms.

Table 2 shows the results of using the additional
intensive data technique with Sobel edge detection:

SVM-Linear Function provides the accuracy of 98.00%,
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which is the highest accuracy in this research. Moreover,
we also found that the k-Nearest Neighbors algorithm
provides higher accuracy by using the additional intensive
data; that is the accuracy increases from 91.33% to 96.00%
(which is higher than the maximum value of the original
data).
The
recognition without any other techniques, recognition with

accuracy comparisons of signature image
edge detection technique, and recognition with both edge
detection and our additional intensive data techniques are
shown in figure 9. It can be noticed that the combination of
Sobel edge detection technique and our novel proposed
additional intensive data technique yields the highest

recognition rate at 98%.



5. Conclusions

We study the problem of handwritten signature
recognition with the main objective of devising techniques
to improve recognition accuracy rate. According to the
signatures collected from hand-written users for this
research, the SVM-Linear Function is the most suitable
learning algorithm for modeling the signature recognition
with the edge detection technique applied for image
improvement and the additionalintensive data technique
This
combination of edge detection and additional intensive data

newly proposed for accuracy improvement.
techniques provides the accuracy rate of up to 98.00%. For
the technique of image improvement, the researchers note
that we have possibility to achieve higher accuracy if we

study more advanced techniques of image processing.
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Abstract—This research aims at studying the recognition accuracy and execution time that are affected by different dimensionality
reduction methods applied to the biometric image data. We comparatively study the fingerprint, face images, and handwritten
signature data that are pre-processed with the two statistical based dimensionality reduction methods: principal component
analysis (PCA) and linear discriminant analysis (LDA). The algorithm that has been used to train and recognize the images is
support vector machine with linear and polynomial kernel functions. Experimental results showed that the application of LDA
dimensionality reduction method before recognizing the image patterns with a linear kernel function of SVM is more accurate and
takes less time than the recognition that did not use dimensionality reduction. LDA is a suitable technique for physiological
biometrics, whereas PCA is appropriate for the behavioral biometrics. We also found out that only 1% of transformed dimensions
is adequate for the accurate recognition of biometric image patterns.

Keywords-dimensionality reduction; PCA; LDA; biometric recognition

L INTRODUCTION

The term biometrics refers to the automatic recognition method for identifying and authenticating people based on the
measurable characteristics and distinctive features of humans [4]. The measurement can be either physical, biological,
behavioral, or a mixture of characteristics. Commonly used physiological biometrics are fingerprint, face image, hand
geometry, vascular configuration of retina, iris pattern, and DNA [2], [8]. Unlike physiological biometrics that are based on
body characteristics, behavioral biometrics are mostly based on muscle control and movement such as signature, keystroke,
gait, and voice [1].

Biometric technologies have been commonly used for two main purposes: authentication and identification. Authentication
(or verification) based on biometrics aims at verifying if the individual is the same person as the claimed identity, whereas
biometric identification attempts to determine identity of an unknown individual. Biometric authentication requires a one-to-
one matching of the biometric identifier against the stored biometrics (called templates), while identification is a one-to-many
matching of an identity against the whole database [4]. Biometric identification thus takes more time than the authentication
process.

Major issues concerning the practicality of biometric systems are reliability in terms of accuracy and security, efficiency in
terms of speed and the ease of use, and acceptability from users [3], [4]. To increase recognition speed of a biometric system,
many researchers have agreed upon the dimensionality approaches [5], [6], [7]. To reduce dimensions of the input feature
space, feature selection and feature extraction are two practical techniques adopted by numerous recognition systems. Given
the original set of input features, feature selection techniques choose a subset of most relevant features, but feature extraction
techniques transform data into a lower dimensional space before the selection of discriminative features.

In this work, we are interested in reducing the matching time of authentication and identification processes at the
preliminary stage of feature extraction and selection. We perform a comparative study of applying the principal component
analysis (PCA) and the linear discriminant analysis (LDA) as feature extraction technique to reduce the dimensions of the
biometric images. We compare the performance of PCA and LDA on both the physiological biometrics, using fingerprint and
face images, and the behavioral biometrics using signature images. The recognition algorithm used in our work is support
vector machine (SVM) with two different kinds of kernel: linear and polynomial kernel functions.

II. A STUDY FRAMEWORK

To perform a comparative study of statistical based dimensionality reduction methods over physiological and behavioral
biometric images, we use three kinds of biometric traits: fingerprint, face, and signature (shown in Figure 1). Scanned images
of fingerprint biometric are from http://fvs.sourceforge.net/download.html. This data set contains 168 fingerprint images of 21
different fingers. Each finger has 8 images. Resolution of the image is 80x80 pixels, thus comprising total features of 6400
pixels.

Face images are another set of physiological biometric data used in this study. This data set, formerly known as ORL
database, is freely available for download at http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html. It contains 400
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images of 40 people; 36 of them are male and 4 are female. Each person had been taken 10 images at different time with
variety in details and face expressions. Resolution of each image is 64x64 pixels, comprising 4096 total pixels.

Behavioral biometrics used in this study is signature images collected by our research group. We asked 30 undergraduate
students to sign on the paper 20 times. Then we scanned the images and cropped each image to be equal size of 38x144 pixels
(4096 pixels in total). Our signature data set contains 600 signature images. The examples shown in Figure 1(c) are signatures
of three different students.

The flow of our work (presented in Figure 2) can be explained as follows. In the data preparation phase, we convert images
into the data array form. This format is required by the python program used in our analysis.

We then apply the PCA and LDA dimensionality reduction techniques. The transformed data are split into training set
(around 75%) and test set (the rest 25%). During the recognition phase, the training data set is used to train the SVM classifier.

III. EXPERIMENTAL RESULTS

In this comparative study, we evaluate the recognition performance of two different kernels: linear and polynomial kernel
functions. The test data set has been applied to test the SVM classification model for its accuracy. Evaluation metric used in
our comparative study is the classification accuracy (or the recognition rate). We also compare the dimensionality reduction
and training time of each technique.

The accuracy (or recognition rates) and running time of fingerprint, face, and signature images are illustrated in Figure 3.
The time and accuracy are obtained from four different combinations of dimensionality reduction methods and kernel
functions. These combinations are: (1) LDA with linear SVM, (2) LDA with polynomial SVM, (3) PCA with linear SVM, and
(4) PCA with polynomial SVM.

(b) Face images

Qo e dily

(c) Signature images

Figure 1. Examples of images used in our comparative study.

Figure 2. A framework of dimensionality reduction method comparison.
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(c) Signature images

Figure 3. Recognition rate (left) and running time (right) comparisons of different combinations in dimensionality reduction techniques (PCA/LDA) in the

data preparation phase and kernel functions (linear/polynomial) of support vector machine in the recognition phase.

IV. CONCLUSION

In this work, we propose that pattern matching to verify or identify biometric identity against the stored templates can be
done faster and consumes less computational resources through the reduced feature vectors. We thus present comparative study
results of the two statistical based dimensionality techniques applied over the physiological and behavioral biometric data. We

applied the PCA and LDA to reduce the features of fingerprint, face images, and signature data. Pattern recognition algorithm
used in our study is SVM with linear and polynomial kernel functions.
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The study results revealed that only a very small number of features (around 1%) was sufficient for accurate recognition
over fingerprint, face, and signature images. We also found that LDA is an appropriate technique to be applied to the
physiological biometrics such as fingerprint and face images. For behavioral biometrics such as signatures that are varied from
individual to individual, PCA gives a better result in terms of accuracy. We are interested in this characteristic of PCA and plan
to further investigate its characteristic on other behavioral biometrics.
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