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UNANLDATEIDINE

Discriminant analysis is a well-known multivariate statistical analysis for
solving classification problem, where two or more groups of populations are given for
measuring common characteristics that can best discriminate the distinct groups and
then apply the learned measurement to classify new observations. The discriminant
analysis has great potential to be applied to the medical domain as a core knowledge
base in the decision support system. However, applying discriminant analysis for the
decision support system is hindered by the excessive amount of predictive variables
when dealing with real-world data that record so many clinical measures and
treatments on each patient. The objective of this research project is to propose a
different technique of discriminant analysis by applying the association mining to learn
the discriminative characteristics among different groups of populations. Major criteria
of the proposed association mining based discriminant analysis are to obtain a high
accurate model as well as a small set of model suitable for transferring to be a
knowledge base. Therefore, this research proposes a combination of association rule
mining and data classification rule induction techniques. Association rule mining is good
at finding relationships among the whole data set and represents them as association
rules. This research also uses fuzzy set technique to control a continuous data to
enhance efficiency of the data classification. To evaluate the performance of the
proposed method, this research compares accuracy of the classification rules and the
number of rules obtained from different kinds of data classification algorithms. These
algorithms include the traditional data classification aleorithms, the associative
classification algorithms, and the fuzzy association rule-based classifier algorithms. The

experimental results confirm the efficiency of the proposed method.
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