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วิทยานิพนธ์นี� มุ่งศึกษาวสัดุเฟร์โรอิกซึ6 งมีสมบัติโดดเด่นคือบิสมัทเฟร์ไรต์ซึ6 งเจือด้วย

แมงกานีส (BiFe1-xMnxO3) และฟิล์มบางแบบหลายชั� น Co/CoO/Au เนื6องจากสามารถนําไป
ประยุกต์ใช้ในอุปกรณ์สปินทรอนิกส์ (spintronics device) และการจดัเก็บขอ้มูล ในงานวิจยันี�
โครงสร้างเฉพาะบริเวณและการเกิดเฟสปลอมปนของสารประกอบอื6นใน BiFe1-xMnxO3 และ 
Co/CoO/Au ถูกศึกษาโดยใชเ้ทคนิคสเปกโทรสโกปีการดูดกลืนรังสีเอกซ์ (XAS) และการสะทอ้น
ของโพลาไรซ์นิวตรอน (PNR) นอกจากนี� เทคนิค PNR ยงัถูกนาํมาใชต้รวจสอบการฟื� นคืนสภาพ
ของ untrained state ในฟิล์มบางแบบหลายชั�น Co/CoO/Au หลงัจากที6ไดท้าํการวดัวงวนฮิสเทอรี
ซิสเสร็จสิ�นไปแลว้ 2 รอบ ซึ6 งการฟื� นคืนสภาพในลกัษณะดงักล่าวนี�  คาดวา่เป็นผลมาจากการจ่าย
สนามแม่เหล็ก (reorientation field, HRE) ในทิศทางซึ6 งทาํมุมต่างๆ (orientation angle, ΩRE) กบั
ทิศทางเดิมของสนามแม่เหล็กที6ใชร้ะหวา่งการลดอุณหภูมิในตอนเริ6มตน้ 

ในระบบของ BiFe1-xMnxO3 เมื6อทาํการวิเคราะห์โครงสร้างโดยรอบของอะตอมแมงกานีส
โดยทาํการวดัสเปกตรัมการดูดกลืนรังสีเอกซ์ในช่วงโครงสร้างบริเวณใกล้ขอบการดูดกลืน 
(XANES) ที6ขอบการดูดกลืน K ของอะตอมแมงกานีส พบวา่ในสารตวัอยา่งที6มีปริมาณแมงกานีส 
ตํ6าๆ อะตอมแมงกานีสส่วนใหญ่เขา้ไปแทนที6ตาํแหน่งอะตอมของเหล็กในบิสมทัเฟร์ไรต ์และเมื6อ
ปริมาณแมงกานีสเพิ6มขึ�น จะทาํให้เกิดเฟสปลอมปนของ BiMnO3 และ BiMn2O5 ในสารตวัอย่าง 
ซึ6 งผลที6ไดส้อดคลอ้งกบัผลการคาํนวณสเปกตรัมโดยโปรแกรม FEFF8.2   

ในระบบของ Co/CoO/Au เมื6อทาํการวิเคราะห์โครงสร้างโดยรอบของอะตอมโคบอลต ์โดย
ทาํการวดัสเปกตรัมการดูดกลืนรังสีเอกซ์ในช่วงโครงสร้างบริเวณใกลข้อบการดูดกลืน (XANES) 
ที6ขอบการดูดกลืน K ของอะตอมโคบอลต ์พบวา่มีเฟสปลอมปน Co3O4 เกิดขึ�นบริเวณชั�นฟิล์มบาง
ชั�นคู่ Co/CoO และจากการวิเคราะห์โดยใชเ้ทคนิค linear combination fitting ทาํให้สามารถหาค่า
ปริมาณเฟสปลอมปน Co3O4 ที6มีอยู่ในสารตวัอย่างได้ ซึ6 งปริมาณเฟสปลอมปนดงักล่าวยงัถูก
นาํมาใชใ้นการจาํลองสเปกตรัมการดูดกลืนรังสีเอกซ์ทางทฤษฎี โดยการใชโ้ปรแกรม FEFF 8.2 ซึ6 ง
ผลที6ได้สอดคล้องเป็นอย่างดีกบัผลจากการทดลอง สําหรับการวิเคราะห์วงวนฮิสเทอรีซิสของ
แม่เหล็กที6วดัโดยใชเ้ทคนิค SQUID พบวา่มีการฟื� นคืนสภาพของ untrained state ที6 ΩRE = 45 องศา 
และ 90 องศา ซึ6 งสอดคลอ้งกบัผลการวิเคราะห์วงวนฮิสเทอรีซิสของแม่เหล็กที6วดัโดยใช้เทคนิค 

 

 

 

 

 

 

 

 



 

II

สาขาวชิาฟิสิกส์ ลายมือชื6อนกัศึกษา__________________________ 
ปีการศึกษา  2558 ลายมือชื6ออาจารยที์6ปรึกษา____________________ 
 ลายมือชื6ออาจารยที์6ปรึกษาร่วม_________________ 

PNR นอกจากนี� ผลการวิเคราะห์ขอ้มูลจาก PNR ยงัพบวา่ลกัษณะการฟื� นคืนสภาพของ untrained 
state จะเกิดขึ�นไดดี้ที6สุดเมื6อ ΩRE = 45 องศา และ HRE มีค่าอยูร่ะหวา่ง 3.0 kOe ถึง 10 kOe สําหรับ 
ΩRE = 135 องศา จะไม่มีการฟื� นคืนสภาพของ untrained state เกิดขึ�น         

 
 
 
  

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 



JARU  JUTIMOOSIK : STRUCTURAL CHARACTERIZATION OF 

FERROIC MATERIALS BY ADVANCED SPECTROSCOPY 

TECHNIQUES. THESIS ADVISOR : ASSOC. PROF. RATTIKORN  

YIMNIRUN, Ph.D. 209 PP. 

 

BISMUTH FERRITE/MULTILAYER/X-RAY ABSORPTION SPECTROSCOPY / 

POLARIZED NEUTRON REFLECTIVITY 

 

In this work, the materials of interest are BiFe1-xMnxO3 ceramic and 

Co/CoO/Au multilayer due to their potential applications in data storage and 

spintronics devices. The Synchrotron-based X-Ray Absorption Spectroscopy (XAS) 

and Polarized Neutron Reflectivity (PNR) techniques were employed to investigate 

the structural properties of BiFe1-xMnxO3 ceramic and Co/CoO/Au multilayer, 

especially to study the local structure of Mn in BiFe1-xMnxO3 ceramic and to verify 

the formation of secondary phase in Co/CoO/Au multilayer. In addition, the 

Co/CoO/Au multilayer was examined to explore the degree of recovery of the 

untrained state after the first two field cycles. Such a recovery was expected by field 

cycling a reorientation field ( REH ) along a direction of orientation angle (REΩ ) away 

from the initial field cooling direction. 

In Mn-doped BiFeO3 system, the measured Mn K-edge X-ray Absorption Near 

Edge Structure (XANES) spectra showed that Mn atoms substituted in Fe sites in 

BiFeO3 at low Mn content, which corresponded well with the calculated XANES 

spectra by FEFF8.2 program. Both the experimental and calculated XANES results 

 

 

 

 

 

 

 

 



 

IV

indicated that an increase of Mn content in BiFeO3 led to the formation of second 

phases of BiMnO3 and BiMn2O5.  

In Co/CoO/Au multilayer system, the results of the Co K-edge XANES spectra 

indicated that the presence of Co3O4 in Co/CoO bilayers within the multilayer 

corresponded well with the calculated linear combination of XANES spectra by 

FEFF8.2 program. The analysis of SQUID magnetization hysteresis loops 

demonstrated the recovery of untrained state for REΩ = 45° and 90°, which 

corresponded with the PNR data. Furthermore, the results of PNR data analysis 

revealed that the best recipe for the recovery occurred at REΩ = 45°, which could be 

achieved partially with REH = 3.0 kOe and remained significant even with REH = 10.0 

kOe. For any other higher angles of orientation (e.g., REΩ = 135°), no recovery of the 

untrained state arose.      
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CHAPTER I 

INTRODUCTION 

 

1.1 Background 

 Magnetic materials and magnetic devices play major roles in modern science 

and technology. Yet in the late 1980s, the association of ferromagnetic and non-

ferromagnetic thin layers in a multilayered material leads to the discovery of the Giant 

magnetoresistance (GMR) effect (Baibich et al., 1988). This property represents an 

important breakthrough in science and opens the way for building up new sensors and 

magneto storage devices. GMR based exchange biased magnetic tunnel junctions and 

spin valves have useful properties for forming magnetic memory elements in novel 

device architecture (Parkin et al., 1999).  

 The exchange bias phenomenon is associated with the direct exchange coupling 

at the interface between a ferromagnet (FM) and an antiferromagnet (AF), resulting in 

a unidirectional magnetic anisotropy that causes a shift of the hysteresis loop to 

negative field values. The magnitude of the field shift is called the exchange bias field 

( EBH ). Usually, the exchange bias shift occurs after cooling the system with a 

saturated FM below the Néel temperature of the AF. Over the last decade many 

salient features of the exchange bias effect have been clarified. It turns out that only a 

very small percentage of moments at the AF interface are pinned while the rest of the 

moments rotate rigidly with the FM. It also turns out that it is energetically favorable 
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to form domains in the antiferromagnet. They account for the lowering of the energy 

cost associated with the reversal of the FM that determines the strength of the HEB. 

Exchange bias is also related to many salient features such as coercivity enhancement 

(Stiles and McMichael, 1999; Gruyters and Schmitz, 2008), asymmetry hysteresis 

loops (Paul et al., 2006), and training effect (Paul and Mattauch, 2009). 

 Despite four decades of research since the exchange bias effect was discovered 

(Meiklejohn and Bean, 1957) and the commercially available magnetic sensor 

devices, the microscopic understanding of the exchange bias effect is still not fully 

established. Therefore, the researches of many salient features which affect to the 

exchange bias effect have been widely studied. 

 Furthermore, there has been considerable recent interest in developing 

multifunctional materials in which two or more useful properties are combined in a 

single compound. Perhaps the most widely studied class of multifunctional materials 

are the dilute magnetic semiconductor, where interaction between magnetic field and 

electronic degrees of freedom allows both charge and spin to be manipulated by 

applied homogeneous electric fields (Ohno, 1998). These and other related materials 

having spin-dependent electronic properties are being explored for spintronic 

applications (Wolf et al., 2001). However, another class of materials, the so-called 

multiferroics (Schmid, 1994), is also growing importance. Multiferroic materials have 

simultaneous ferromagnetic, ferroelectric and/or ferroelastic ordering. Coupling 

between the magnetic and ferroelectric order parameters can lead to magnetoelectric 

effects, in which the magnetization can be turned by an applied electric field and vice 

versa. Besides scientific interest in their physical properties, multiferroic materials 
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have potential for application as actuators, switches, magnetic field sensors or new 

types of electronic memory devices. 

 BiFeO3 is unique among various multiferroic materials, as its ferroelectric and 

magnetic transition temperatures are well above the room temperature. This raises the 

possibility of developing potential devices based on magnetoelectric coupling at the 

room temperature. Many research groups have tested substitution of the other 

elements for the Bi- and/or Fe-site to enhance the ferroelectric and magnetic orderings 

(Lee et al., 2005; Wang and Nan, 2006). As a typical result, BiFeO3 thin films have 

greatly increased their remnant electric polarization by doping with Mn (Singh, 

Ishiwara and Maruyama, 2006). However, the mechanism has not yet been clarified 

and, moreover, the doping effect on the magnetic ordering is left an open question. 

Thus, an investigation of the exact local structure of Mn in BiFeO3 has been 

extensively studied.         

 

1.2 Bismuth ferrite 

Bismuth ferrite (BiFeO3; BFO) is considered as a prototype multiferroic 

material and is probably the most studied multiferroic materials due to its most 

promising potentials for realizing multiferroic device. BFO, which exhibits the 

simultaneous existence of ferroelectric (FE) and antiferromagnetic (AFM) orders, has 

received great attention, due to its high Curie point (TC ∼ 1103 K) and Neél 

temperature (TN ∼ 643 K), (Michel, 1996). BFO has a distorted perovskite structure 

with rhombohedral symmetry which belongs to the R3C space group (the hexagonal 

setting is used in this thesis). The lattice constants determined at room temperature are 

ahex = 5.5810 Å and chex = 13.8757 Å (Sosnowska, 2002), as shown in Figure 1.1. 
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Figure 1.1 Crystal structure of BFO (hexagonal setting). 

 

However, the small room temperature spontaneous polarization and 

magnetization, as well as large leakage current, are the obstruction of the commercial 

applications of BFO ceramics. Fortunately, the electrical and magnetic properties of 

BFO can be improved by doping of other ions or by making low-dimensional 

structures.  

Recently, some research groups have modified BFO nanostructures by doping a 

small amount of impurities at A or B site (in ABO3 perovskite structure) which offer 

great potential to enhance the physical properties of BFO.  For example, the partial 

substitution of Tb at A-site can enhance both ferroelectric and magnetic properties of 

BFO (Palkar et al., 2004). On the other hand, some research groups have attempted B-

site substitution by high valence state such as Zr4+ and Ti4+ to improve ferroelectric 

reliability (Wang et al., 2006). Recently, One dopant that has been the subject of 

interest is Mn. Based on X-ray diffraction (XRD) and transmission electron 
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microscopy (TEM) characterization, Fukumura et al. have reported the synthesis of 

single-phase Mn-doped BiFeO3 nanoparticles with Mn concentration up to 2 at.%. 

With increasing Mn content, the samples showed anomalous behavior at around ≈ 

3%, suggesting a lattice distortion from the rhombohedral structure to a monoclinic or 

tetragonal structure occurred (Fukumura et al., 2009).  

Moreover, Ablat et al. have investigated the electronic structure of BiFe1-

xMnxO3 (0 ≤ x ≤ 3) thin films by using X-Ray Absorption Spectroscopy (XAS). They 

found that XRD patterns of these films illustrated a single phase and have a 

rhombohedral crystalline structure. From the Fe L3-edge and O K-edge XAS Spectra, 

they also observed that the increasing of Mn content reduces the charge transfer 

between the Fe 3d and O 2p and leads to the bond inhomogeneity in the Fe-O-Mn 

chains (Ablat et al., 2012). By using the first-principle calculation, Wang have 

reported that the effect of Mn substitution for Fe in multiferroic BFO leads to the 

enhancement of the spontaneous magnetization of the system (Wang, Huang and 

Wang, 2010).         

Interestingly, most previous works on Mn-doped BFO materials focus on the 

improvement methods of nanostructure formation and the enhancement of the 

physical properties of these materials. There has been no direct experimental 

determination of Mn-site in BFO structure and examination of the formation of the 

secondary phase. Since the site preference of Mn ions in BFO structure and secondary 

phase play a critical role in determining the electric and magnetic properties of Mn-

doped BFO materials as reported in prior theoretical and experimental investigations 

(Unruan et al., 2012), it is thus important to identify the exact local structure of Mn in 

BFO lattice and verify the amount of secondary phase.  
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1.3 Cobalt/cobalt oxide exchange-coupled system 

A polycrystalline Co (ferromagnet, FM)/CoO (antiferromagnet, AF) has served 

as a prototypical exchange bias system, due to its large biasing field (Paul, Schneider, 

and Stahn, 2007), very distinct asymmetry of magnetization reversal (Gierlings et al., 

2002), and large enough training effects. Most interestingly, the AF moment 

configuration of this system can also be frozen in a variety of ways during the process 

of field cooling (Paul et al., 2011) without affecting the overall structure as the AF 

ordering temperature is far below room temperature.  

In general, it may be noted that exchange bias system are frequently coated with 

a nonmagnetic metallic spacer such as Cu or Au film, in order to protect them against 

further oxidation (Laureti et al., 2012). Moreover, Au is often used as metallic leads 

for spin-valve structures. Therefore, the Au /FM (or AF) interfaces and their effect on 

exchange bias cannot be ignored. Based on reflection high energy electron diffraction 

(RHEED) and Cross-sectional transmission electron microscopy (XTEM) 

characterization, Miltényi et al. have reported an increased defect density (Co1-xO) 

gives to stronger exchange bias in Co/CoO bilayers, even when the defects are located 

at distance from the interface to the exchange-biased FM layer (Miltényi et al., 2000). 

Recently, researchers have found that increasing of EBH  can originate from the 

formation of defects within the antiferromagnetic CoxOy layer or from deviations in 

the stoichiometry during the route of oxidation of Co to CoO (Paul et al., 2004) 

leading to a stronger pinning of the domain walls at the defect sites. However, most 

previous works on the formation of defects in the exchange bias system cannot 

identify the type of defects by using RHEED and XTEM. Thus, in order to verify the 

formation of such defect sites that can be inadvertently related to the degree of 
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oxidation of the Co layer (few nanometers), the proportion and stoichiometry of the 

CoO layers in the system are necessary to be investigated. Such a detailed 

examination of the chemical species can be effectively done by XAS. 

 One of the interesting problems in the exchange-coupled system is the training 

effect, the distinction between subsequent (partial) magnetization reversal loops. The 

training effect can be linked to a deviation of the average interfacial magnetization 

vector of the AF CoO grains with respect to the initial field cooling direction. Even 

though the microscopic origin of the training effect is still ambiguous, it is generally 

agreed to be due to the rearrangement of interfacial AF spin structure, which can be 

considered as a rotatable hysteretic grains (rotatable anisotropy) particularly in 

polycrystalline specimens (Paul, Schneider and Stahn, 2007; Brems, Temst and 

Haesendonck, 2007).  

 Generally, a relatively large training can be seen between the first and second 

hysteresis loops, and a comparatively small effect can be seen for the subsequent 

higher number of loops. The strong training behavior between the first and second 

hysteresis loops is usually attributed to some initial nonequilibrium arrangement or 

metastable state of the AF (Paul et al., 2006; Fecioru-Morariu et al., 2007). The exact 

mechanism for the initial AF spin arrangement is still a matter of debate. However, it 

is perceived that the metastable state can somehow be rearranged to reinduce the 

original state. By using the anisotropy magnetoresistence (AMR) analysis, Breme et 

al. have reported that the orientation of the interfacial magnetization of the AF grains 

can be largely rotated back to the initial orientation after field cooling (i.e., the 

untrained state) by a moderate magnetic field which is applied perpendicular ( r
⊥ ) to 

the initial cooling field in a Co/CoO bilayer system (Breme et al., 2007). The 
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possibility of the recovery of the untrained state strongly depends on the magnitude of 

a moderate magnetic field. Furthermore, the simulated AMR for a hysteresis loop 

along the cooling field, after first applying a hysteresis loop with a perpendicular 

field, has indicated that the reinduction of the untrained state depends on the 

amplitude and direction of a moderate magnetic field (Breme et al., 2005). 

 Recently, Breme et al. reported that the AMR effect with a specific choice of 

the measurement geometry (with an angle of 45° between current and magnetic field) 

can be used to reliably monitor the average rotation sense of the magnetization vector 

of a 20 nm Co layer upon magnetization reversal in a similar CoO/Co bilayer system 

(Breme et al., 2013). However, their inference on the rotational sense relies upon the 

AMR single measured along 45° with respect to the cooling field and also the r
⊥  

field direction. Therefore, it may be noted that the AMR measurements rely on the 

current distribution within the sample and are difficult to infer on any reinduction of 

the untrained state within a multilayered system, particularly when domains are 

involved. AMR values are weak when a sample comprises of different domains of 

equal proportions that can rotate clockwise or counterclockwise. Moreover, the 

direction of the reorienting magnetic fields (with different magnitudes) in the works 

of Brems et al. were always restricted along or opposite to the direction r
⊥  to the 

initial cooling field.  

 Based on depth sensitive polarized neutron reflectivity (PNR) analysis, Paul et 

al. have reported the magnetization angles, which are extracted from the specular 

reflectivity patterns, for the layers in the stack of antiferromagnetically coupled Fe/Si 

multilayer (Paul et al., 2008). Very recently, Paul and Buchmeier reported that a 

partial restoration of the untrained state was indeed possible even within a 
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Co/CoO/Au multilayer (Paul, 2010; Paul and Buchmeier, 2013). Although the 

bilayers of the multilayer were separated by a thick nonmagnetic Au layer at each AF-

FM interface, it was expected to behave as a repeated stack of independent Co/CoO 

bilayers. Interestingly, the PNR data illustrated that the r
⊥  field cycling has inflicted 

an additional modification at the Co/CoO interface magnetization. One may note that 

PNR is sensitive to each and every interface along the depth of the entire multilayer 

stack and to the direction of the parallel magnetic moment (though not to the 

directional sense of the perpendicular magnetic moment). However, such a conclusion 

on interface magnetism in the work of Paul et al. suffered two shortcomings. First, the 

PNR data were limited to a relatively low value of the accessible scattering vector 

(0.05 Å-1) and second, the particular specimen was subjected to a single field value 

along the r
⊥  direction. In fact, there are no experimental studies on the impact of the 

strength and orientations of the applied field on the recovery of the untrained state. 

The aim of this study is, therefore, to investigate of the reinduction of the untrained 

state in a Co/CoO/Au multilayer using different values of the applied field with 

respect to the cooling and along different orientations       

 

1.4 Scope and limitations of the study  

 This study aims to investigate the valence state and the local structure of the Mn 

atoms atom in BiFe1-xMnxO3 ceramic samples using the low energy region of X-ray 

absorption spectroscopy (XAS), which called X-ray Absorption Near Edge Structure 

(XANES). XANES will also be employed to examine the formation of the secondary 

phase in BiFe1-xMnxO3 ceramic samples as well as the Co/CoO/Au multilayers. FEFF 

8.2 code, which is based on ab initio multiple scattering, will be used to simulate the 
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XANES spectra of BiFe1-xMnxO3 and Co/CoO/Au multilayers to compare with the 

experimental results obtained from XAS beamline at SLRI, Nakhon Ratchasima, 

Thailand. The linear combination analysis (LCA) method will be used to quantify the 

proportion of oxidized and poorly oxidized Co layer in the Co/CoO/Au multilayers 

(ML). 

 Furthermore, the reinduction of the untrained state in a Co/CoO/Au 

multilayered system using different values of the reorientation field ( REH ) and along 

different orientation angles (REΩ ) with respect to the cooling field direction will be 

explored by SQUID magnetization hysteresis loops and depth sensitive Polarized 

Neutron Reflectivity (PNR).  

 

 

 

 

 

 

 

 



 

CHAPTER II  

THEORY  

 

2.1 X-ray absorption 

2.1.1 X-ray interaction with matter 

X-rays are a type of electromagnetic radiation with energies in the range 

120 eV to 120 keV. They were discovered by Röntgen in 1985 (Stanton, 1896) and 

have become an invaluable tool to study the structure of matter. X-rays, like any other 

electromagnetic radiation, can be treated as either a wave or a particle. This wave-

particle duality is described by the Einstein relation   

 ,
ph

hc
E hν

λ
= =  (2.1) 

where E is the energy of the photon with h being Planck’s constant. ν and phλ  are the 

frequency and the wavelength of the wave, respectively. Likewise, electrons possess 

the wave-particle duality. The wavelength and the momentum of an electron are 

related by the de Broglie equation   

 el
el el

2
,

h

p k

π
λ = =  (2.2)  

And the kinetic energy of electron is given by 

 
2

el 2
el

,
2 e

h
E

m λ
=  (2.3) 

where me is the electron mass. 
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In general, an X-ray photon can be interacted with an atom either scattered or 

absorbed (Als-Nielsen and MaMorrow, 2001). In scattering, the X-ray photons are 

deflected from their original direction of propagation, either Compton scattering or 

Rayleigh scattering (without loss of energy), by collision with an electron or an atom. 

In the X-ray absorption process, the energy of the X-ray photon is used to expel an 

electron from the atom, leaving the atom ionized. The excess photon energy is 

transferred as kinetic energy to the electron. The process is called photoelectric 

absorption which was first rigorously described by Einstein in 1905 (Einstein, 1905).   

 

2.1.2 Absorption coefficients and cross-sections   

The equation of absorption was explained by Lambert-Beer law, the 

intensity of the beam after pass through the sample decreases according to exponential 

equation with the intensity of the incoming x-ray beam, as 

 0
xI I e µ−=  (2.4)

where 0I  is the intensity of the incoming x-ray beam, I  is the intensity of the beam 

after pass through the sample, x is the thickness of the sample and µ  is the absorption 

coefficient as shown in Figure 2.1. According to Equation (2.4), for the x-ray 

absorption measurement, the measured absorption signal can be defined by the 

following: 

 

 0ln
I

x
I

µ  
=  

 
 (2.5) 
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Figure 2.1 Schematic view of x-ray absorption measurement in transmission mode. 

 

The linear absorption coefficient and the absorption cross-section ,aσ  are related by 

 A ,m
a a a

N

A

ρ
µ ρ σ σ 

= =  
 

 (2.6) 

where A ,N ,aρ ,mρ  and A  are Avogadro’s number, the atomic density, the mass 

density and the atomic mass number, respectively.  

 The absorption cross section has a distinct dependence on the photon energy. 

An example is shown in Figure 2.2 for the element platinum. The double-logarithmic 

plot illustrates that the absorption cross section is approximately proportional to 31/ E  

below and above discontinuities. The latter, which well known as the absorption 

edges, occur at characteristic energies for which the X-ray has enough energy to expel 

an electron from an atomic core level giving rise to a sudden increase of the 

absorption cross section.      
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Figure 2.2 Log-log plot of the semi-empirical X-ray absorption cross section for 

platinum versus X-ray energy. The K, , ,I II IIIL  and M edges are shown, while the fine 

structure is not shown (Bunker, 2010). 

 

2.1.3 Absorption edges   

The shells of the electron in an atom are classified as K, L, M, etc. 

according to the values of their principle quantum number n = 1, 2, 3,…respectively. 

However, the degeneracy is lifted into subshells due to interelectron repulsion and 

coupling between spin and angular momentum. The subshell can thus be labeled as 

2 1( ) j
jnl +  where n, l and j are the principal, orbital angular momentum, and total 

angular momentum quantum numbers, respectively, of the single-electron states (2j+1 

is the multiplicity).  

An X-ray absorption edge occurs if the photon energy matches the energy 

necessary to excite an atomic core-level electron in one of the shells into an 

unoccupied level above the Fermi energyFE . In general, the electrons transition is 
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followed by the selection rules. For the transition of an atomic core-level electron to a 

valence orbital (in this case a bound-bound transition occurs), the optical dipole 

selection rules ( 0, 1, 0, 1;j m∆ = ± ∆ = ±  ignoring spin) can be applied. The Orbital 

Rule ( 1l∆ = ± ), the difference electron’s orbital angular momentum must be equal -1 

or 1 only, will be used when an atomic core-level electron are expelled to final 

continuum states. The symbol used to label the X-ray absorption edges is given in 

Figure 2.3. For instance, the LI, LII and LIII  edges arise for absorption from the 2(2s) , 

2
1/2(2p )  and 4

3/2(2p ) subshells, respectively. The energies of the edges are unique to 

the type of atom that absorbs the X-ray. The absorption edges are therefore signatures 

of the atomic species present in a material. 

 

 

Figure 2.3 Schematics of the atomic energy levels and the symbol used to label the 

X-ray absorption edges of the elements. Transitions occur to all empty states above 

the Fermi level that exhibit appropriate symmetry governed by the dipole selection 

rules (Adapted from Als-Nielsen and MaMorrow, 2001).  
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2.1.4 X-ray Absorption Spectroscopy (XAS)  

The X-ray absorption spectroscopy (XAS), sometime also known as X-

ray absorption fine structure (XAFS), is an absorption spectroscopy technique that 

refers to a modulation of the absorption coefficient as a function of the incident 

photon, typically by a few percent, around and above the absorption edge. This fine 

structure is a unique signature of a given material due to it depends on the detailed 

atomic structure and electronic properties of the material.  

The X-ray absorption spectrum is typically divided into two regions differing in 

the energy of the photoelectron and the information content of the fine structure (1) 

the X-ray Absorption Near Edge Structure (XANES) which includes features 

approximately 80-100 eV above the absorption edge and (2) the Extended X-ray 

Absorption Fine Structure (EXAFS) typically extending to 1,000 eV above the 

absorption edge as shown in Figure 2.4. The XANES region (including the pre-edge 

region) contains the information about the local geometry of the absorbing atom. The 

edge position also contains information about the charge (oxidation state) on the 

absorber. According to the overlapping contributions of many electronic and 

structural effects and the approximations necessary for its theoretical description, the 

XANES is frequently only qualitatively interpretable. The EXAFS spectrum is more 

directly related to the structure around the absorbing atom. Electronic effects play a 

reduced role making the interpretation of the EXAFS spectrum straight-forward. 
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Figure 2.4 Normalized Co K-edge absorption spectra classified into two regions; 

XANES and EXAFS. 

 

2.1.5 X-ray Absorption Near Edge Structure (XANES) 

  The X-ray absorption cross section, which is related to the absorption 

coefficient via the equation (2.6), can be written using the Fermi’s Golden rule of one 

electron approximation (Sakurai, 1967; Ankoudinov, 1996)    

 
2

0

2
ˆ( ) ( ) ,i f

f

ik rf r e i E E
π

σ ω ε δ ω⋅= ⋅ − +
Φ ∑

r rr
h

h
 (2.7) 

where i , f , iE  and fE denote the initial and final stats and their energies; k
r

is 

wave vector, 0Φ is the x-ray photon flux, ωh  is the energy of x-ray photon energy, ε̂  

is the x-ray polarization vector and ( )Eδ is the Dirac delta function.  

 According to equation (2.7), the absorption coefficient can therefore be written 

in form of the Dipole operator (D) as  
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 ( )2
( ) ,i f

f

E f D i E Eµ δ ω∝ − +∑
r

h  (2.8) 

which can easily understand that the absorption coefficient is proportional to the 

transition rate of photoelectron form i  to next f  state corresponding to the photon 

energy incident in the Dirac delta function and amplitude relate dipole transition in 

inner atom. However, the absorption spectrum in XANES region is dominated by 

multiple scattering of low kinetic energy of the photoelectron. The wave associated 

with the photoelectron propagates from the absorbing atom as a spherical wave. The 

oscillation extends for a several hundred eV above the edge, due to the back scattering 

of the outgoing spherical wave by neighboring atom.  

 The scattering process of the photoelectron can be described by spherical 

potential approximation, known as muffin-tin approximation (Rehr and Albers, 2000; 

Kodre, 2002). In this approximation, the photoelectron suffers a potential V, which is 

sum of single contribution in non-overlapping spherical region of finite radius.  

 ( ) ,n
n

V v r=∑
r

 (2.9) 

where ( )nv r
r

 is the single atom contribution to the muffin-tin potential. Then the 

muffin-tin potential consists of non-over lapping well-defined spherical regions. The 

muffin-tin potential is sketched in Figure 2.5. The potential outside the spherical 

regions or interstitial regions is set to zero. The scattering amplitude and phase shifts 

parameters are determined separately for each scatterer and are thus pure atomic 

quantities. 
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Figure 2.5 The muffin-tin potential consist of non-overlapping spherical regions 

(Kodre, 2002).   

 

 Propagation of the photoelectron in such muffin-tin potential V is described by 

the Hamiltonian  

 0 ,H H V= +  (2.10) 

where 0H is the unperturbed contribution, consisting of only kinetic-energy operator.  

 In order to obtain the eigenstate ψ  of the Hamiltonian operator ,H The 

Schrodinger equation is considered    

 ,H Eψ ψ=  (2.11) 

substituting equation (2.11) into (2.10), obtaining 

 0( ) .E H Vψ ψ− =  (2.12) 

The term of 0( )E H ψ− is free-electron wave function. Therefore, the solution of the 

homogeneous part of equation free-electron wave function can be defined in a 

coordinate representation asr φ
r

, giving 

 0( ) 0.E H r φ− =
r

 (2.13) 

The free-electron Green’s function 0G  is defined with relation 

 2 2
0 0 0( ) ( , ; ) ( ) ( , ; ) ( ).E H G r r E k G r r E r rδ′ ′ ′− ≡ ∇ + = −

r r r r r r
 (2.14) 
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Consequently, the general solution of equation (2.12) is given as a sum of the solution 

of homogeneous part and the Green’s function for the muffin-tin potential part 

 3
0( , ; ) .r r d r G r r E r Vψ φ ψ′ ′ ′= + ∫

r r r r r r
 (2.15) 

 If the photoelectron is only weakly scattered by the potential V, the 

solution r ψ
r

is closed to the free-electron solutionr φ
r

. In order to solve the 

equation (2.15), the formal solution of the operator equation (2.12) is given by the 

Lippman-Schwinger equation (Meszbacher, 1970) 

 
0

1
.V

E H i
ψ φ ψ

η
= +

− ±
 (2.16) 

According to its singularity, an imaginary term is modified in the operator 

01/ ( )E H−  by iη± , where η  is infinitesimally small for identify direction of 

spherical wave electron.  

To demonstrate the equation (2.15), r
r

is used to multiply the equation (2.16) 

and can be written as 

 
0

1
( )r r r r V

E H i
ψ ψ φ ψ

η
= = +

− ±
r r r r

 (2.17) 

 By introducing the closed relation 1dr r r′ ′ ′ =∫
r r r

 in the above equation, we can 

write the equation as 

 
0

1
( )r r r dr r r r V

E H i
ψ ψ φ ψ

η
′ ′ ′= = +

− ±∫
r r r r r r r

 (2.18) 

Comparing the equation (2.15) to equation (2.18), the Green’s function can be written 

in form 

 0
0

1
( , ; )G r r E r r

E H iη
± ′ ′=

− ±
r r r r

 (2.19) 
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and  

 0
0

1
G

E H iη
± =

− ±
 (2.20) 

Obviously, 0G+ and 0G−  describe how outing and incoming spherical waves propagate 

in free space, respectively. For solving the Lippman-Schwinger equation, the 

transition operator T is introduced (Sakurai, 1967; Merzbacher, 1970) 

 .V Tψ φ=  (2.21) 

 If we define the propagator G of the entire system as 

 ( ) 11
0 0( ) ( ) [ ] ,G E E H V i G Vη

−−= − − + = −  (2.22) 

 1
0 0( ) (1 ) .G E VG G−= −  (2.23) 

 By using the Taylor series expression, the equation (2.23) can be written as 

 0 0 0 0 0 0 0 0 0 0 0( ) ... [ ...G E G G VG G VG VG G G V G G VG= + + + = + + +  (2.24) 

 0 0( ) .G E G G VG= +  (2.25) 

 The relationship between the transition operator T and the muffin-tin potential V 

is given by 

 0 .G T GV=  (2.26) 

 By substituting the equation (2.25) in (2.26), the transition operator can be 

written as 

 0 0 0 0... .T V VG V VG VG V V VG T= + + + = +  (2.27) 

The following important relationships from the equation (2.26) are 

 0 0 0 ; .G G G TG T V VGV= + = +  (2.28) 

Since we consider the muffin-tin potential as a sum of single spherical potentials, each 

act in a well-defined non-overlapping region of the space.  
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Therefore, the transition operator of individual atom can be written in form 

 0 .i i i it v v G t= +  (2.29) 

However, the transition operators T and t is not explicit the physical meaning, but we 

can explain in the meaning of the weak-scattering expansions by substituting the 

equation (2.29) into (2.27), (2.28), respectively, we obtain 

 
1 1 2 1

1 2 1
0 0 0 ...i i i i i i

i i i i i i i i i

T t t G t t G t G t
≠ ≠ ≠

= + + +∑ ∑∑ ∑∑∑  (2.30) 

 0 0 0
i i i i i i it v v G v v G v G v= + +  (2.31) 

 

1

1

1

1

0 0 0 0 0 0
,

0 0 0 0 0 0

...

...

ii i

i i i

ii i

i i i i

G G G v G G v G v G

G G t G G t G t G
≠

= + + +

= + + +

∑ ∑

∑ ∑∑
 (2.32) 

 Their series equations are called Dyson’s expansion (Ankudinov et al., 1998). 

The transition operator T can explain by the order of scattering process of the 

photoelectron wave. The first term corresponds to the no scattered wave propagation, 

while the second term is the scattered wave from the ith atom due to the 

potential iv and then heads forward again as shown in Figure 2.6(a)-left. In the same 

way, the third term describes double scattering of the incident wave as shown in 

Figure 2.6(a)-middle and right. 

 
 

 

Figure 2.6 Single scattering (left), double scattering from different atoms (middle), 

and double scattering from the same atom (right). (b) Graphical representation of the 

T-operator (Kodre, 2002). 
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2.1.6 Extended X-ray Absorption Find Structure (EXAFS) 

The EXAFS refers to the oscillating part of the x-ray absorption 

spectrum starting at approximately 80 eV above the absorption edge and extending up 

to about 1,000 eV. Above the absorption edge, the energy of X-ray photon is used to 

excite an electron into the continuum and any remaining energy is given to 

photoelectron in the form of kinetic energy.  

The photoelectron can be described as spherical waves propagating from the 

absorber atoms. If the other atoms are located in the vicinity of the absorber atoms, 

the photoelectron is scattered by the neighbouring atoms and then return to the 

absorber atoms contribute to the EXAFS signal (Groot et al., 1994; Hench and West, 

1990). The incoming and the scattered waves may interfere, as indicated in Figure 

2.7. Each atom at the same radial distance from the absorber contributes to the same 

component of the EXAFS signal. This group of the atoms is called a shell. The phase 

of the EXAFS signal change with the wavelength of the photoelectron depends on the 

distance between the absorber and backscattering atom. The variation of the 

backscattering strength as a function of energy of the photoelectron depends on the 

type of atom doing the backscattering. Thus EXAFS contains information on the 

atomic surroundings of the center atom. 

In the EXAFS measurement, the oscillatory part of the x-ray absorption 

spectrum above a given absorption edge are considered. Therefore, an experimental 

EXAFS function can be defined by 

 ( )
( ) ( )

.
E E

E
µ µ

χ
µ

−  =
∆

o

o

 (2.33) 
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Figure 2.7 Interference of outgoing and backscattered photoelectron wave 

responsible for XAFS oscillation. E ω= h  is the incoming photon energy (Hippert et 

al., 20060). 

 

where 0µ is the background absorption coefficient. 0( )Eµ∆  is the absorption edge 

jump. The EXAFS function is usually expressed as a function of the photoelectron 

wave number k instead that on the incoming X-ray photon energy. The simple relation 

between the two quantities is 

 0
2

2 ( )
,em E E

k
−

=
h

 (2.34) 

where 0E is the edge energy. Also, 0E is defined as the energy at the first maximum of 

the derivation of the measured X-ray absorption spectrum (G. Bunker, 2010). Then 

the EXAFS function can be converted from ( )Eχ  to ( )kχ  for general purpose. 

 The ( )kχ  can be understood in term of the EXAFS equation. In theoretical 

procedure, the EXAFS equation can be written in term of a sum of the contribution 

from all scattering path of the photoelectron (Stern and Heald, 1983): 
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 ( ) ( )j
j

k kχ χ= ∑  (2.35)

 ( ) ( ) ( ) ( )2 2
2

2 2

2
, sin 2 ,j jk R kj

j j j
j j

S N
k f k kR k e e

k R
σ λχ π ϕ − − = + ∑ o  (2.36) 

 The EXAFS equation is easiest to understand for a single scattering path. Each 

of the terms in the EXAFS equation is described below. 

 2
0( )jS N : These terms modify the amplitude of the EXAFS signal. The subscript 

j indicates that this value can be difference for each path of the photoelectron. For 

single scattering, jN is the number of coordinating atoms with a particular shell. For 

multiple scattering, jN is the number of identical paths. ( )kS2
o

 is the amplitude 

reduction term, due to many-body effect, usually has a value between 0.7 and 1.0 (Li 

et al., 1995). ( )kS2
o

 is different for different elements, but the value is generally 

transferable between different species from the same element and the same edge. 

 ( ),jf k π : This term is the effective scattering amplitude. For the single 

scattering path, it is the atomic scattering factor. For a multiple scattering, ( ),jf k π  is 

the effective scattering amplitude written in terms of the single scattering formalism 

(Rehr and Albers, 1990). This term describes the element sensitivity of EXAFS.  

 21/ jR : This term represents the contribution from a shell of atoms at a distance 

decreases with increasing distance from the absorber. 

 ( )sin 2 j jkR kϕ +  : This term account for the oscillations in the EXAFS signal 

with a phase given by ( )2 j jkR kϕ+ . The path of the photoelectron is described by 

2 jR (the distance to the neighboring atom and then back to the absorber atom), which 

is multiplied by the photoelectron wave number k to determine the phase. ( )j kϕ  is a 
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phase shift of the photoelectron caused by the interaction of the photoelectron with 

the nuclei of the absorber atom and the interaction with the nuclei of the coordinating 

atoms of the photoelectron path. 

 
2 22 j ke σ− : Due to all of the coordinating atoms in a shell are not fixed at positions 

of exactly a distancejR from the central absorber atom, 2σ represents the disorder in 

the interatomic distance. 2σ is the mean-square displacement of the bond length 

between the absorber atom and the coordinating atoms in a shell. This term has 

contributions from dynamic (thermal) disorder as well as static disorder (structural 

heterogeneity). 

    ( )2 jR ke λ− : This exponential term depends on( )kλ , the mean free path of the 

photoelectron, which is the mean distance that a photoelectron travels after excitation.   

 Therefore, analyses of the EXAFS spectrum provide information about the 

number, species and inter-atomic distances of the neighbors from the absorption atom. 

However, in the EXAFS analysis( )kχ  can be a Fourier transform (FT) in R-space 

and expressed by 

 2 2

0

1
( ) ( ) ( ) ,

2
i kRR k k W k e dkχ χ

π

∞
= ∫  (2.37) 

To process and enhance the EXAFS with the high k region, the plot 2( )k kχ × is 

considered and windowed using a Hanning window ( )W k .        
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2.2 Neutron reflectivity 

 Neutron can be reflected on surface in the same way as X-ray or electron. So the 

scatter of neutrons from a surface or interface is quite similar to the X-ray. Neutron 

being charge neutral, primarily interact with the nuclear potentials. A neutron 

reflectivity provides the same information as X-ray reflectivity, which making the 

formalisms developed for x-ray reflectivity can be transposed to neutron reflectivity. 

In addition to that, neutrons also interact with the local magnetic induction B
r

 in the 

sample due to the magnetic moment .µ
r

 If the sample is magnetic and polarized 

neutrons are used, they reveal the magnetic depth profile of the film or multilayer 

(Zabel et al., 2007). 

 

2.2.1 Reflectivity on non-magnetic system 

Considering a collimated neutron beam impinges at a glancing angle iα  

onto a surface from air (n=1) and then the reflected beam leaves the surface sample 

(with an refractive index n)  under a glancing angle ,fα  as shown in Figure 2.8, in 

case of specular reflection, the angle of reflection equals to the angle of incidence 

( ).i fα α α= =  The projection of the scattering vector zQ  on the z-axis (perpendicular 

to the surface) is given by 

 
4

2 sin sin ,z
n

Q k
π

α α
λ

= =  (2.38) 

where 2 / nk π λ=  is the magnitude of the incident wave vector ik
r

 which equal to the 

magnitude of the scattered wave vector fk
r

 in the vacuum, and nλ  is the neutron 

wavelength.  
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Figure 2.8 Specular reflectivity geometry (Adapted from Zabel et al., 2007). 

 

 In vacuum, the energy of neutron corresponding to the direction of neutron 

propagate in the z-direction is given by 

 
2 2 2

2
,

2 2n n n

k h
E

m mλ
= =
h

 (2.39) 

where nm is the electron mass. At the interface between vacuum and sample surface 

the neutrons experience a nuclear potential given by 

 
22

( ) ,n n
n

V r Nb
m

π
=

h
 (2.40)

where N  is the atomic density and nb  is the coherent nuclear scattering length of 

neutron. It depends on the nuclear angular momentum and hence is different for 

different isotopes. The product nNb  is referred to as the scattering length density 

(SLD).  

 In the absence of any magnetic field, the Schrödinger equation can be written as 

 ( )
2 2

2
0.

2 n

d
E V r

m dr

ψ
ψ+ − =  

h
 (2.41) 
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 The above equation can also be written in the form of a Helmholtz propagation 

equation as 

 
2

2
2

0,t

d
k

dr

ψ
ψ+ =  (2.42) 

with 

 [ ]2
2

2
( ) .t r

m
k E V r= −

h
 (2.43) 

We define the refractive index as follows: 

 
2

2
2
tk

n
k

=  (2.44) 

The refractive index n can be written as 

 
( ) 2

2 1 1 .n
n

V r
n Nb

E

λ
π

= − = −  (2.45) 

It is in most cases smaller than 1. The quantity 1 n−  is of the order of 10-5 and thus n 

can be written as 

 
2

1 .
2 nn Nb
λ
π

≈ −  (2.46) 

At the interface between two media, the Snell’s law applies: 

 cos cos .tnα α=  (2.47) 

 For angle ,cα α≤  there is a total reflection of the incident wave like in the case 

of x-ray reflection. The critical angle cα is given by the condition 0.tα =  So the 

reflection index can be written as 

 cos .c nα =  (2.48) 

Since cα is very small and a Taylor expansion is applied to the Equation (2.48). Then 

comparing the Equation (2.46) and (2.48) the expression of cα  is given by 
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 .n
c

Nb
α λ

π
=  (2.49) 

 The corresponding critical scattering vector for the total reflection can be 

expressed as 

 
4 sin

16 .c
c c nQ Q Nb

π α
π

λ
= = =

r
 (2.50) 

 It shows that the critical scattering vector cQ
r

 does not depend on the 

wavelength. Normally the value of cQ
r

for most of the material lies below 1 .o  Below 

the critical angle an evanescent wave propagates parallel to the sample surface and 

decreases exponentially from the surface to the bottom of the sample. 

2.2.1.1 Reflection on a homogeneous medium  

 For incident neutron i
I I

ik rA eψ ⋅=
r r

, reflected wave 

f
R R

ik r
A eψ ⋅

=
r r

and transmitted wave t
T T

ik rA eψ ⋅=
r r

, with incident reflected and 

transmitted wave vectors ,i fk k
r r

and tk
s

and amplitude ,I RA A  and ,TA  respectively 

(See Figure 2.8). The reflectance and transmittance can be derived by imposing the 

boundary conditions that the wave and its derivative are continuous at the 

interface 0.z = Therefore, the relationship between the amplitudes are related by 

 I R TA A A+ =  (2.51) 

and 

 .I i R r T tA k A k A k+ =
r r r

 (2.52) 
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The wave number in vacuum is denoted by i fk k k= =
r r

and in the sample it is 

tnk k=
r

. By taking the components of k
r

 parallel and perpendicular to the sample 

surface, obtaining 

 cos cos ( )cosI R T tA k A k A nkα α α+ =  (2.53) 

 ( ) sin ( )sinI R T tA A k A nkα α− − = −  (2.54) 

Substituting equation (2.51) into (2.54) 

 
sin

.
sin

t tI R

I R

A A
n

A A

α α
α α

−
= ≈

+
 (2.55) 

The reflectivity and transmittivity calculated by using the Snell’s law and continuity 

equation are given by 

 tR

I t

A
r

A

α α
α α

−
= =

+
 (2.56) 

 
2

.T

I t

A
t

A

α
α α

= =
+

 (2.57) 

 The transformation to Q-space is obtained by the relation 2 sinQ k α= ≈  

2 , 2 sin 2c c ck Q k kα α α= ≈  and is given as 

 ( ) t

t

q q
r q

q q

−
=

+
 (2.58) 

 
2

( ) ,
t

q
t q

q q
=

+
 (2.59) 

where, 

2 2
; t

t t
c c c c

QQ k k
q q

Q Q Q Q
α α= = = =  
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Figure 2.9 The reflectivity transmittivity and the transmission coefficient for 

scattering at single flat surface for normalized scattering vector (Zabel, 1994).  

 

 The Fresnel reflectivity (FR ) and transmittivity ( FT ) or the reflected and 

transmitted intensities are given by 

 2
FR rr r∗= =  (2.60) 

 .t
F

q
T tt

q
∗=  (2.61) 

where, as usual, 1F FR T+ = . Two extreme cases will be considered. First, when 

1,q >>  then 2 2 1tq q− =  and tq q q+ ≈ . Thus the reflectivity becomes 

 4 4
FR q Q− −∝ ≈  (2.62) 

 1.FT =  (2.63) 

 This is known as the Fresnel reflectivity. The reflected wave is in phase with the 

incident wave. The intensity reflectivity falls off as 4
FR Q−≈ , there is almost 
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complete transmission. For the second limiting case, when 1q << , the reflected wave 

is out of phase with the incident wave. So the transmitted wave becomes very weak 

and propagates along the surface with a minimal penetration dept of 1/ cQ . The plot 

of reflectivity and transmittivity against the normalized wave vector / cQ Q  is shown 

in Figure 2.9. It can be clearly seen that the transmittance increase with increasing Q  

until cQ  and then becomes unity.  The reflectivity shows the 4Q− dependence at large 

Q  values. 

 In case of reflection from a film supported on a substrate, the system will be 

consisted of two interfaces; between vacuum and the film and the other between film 

and substrate. The phase differences between the reflected intensities from the two 

interfaces are varied by changing the incident angle. So an interference pattern is 

created between the two reflected intensities, which give rise to oscillations in the 

reflectivity measurement known as Kiessing oscillations. The oscillation period is 

related to the film thickness (d ) and is given by 

 2 1

2
,z zQ Q

d

π
= −  (2.64) 

where 1zQ  and 2zQ  are the position of two consecutive maxima or minima. By using 

the conversion 2 sin (4 / )sin (4 / )zQ k α π λ α π λ α= = ≈ , the film thickness can be 

written as 

 
2

,
2z

d
Q k

π π λ
α α

= = =
∆ ∆ ∆

 (2.65) 

where α∆  is the difference between the two maxima or minima in radian. To 

consider the film contain two different layers of thicknesses 1d  and 2d and this double 

layer is repeated several times. The combined periodicity is given by 1 2d dΛ = + .     

 

 

 

 

 

 

 

 



 
 
 

34 
 

 

 Such the film is shown in Figure 2.10. The corresponding reflectivity displays 

some enhanced Kiessing fringes. They appear with a periodicity defined by 2 / .π Λ  

The thickness oscillations according to 1d  and 2d  will also be visible. The position of 

the Bragg peak appears at 

 
2

2 2n
z c

n
Q Q

π = +  Λ 
 (2.66) 

where n  is the order of the Bragg peak. 

 

 

 

Λ

 

 

Figure 2.10 The film with a double layer of thickness 1d  and 2d  and total 

periodicityΛ  (Adapted from Zabel et al., 2007).   

 

2.2.1.2 Parratt formalism   

 In order to calculate the exact reflectivity for multiple layers, 

the boundary condition must be matched at each individual interface. Parratt 
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formulated a recursive scheme to add all the reflected and transmitted beam 

amplitudes to the total reflected beam (Parratt, 1954). The situation of Parratt’s 

recursion scheme is shown in Figure 2.11. 

 The amplitudes of reflected and transmitted neutron in medium m  of thickness 

md  are mr and mt  respectively. The phase factor at the middle of the layer between 

two interfaces 1m−  and m  is defined by 

 /2 ,m miQ d
ma e=  (2.67) 

where mQ  is the scattering vector in the medium .m  Continuity of the transverse 

component of the neutron at the interface between , 1m m−  requires: 

 1 1
1 1 1 1m m m m m m m mt a r a t a r a− −

− − − −+ = +  (2.68) 

and continuity of the neutron gradient 

 1 1
1 1 1 1 1( ) / 2 ( ) / 2 .m m m m m m m m m mt a r a Q t a r a Q− −

− − − − −− = −  (2.69) 

Solution of these two equations leads to the following expression for reflectance: 

 1,4
1 1

1,

,
1

m m m
m m

m m m

R
a

R
−

− −
−

+ ℜ
ℜ =

ℜ +
 (2.70) 

where the generalized Fresnel reflectivity for the interface between m  and 1m+  and 

the Fresnel coefficient between 1m−  and ,m  respectively, are 

 2 m
m m

m

r
a

t
ℜ =  (2.71) 

 1
1,

1

m m
m m

m m

Q Q

Q Q
−

−
−

−
ℜ =

+
 (2.72) 

In case of a single flat layer the equation reduce to the Fresnel reflectivity. For 

deriving the reflected intensity of multiply layers, the Parratt recursion scheme start 
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with the lowest layer ,M which is assumed to be infinitely thick so that 0,Mℜ = and 

then working up to the top of the surface. 

 

 

 

Figure 2.11 Parratt’s recursion scheme showing reflection and transmission of waves 

for different mediums with different electron densities (Zabel, 1994).  

 

2.2.2 Polarized Neutron Reflectivity (PNR) on magnetic system 

 When neutrons strike a surface from air or vacuum, they encounter a 

nuclear potential given by Equation (2.40). Neutrons carry a magnetic moment ,nµ
r

 

whose operator 

 ˆ ˆn Nµ γ µ σ=  (2.73)   

where σ̂  represents the operator associated with the Pauli-spin matrices. Nγ  is the 

neutron gyromagnetic ratio and Nµ  is the nuclear magnetron. The neutron magnetic 

moment nµ
r

 interacts with the magnetic induction B
r

 providing a magnetic (Zeeman) 

potential for the neutron. The corresponding magnetic potential is given by 

 .m nV Bµ= − ⋅
rr

 (2.74) 

 

 

 

 

 

 

 

 



 
 
 

37 
 

 

In general, the magnetic induction inside the sample can be written as 

 0( ) ,B H Mµ= +
r r r

 (2.75) 

where H
r

 is the external field. 0µ  is the permeability of free space and M
r

 is the 

magnetization inside the sample. The magnetic field is normally applied parallel to 

the sample plane and for thin films the magnetization M
r

 lies along the sample plane. 

The neutrons only see the step 0Mµ
r

 due to the magnetization. 

 For polarized neutrons, the magnetic moment is either parallel or anti-parallel to 

the applied field. This condition is usually satisfied according to the geometry of the 

PNR experiment as shown in Figure 2.12(a). The magnetic field is applied along the 

Y-axis. The neutron polarization is either parallel or anti-parallel to the applied field 

H
r

. The parallel component will be represented as up neutron and anti-parallel 

component will be termed as down neutron. The magnetization lies in the plane of 

sample. For the saturation, the magnetization should be parallel to the applied field 

.H
r

 The total potential for two different neutron polarization is given by 

 
22

( ) ,T n m n m
n

V V V N b b
m

π
= ± = ±

h
 (2.76) 

where mNb  is the magnetic scattering length density (MSLD). The (+) sign stands for 

the spin up, that is for neutrons polarized along, and the (-) sign stands for the spin 

down states, that is for the neutrons polarized opposite to the (small) ambient field 

guiding the polarization directed along the Y-axis.  
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Figure 2.12  (a) PNR geometry with magnetic field H
r

 along Y-axis and 

magnetization M
r

 at an angle .Aφ  The scattering plane is the XZ plane, with 

polarization either parallel or anti-parallel to the Y-axis. (b) Kinematics of polarized 

neutron reflection. For specular conditions ,i fα α α= =  the scattering vectors 

0.i fp p p= =
r r r

 In presence of magnetic field the Zeeman splitting leads to different 

components of the refracted beam, p+

r
 for up neutrons and p−

r
 for down neutrons 

(Adapted from Zabel et al., 2007).  
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The 3-dimensional Schrödinger equation can be written as 

 
2

2 ˆ( ) ( ) 0,
2

V z E r
m

ψ
 
− ∇ + − = 

 

rh
 (2.77) 

where 2 2 / 2E k m= h  is the energy of neutron. It is conserved for elastic scattering. 

The potential ˆ( )V z  depends only on the transverse coordinate z and thus the wave 

function can be factorized into two components. First, the lateral component, which 

remains unchanged after scattering due to elastic scattering and retains the plane wave 

characteristics is represented by ,ieκρ where κ  is the lateral component of the wave 

vector k
r

 and ρ  is the lateral component of the radius vector .r
r

 The neutron wave 

function for up and down neutron is represented as 

 
( )

( ) .
( )

z
z

z

ψ
ψ

ψ
+

−

 
=  

 
 (2.78)

The column matrix represents the two-dimensional spin state of the neutron. The total 

wave function can be written as 

 ( ) ( ) .ir e zκρψ ψ=
r

 (2.79) 

The corresponding potential matrix can be expressed as 

 

 
2 02

.
0

y xn

x ynn

b bbV V
N

b bbV V m

π++ +−

−+ −−

    
= +     −       

h
 (2.80) 

 

 It is clearly seen that the first matrix of the formulation stands for nuclear 

potential, while the second one correspond to the magnetic potential. If the 

magnetization M
r

 makes an angle Aφ  against the Y-axis (or the applied field H
r

). The 
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elements xV b± ∝
m

, where sinx m Ab b φ=  is proportional to the component of the 

magnetic induction perpendicular to the polarization axis. The other two elements 

( )n yV b b±± ∝ ±  depend on cosy m Ab b φ= , that is on the inductance component 

parallel to the Y-axis. For magnetization parallel to the applied field, the matrix also 

becomes diagonal. 

 Using the equation (2.78) and (2.80) the Schrödinger equation in the matrix 

form equation (2.77) can be explicitly written as a system of two coupled equation 

 
2

2
02 2 2

( ) 2 2
( ) ( ) ( ) ( ) 0

z m m
p V z z V z z

z

ψ
ψ ψ+

++ + +− −

∂  + − − = ∂  h h
 (2.81) 

 
2

2
02 2 2

( ) 2 2
( ) ( ) ( ) ( ) 0,

z m m
p V z z V z z

z

ψ
ψ ψ−

−− − −+ +

∂  + − − = ∂  h h
 (2.82) 

where 0 / 2 sinzp Q k α= =  is the z-component of the neutron wave vector. The 

conservation of energy at elastic reflection leads to 

 
2 22 2 2 2

0 ,
2 2 2n n n

pk

m m m

κ
= +
hh h

 (2.83) 

 2 2 2
0 .p k κ= −  (2.84) 

 The couple of linear differential equations lead to two consequences important 

from experimental point of view. If V±  and V
m
 are zero, then the neutrons maintain 

their spin state upon interaction with the sample. This is known as the non spin flip 

(NSF) scattering which happens when the magnetization vector M
r

 is oriented 

parallel to the Y-axis. Alternatively, if 0,V V++ −−= = then the spin state of the neutron 

is flipped with equal efficiency after scattering and this is knows as spin flip (SF) 

scattering. This occurs when M
r

 is aligned parallel to the X-axis. Thus, by 

distinguishing between NSF and SF scattering, a quantitative analysis of PNR data 
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yields the x and y component of ,M
r

 which combine to the magnitude and orientation 

of the magnetization vector M
r

 in the sample plane. Not that in the configuration 

shown in Figure 2.12(a) only the magnitude of ,xM  but not its direction, can be 

determined. So it is difficult to distinguish the orientation of the M
r

 with respect to 

the polarization (Y) axis. The several important points should also be noted as down 

(Zabel et al., 2007)  

 - The effective potential V++  and V−−  contain the nuclear and magnetic 

contributions. 

 - The effective potential V+−  and V−+  are solely of magnetic origin. 

 - PNR is not sensitive to any magnetization component parallel to the scattering 

vector (Z-component). 

 - The spin and orbital parts, which contribute to the total magnetization of the 

sample, cannot be distinguished. 

 According to the total potential for up and down neutrons are different, this 

leads to two critical angles for total reflection; 

 sin 4 ( ) .c c n mp k N b bα π± ±= = ±  (2.85) 

The magnetization inside the sample shows two different critical angles. The up 

neutrons have a higher critical angle compared to the down neutrons. The reflectivity 

corresponding to four different potential can be determined by matching the boundary 

conditions for the wave function and its derivative with respect to z at z = 0. The 

Fresnel reflection coefficients (reflectance amplitudes) are given by 

 
2 2

0 0

2 2
0 0

.cF

c

p p p
R R

p p p

±
± ±

±

− −
= =

+ −
 (2.86) 
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Where, 0 sin ip k α=  is the z-component of the scattering vector and sinc cp k α± ±=  

is the scattering vector at critical angles.  

 With PNR, it is possible to measure independently the NSF and SF 

reflectivities. So the NSF reflectivities are given by 

 
21

(1 cos ) (1 cos )
4 A AR R Rφ φ++

+ −= + + −  (2.87) 

 
21

(1 cos ) (1 cos ) .
4 A AR R Rφ φ−−

+ −= − + +  (2.88) 

The SF reflectivities are 

 
2 21
sin .

4 AR R R R φ+− −+
+ −= = −  (2.89) 

 A simplified version of PNR is often used which no analysis of the final spin 

states of the reflected neutron beam. The measured quantities are obtained as 

 { }2 21
(1 cos ) (1 cos )

2 A AR R R R P R Pφ φ+ ++ +−
+ −= + = + + −  (2.90) 

 { }2 21
(1 cos ) (1 cos ) ,

2 A AR R R R P R Pφ φ− −− −+
+ −= + = − + +  (2.91) 

where P is the polarization of the neutron beam. For fully polarized beam P = 1. 

 Another quantity called spin asymmetry (SA) can be used to determine the 

magnitude of magnetization in the sample. It is defined as 

 
2 2

2 2 cos .A

R RR R
SA

R R R R
φ

+ −
+ −

+ −

+ −

−−
= =

+ +
 (2.92) 
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2.2.3 Coherence volume and resolution 

 Both specular and Bragg reflections from X-ray source are coherent 

phenomena, which result from the constructive interference of coherently scattered x-

ray from electrons. On the other hand, the neutron source is an incoherent source 

owing to the random emissions of the neutron. However, the experimental set up with 

monochromatization and collimation systems ensures that only neutrons with a close 

phase relations impinge on the sample.  The emissions of neutrons from a small area 

known as “source coherence volume” also convince that the plane wave 

approximation is valid at the sample surface. The resolution also influences on the 

coherency of the neutron waves. The resolution is determined by the slit size defined 

for the incoming beam and the resolution of the detector. For most of the experiments 

with horizontal scattering plane, the height of the neutron beam which opening along 

the Y-axis is much larger than the width (opening along the Z-axis). The resolution in 

q-space along Y-axis and X-axis are given by, respectively, 

 
( )
2

y

y

q
π

λ θ
∆ ≈

∆
 (2.93) 

 
( ) ( )2 2

,x

i i f f

q
π

λ α α α α
∆ ≈

∆ + ∆
 (2.94) 

where yθ∆  and iα∆  are determined by the incoming beam divergence and fα∆  is 

defined by the detector resolution. As the divergence is much larger than the other 

two divergences, the q resolution .y xq q∆ >> ∆  The corresponding coherence area on 

the sample is defined by the parameters 1/x xl q= ∆  and 1/ ,y yl q= ∆  so that .y xl l<<  

This asymmetric area forms a coherence ellipse on the sample (Zabel et al., 2007.) 
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 The coherence area usually covers only a small fraction of the sample surface 

illuminated by the neutron beam. Therefore, an experimentally recorded a reflected 

intensity is actually an incoherence averaging of intensities coherently reflected from 

different small areas of the sample. If the sample is homogeneous over the illuminated 

area then the reflected intensity from different coherence areas are similar. But the 

situation could be different for a magnetic sample with domains or for a 

nanostructured surface. Figure 2.13(a) illustrates the image of magnetic domains of 

the sample, where the size of each domain (mD ) is much larger than the coherence 

lengths, .m xD l>>  The reflectivity has to be calculated for different magnetic 

domains with different magnetization vectors and finally averaged over all domain 

orientations. Such averaging would not affect the intensity of unpolarized neutron 

reflection, while only PNR delivers the information on the magnetization distribution 

over the reflected surface. In this case, the sample is homogeneous over the coherence 

area and hence the reflected intensities from different coherence areas can be simply 

added up.  

 The averaging equation (2.92) gives information about the mean value cos Aφ  

from measurements of the spin asymmetry. This mean value is proportional to the 

mean value of magnetization projection on to the polarization analysis axis but it does 

not allow to discriminate between coherent rotation of the net magnetization for the 

angle γ  and magnetization reduction due to random domains. For example, SA cannot 

distinguish between total demagnetized state and rotational of magnetization 

perpendicular to the polarization direction, because in both cases cos 0.Aφ =  More 

information can be obtained by measuring the NSF and SF reflectivities. Indeed, 

averaging of the equations (2.87 - 2.89) gives information about not only the mean 

 

 

 

 

 

 

 

 



 
 
 

45 
 

 

value cos ,Aφ  but also to the mean square 2sin .Aφ  One can determine the 

parameter 2 2cos 1 sin .A Aφ φ= −  In case of a random distribution of domains the 

dispersion 
22cos cosA Aφ φ∆ = −  is usually non zero and positive which represents 

a demagnetized state. If ∆  is zero then the sample is in saturation state.    

 

 

X

Y

Z

X

Y

Z

(a)

(b)

 

 

Figure 2.13  Magnetic domains with magnetization lying in-plane are shown with the 

arrows. (a) The coherence ellipse is smaller than the domain size. So the reflectivity 

over the total coherence ellipse is same. (b) Coherence ellipse spanning many 

domains. The reflectivity is averaged over the mean potential and may lead to off 

specular intensity (Adapted from Zabel et al., 2007). 
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 In case of the system is in multidomain state as shown in Figure 2.13(b), then a 

vector polarization analysis is required. If the coherence length ,x ml D>  the neutron 

wave is not only reflected from and transmitted through the mean optical potential, 

but also scattered in off-specular directions .i fα α=  The off-specular intensity will be 

a Bragg peak if the inhomogeneities are periodic as in nanostructures or will form 

diffuse scattering if the inhomogeneitie are random.   

 

2.3 Magnetism 

 The macroscopic magnetic properties of materials are a consequence of 

magnetic moments associated with individual electrons. Electrons carry a magnetic 

moment. They have an intrinsic magnetic moment, which does not have any classical 

analogue. Electrons orbiting around a nucleus in an atom also have an orbital angular 

momentum. The classical analogue is similar to the flow of current I in a loop of area 

dS
r

. The magnetic moment is, 

 .d IdSµ =
rr

 (2.95) 

 For a finite size loop, all the infinitesimally small magnetic moments are 

summed up to get the total magnetic moment, 

 .d I dSµ µ= =∫ ∫
rr

 (2.96) 

 In this case of an electron of charge e and mass em  moving in an orbit of radius 

r  with a speed of v around the nucleus, a moving electron may be considered to be a 

small current loop which generating a very small magnetic field and having a 

magnetic moment along its axis of rotation, as schematically illustrated in Figure 

2.14(a). Therefore the magnetic moment in term of the angular momentum is given by 

 

 

 

 

 

 

 

 



 
 
 

47 
 

 

 2

2L
e

e
r I L

m
µ π= = −  (2.97) 

where, the current is replaced by 

 
2

e ev
I

rτ π
= − = −  (2.98) 

and the angular momentum by 

 .eL m vr=  (2.99) 

 The proportionality between the magnetic moment and angular momentum is a 

general result, 

 L Lµ γ=  (2.100) 

where the proportionality factor γ  is known as the gyromagnetic ratio. For orbital 

motion of electron, γ  is ( / 2 )ee m− ; the minus sign means that Lµ  and L  are 

oppositely directed because of the negative charge. 

 

 

Figure 2.14 Demonstration of the magnetic moment associated with (a) an orbiting 

electron and (b) a spinning electron (Adapted from Coey, 2009). 
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 In quantum mechanical terms, the angular momentum is conserved. So the 

magnetic moment can be written as 

 ( 1) .
2L

e

e
g l l

m
µ = − +

h
 (2.101) 

For the z-direction, the magnetic moment becomes 

 ,
2zL l l B

e

e
g m gm

m
µ µ= − = −

h
 (2.102) 

where / 2B ee mµ = h  is known as the Bohr magnetron. This represents the smallest 

unit of atomic magnetic moment and has a value 249.274 10 J/T.−×  The factor g is 

known as the g-factor of the electron and is a dimensionless quantity. The 

approximate value of g is 2. Here 0, 1, 2,...lm = ± ±  is the magnetic quantum number.  

Similarly the magnetic moment due to electron spin s, which is directed along the spin 

axis as shown in Figure 2.50(b), is given by 

 ( 1)S Bg s sµ µ= − +  (2.103) 

 ,
zS B sg mµ µ= −  (2.104) 

where 
1

2
s=  is the spin quantum number and 

1

2sm = ±  is the spin magnetic quantum 

number.  The energy of the electron in a magnetic field B can be written as 

 .B sE g m Bµ=  (2.105) 

This is known as Zeeman splitting in presence of a magnetic field. 
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2.3.1 Atom in a magnetic field 

The total angular momentum of Z electrons orbiting around a nucleus is 

 
1

,
Z

i i
i

L r p
=

= ×∑
r r r

h  (2.106) 

where ir
r

 is the position vector and ip
r

 is the momentum vector of the thi  

electron.  

The Hamiltonian operator of the atom is given by 

 
2

0
1

ˆ
2

Z
i

i
i e

p
H V

m=

 
= + 

 
∑  (2.107) 

where 2 / 2i ep m  is the kinetic energy and iV  is the potential energy of the thi  electron. 

A magnetic field B
r

 is applied to the system. 

 B A= ∇×
rr r

 (2.108) 

The magnetic potential can be expressed in a gauge form 

 
2r

B r
A

×
=

r r
r

 (2.109) 

The momentum term can be replaced by a canonical momentum ( )2
.ip eA+

r
 Thus the 

Hamiltonian operator of atom in a magnetic field can be written as 

 

2
2

1

( )
ˆ

2

Z
i i

i B
i e

p eA r
H V g B S

m
µ

=

  +  = + + ⋅
  
 

∑
r r

rr
 (2.110) 

 
2 2

2

1 1

ˆ ( ) ( )
2 8

Z Z
i

i B i
i ie e

p e
H V L gS B B r

m m
µ

= =

 
= + + + ⋅ + × 

 
∑ ∑

rr r r r
 (2.111) 

 
2

2
0

1

ˆ ˆ ( ) ( )
8

Z

B i
ie

e
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The second term is the dominant contribution and is known as paramagnetic term. 

The last term, 2 2

1

/ 8 ( )
Z

e i
i

e m B r
=

×∑
r r

 is known as the diamagnetic term.  

2.3.2 Magnetization 

A magnetic solid consists of many atoms with magnetic moments. The 

magnetization is defined as the magnetic moment per unit volume. 

 M
V

µ
=

r
r

 (2.113) 

In presence of an external field H
r

 the magnetic induction B
r

 induced inside a 

material with magnetization M
r

 are related. 

 0( )B H Mµ= +
r r r

 (2.114) 

In a vacuum, 

 0B Hµ=
r r

 (2.115) 

where 0µ  is the permeability of a vacuum. The magnitude of magnetization is 

proportional to the external field as follows: 

 mM Hχ=
r r

 (2.116) 

 and mχ  is called the magnetic susceptibility. mχ  is a dimensionless quantity and the 

value of mχ  basically distinguishes three types of magnetic materials. 

 

0, diamagnetic

> 0, paramagnetic

>> 1, ferromagnetic
mχ

<





 (2.117) 
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2.3.2.1 Diamagnetism  

 All materials show some degree of diamagnetism, which is 

weak and negative. For a diamagnetic substance, an applied magnetic field induces a 

magnetization, which opposes the applied field. Lenz’s law is the analogous classical 

explanation of this property. But diamagnetism is entirely quantum mechanical effect. 

Using the first order perturbation theory, the expression of the diamagnetic 

susceptibility is given by (Blundell, 2007) 

 
2

20

1

.
6

Z

dia
ie

Ne
r

Vm

µ
χ

=

= − ∑  (2.118) 

The diamagnetic susceptibility is largely temperature independent. It is important for 

determining the size of atoms and molecules in chemistry. 

2.3.2.2 Paramagnetism  

Paramagnetism corresponds to a positive susceptibility, which 

is the applied magnetic field induces a magnetization along the direction of the 

applied field. The magnetic moment aligns parallel to the applied magnetic field. This 

is observed in materials with unpaired electron. However, the susceptibility is very 

small and depends on the strength of the applied magnetic field. Without an applied 

magnetic field, these magnetic moments point in randomly direction because the 

magnetic moments on neighbouring atoms interact only very weakly with each other 

and can be assumed to be independent. 

At finite temperature usually the spins are randomly oriented due to thermal 

fluctuation. There is no interaction between the atomic moments. The magnetization 

depends on the total angular momentum ,J
r

 which is given by 

 .J L S= +
rr r

 (2.119) 
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Brillouin Function: The susceptibility function can be derived by using the general 

approach to solve the Brillouin function for any arbitrary value of J, which can be 

integer or half integer. The magnetization in term of the Brillouin function JB  is 

expressed as 

 ( ) ,s JM M B y=  (2.120) 

where the saturation magnetization is given by 

 ,s J BM ng Jµ=  (2.121) 

where n is the number of ions with total angular momentum J  and Jg  is known as 

the Lande’s g-factor. 

 
3 ( 1) ( 1)

.
2 2 ( 1)J

S S L L
g

J J

+ − −
= +

+
 (2.122) 

The Brillouin function is given by 

 ( ) 2 1 2 1 1
coth coth ,

2 2 2 2J

J J y
B y y

J J J J

+ + = − 
 

 (2.123) 

where J B

B

g JB
y

k T

µ
=  and Bk  is the Boltzmann factor. The Brillouin function has the 

appropriate limits. So, two limiting cases will be considered. 

In case of J = ∞ , it is equivalent to the Langevin function. 

 
1

( ) ( ) cothB y L y y
y∞ = = −  (2.124) 

where, / .By B k Tµ=  

For 1/ 2,J =  it reduces to the tanh function. 

 1/2( ) tanh ( )B y y=  (2.125) 
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For low magnetic fields the susceptibility is given by 

 
2

00 ,
3

eff

B

nMM

H B k T

µ µµ
χ = ≈ =  (2.126) 

where ( )1eff J Bg J Jµ µ= +  and the above equation looks like a classical Curie law.   

2.3.3 Magnetic order 

  A magnetic solid can show long rang magnetic order which depends on 

the interaction between the magnetic moment. The ordering can lead to a spontaneous 

magnetization known as ferromagnetism. The alternate magnetic moment can be in 

opposite direction and lead to antiferromagnetism. 

2.3.3.1 Ferromagnetism  

 A ferromagnet has a spontaneous magnetization even in the 

absence of the applied field. All the magnetic moments are aligned parallel to each 

other. This effect arises due to exchange interaction, which will be described in more 

detail in the next section. For a ferromagnet in an applied magnetic field ,B
r

the 

appropriate Hamiltonian to be solved is 

 

 ˆ J .i j i j B j
i j j

H S S g S Bµ= − ⋅ + ⋅∑ ∑
r r r r

 (2.127) 

The first term on the right hand is known as the Heisenberg exchange energy. Ji j  is 

the exchange constant and for ferromagnets is positive. The second term on the right 

is the Zeeman energy in presence of a field.  
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 The origin of FM was developed by Weiss. The Weiss model of ferromagnet 

assumed that each magnetic moment experiences a mean field or molecular field 

given by 

 ,mfB Mλ=
r r

 (2.128) 

where λ  is a constant known as Weiss coefficient and M
r

 is the magnetization. The 

internal molecular field is responsible for the parallel alignment of the magnetic 

moments.  In order to find a solution, the following Brilloin functions have to be 

solved. 

 ( ).s JM M B y=  (2.129) 

 
( )

.J B

B

g J B M
y

k T

µ λ+
=  (2.130) 

Without the Mλ term due to the molecular field, these equations reduce to the ones 

for paramagnetism. The second equation represents the temperature dependence of 

the magnetization. For zero field and below a critical temperature ,CT  the solution 

show the spontaneous magnetization. The susceptibility is given by 

 
1

.
CT T

χ ∝
−

 (2.131) 

The above equation is known as the Curie-Wiess laws. 

  2.3.3.2 Antiferromagnetism   

 For an antiferromagnet, the magnetic moments are aligned 

antiparallel to the next nearest neighbour. The exchange interaction is negative in this 

case, J < 0. In many case of antiferromagnetism it can be considered as a two 

interpenetrating sublattice system, where the magnetic moments in one sublattice 

points up and in the other points down. The Weiss model of an antiferromagnetism is 
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also used to find out the solution for Curie temperature. This model assumes that the 

molecular field experienced by one sublattice is proportional to the magnetization of 

the other sublattice. So the molecular fields on two sublattices are given by 

 B Mλ+ −= −  (2.132) 

 B Mλ− += −  (2.133) 

where λ  is the molecular field constant which is now negative. The magnetization 

can be written as 

 .J B
s J

B

g J M
M M B

k T

µ λ
±

 
= − 

 

m  (2.134) 

The sublattices magnetizations are equal and have opposite direction. Thus 

 M M M+ −= ≡  (2.135) 

The Brillouin function is similar to the one for FM. The molecular field disappears 

above a critical temperature known as the Néel temperature .NT  The magnetic 

susceptibility can be written as 

 
1

.
NT T

χ ∝
+

 (2.136) 

 When a magnetic field is applied to an antiferromagnet at temperature below NT  

it is important to know the direction of the applied field with respect to the sublattice 

magnetization direction. If the field is applied parallel to the magnetization direction 

of one of the sublattices, a small term is added or subtracted to the local field of each 

sublattices. Since both sublattices are already saturated, the net magnetization in an 

antiferromagnet is zero so that the susceptibility is zero ( ||χ ). If instead the small 

magnetic field is applied perpendicular to the magnetization direction of one of 
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sublattices, the magnetization of both sublattices to tilt slightly so that a component of 

magnetization is produced along the applied magnetic field. Thus the susceptibility is 

non zero (χ⊥ ). The variation of these two susceptibility with temperature is shown in 

Figure 2.15.  

 

Figure 2.15 The temperature dependence of susceptibility for an AF (Adapted from 

Blundell, 2007). 

 

 When the field is applied parallel to the magnetization direction for very strong 

fields a spin-flop transition is observed, where the sublattice with opposite moments 

becomes parallel to the applied fields. The Zeeman energy dominates and can 

overcome the exchange interaction. Such spin-flop transitions are observed for very 

high values of applied fields, which are usually the experimentally accessible field 

ranges.  

2.3.3.2 Ferrimagnetism   

 In case of the magnetization of the two sublattices, which 

described in the anfiferromagnet, may not be equal and opposite. Therefore they do 

 

 

 

 

 

 

 

 



 
 
 

57 
 

 

not cancel out and have a net magnetization. This phenomenon is known as 

Ferrimagnetism. It depends on the crystal structure of the material. 

 M M+ −≠  (2.137) 

 
 
2.4 Magnetic interaction 

 The interaction between the magnetic moments could lead to different long 

range ordering like FM, AF etc. These interaction energy will be considered and 

discussed briefly in this section. 

2.4.1 Magnetic dipole interaction 

 Magnetic moment can be considered as magnetic dipoles and can have 

dipole-dipole interaction among them. The dipolar interaction energy between two 

magnetic dipoles 1µ
r

 and 2µ
r

 separated by r
r

 is given by 

 [ ]0
1 2 1 23

ˆ ˆ3( )( ) .
4dE r r

r

µ
µ µ µ µ

π
= ⋅ − ⋅ ⋅

r r r r
 (2.138) 

The dipolar interaction energy depends on the separation and the degree of orientation 

in case of magnetic moments align parallel to each other the interaction energy is 

repulsive, whereas for antiparallel alignment it is attractive. For atomic moments, the 

ordering temperature is usually of the order of 1 K, which is very small to influence 

any long range order. 

2.4.2 Exchange interaction 

 The internal molecular field responsible for long range magnetic 

ordering as calculated from the Weiss law is of the order of 107 gauss. This enormous 

field cannot be explained by the dipolar interactions. The origin of exchange can be 

explained by taking into account the electrostatic interaction between electrons. 
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2.4.2.1 Origin of exchange  

 For a two electron system, the combined wave function of the 

state can be written as 1 2( ) ( ),a br rψ ψ
r r

 where 1( )a rψ
r

 and 2( )b rψ
r

 are the wave functions 

of individual electrons at position vectors 1r
r

 and 2r
r

 respectively. However this 

product state does not follow the exchange symmetry. The wave function has to be 

consistent under the particle exchange and hence has to a linear combination of 

1 2( ) ( )a br rψ ψ
r r

 and 2 1( ) ( ).a br rψ ψ
r r

 

For electrons the overall wave function is antisymmetric (fermion). The wave 

function can be separated into a spatial part and the spin part. If the spin part is 

antisymmetric single state ,Sχ  then the spatial state would be symmetric. Whereas 

when the spin part is symmetric triplet state ,Tχ then the spatial state would be 

antisymmetric. Therefore the two electron wave functions in a single and a triplet can 

be written as, respectively, (Blundell, 2007) 

 1 2 2 1

1
[ ( ) ( ) ( ) ( )]

2
S a b a b Sr r r rψ ψ ψ ψ ψ χ= +

r r r r
 (2.139) 

 1 2 2 1

1
[ ( ) ( ) ( ) ( )]

2
T a b a b Tr r r rψ ψ ψ ψ ψ χ= −

r r r r
 (2.140) 

The energies of the two possible states are 

 1 2
ˆ

S S SE H dr drψ ψ∗ ∗= ∫
r r

 (2.141) 

 1 2
ˆ

T T TE H dr drψ ψ∗ ∗= ∫
r r

 (2.142) 

with the assumption that the spin parts of the wave function Sχ  and Tχ  are 

normalized. The difference between the two energies is 

 1 2 2 1 1 2
ˆ2 ( ) ( ) ( ) ( ) .S T a b a bE E r r H r r dr drψ ψ ψ ψ∗ ∗ ∗ ∗− = ∫

r r r r r r
 (2.143) 
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The exchange constant (or exchange integral) is defined as 

 1 2 2 1 1 2
ˆJ ( ) ( ) ( ) ( ) .

2
S T

a b a b

E E
r r H r r dr drψ ψ ψ ψ∗ ∗ ∗ ∗−

= = ∫
r r r r r r

 (2.144) 

The Hamiltonian operator can be written down as 

 1 2

1ˆ ( 3 ) ( ) .
4 S T S TH E E E E S S= + − − ⋅

r r
 (2.145) 

The spin part of the Hamiltonian is 

 1 2
ˆ 2J .spinH S S= − ⋅

r r
 (2.146) 

If J  > 0, S TE E>  and the triplet state is favored. If J  < 0, S TE E<  and the singlet 

state is favored. For many electrons the Hamiltonian can be written as 

 1 2
ˆ J ,i j

i j

H S S= − ⋅∑
r r

 (2.147) 

where Ji j  is the exchange constant between the thi  and thj  spins. The factor of 2 is 

omitted because double counting is automatically included in the summation. It is 

often possible to take Ji j  to be equal to constant J for nearest neighbors and to be zero 

otherwise. The exchange integral has some general features. If the two electrons are 

on the same atom, the exchange integral is positive and the triplet state is favored with 

antisymmetric spatial state. This minimizes the coulomb energy by keeping them 

apart, which is consistent with the Hund’s rule.   

 When the two electrons belong to different atoms, then it is favorable that the 

two electron states are shared by the two atoms, which lead to the formation of bonds. 

Instead of considering the atomic orbitals, the molecular orbitals are considered. The 

molecular orbitals can be bonding (spatially symmetric) or antibonding (spatially 

antisymmetric) with the antibonding state having higher energy compared to bonding 

state. This leads to a singlet spin state and the exchange integral is negative. 
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2.4.2.2 Direct exchange  

 The interaction is known as direct exchange, when two 

magnetic orbitals overlap directly. However this situation is quite rare because the 

magnetic orbitals are usually localized in case of rare-earth materials (4f electrons). 

For transition metals, such as Fe, Co and Ni, the d electrons are also localized and the 

band structure should also be taken into account to explain the exchange interaction. 

2.4.2.3 Indirect exchange: superexchange   

 Most magnetic materials display an indirect exchange 

interaction. Normally in ionic solids such as MnO and MnF2 the direct overlap is 

impossible. The magnetic ions interact via a non magnetic ion like oxygen. The 

exchange interaction is given by  

 
2

J ,
t

U
−~  (2.148) 

where t is known as the hopping integral and U is the coulomb energy. The energy 

will be minimized if the unpaired electrons are shared by the metal-oxygen-metal 

bond. If the metal is magnetic (single electron), then AF coupling has a lower kinetic 

energy compared to FM orientation. Importantly, the hopping does not involve spin-

flip. Therefore the super exchange would lead to an AF system. The bond angle also 

plays a role in the interaction energy. 

2.4.2.4 Indirect exchange: RKKY  

 In metals the exchange interaction between magnetic ions can 

be mediated by the conduction electrons. The localized magnetic ion polarizes the 

conduction electron, which is then coupled to another localized magnetic ion and 

influences its magnetic state. The exchange interaction is thus indirect because it does 
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not involve direct coupling between magnetic moments. This kind of indirect 

exchange is called Ruderman, Kittel, Kasuya and Yosida (RKKY) interaction. The 

coupling depends on distance and is given by 

 
3

cos(2 )
J ( ) ,F

RKKY

k r
r

r
∝  (2.149) 

where r  is the distance and Fk  is the radius of the Fermi surface. The interaction is 

long range and has oscillatory dependence on the distance between magnetic 

moments. Hence depending on the separation it can be either FM or AF. The 

wavelength of oscillation is / .Fkπ  

2.4.2.5 Double exchange   

 If the magnetic ions are in mixed valence state then it is 

possible to have a FM exchange interaction among the ions. This is known as Double 

exchange. It could be understood by considering the interaction between Fe3+ and Fe2+ 

ions on the octahedral sites of Fe3O4 (magnetite). Due to crystal field splitting, in 

octahedral environment the d-orbital splits into t2g and eg level with the latter having 

higher energy than the former. The t2g level composes of the d , dxy xz and dyz  orbitals 

and eg level composes of the 2d
z

and 2 2d
x y−

 orbitals. The situation for Fe3+ and Fe2+ 

are shown in Figure 2.16. The hopping of the electron between Fe3+ and Fe2+ is 

possible if they have FM interactions. FM interaction lowers the energy of the system. 

2.4.3 Spin-orbit coupling  

 In general, the orbital and spin angular momenta are coupled weakly 

which leads to perturbation in the Hamiltonian and is known as spin-orbit interaction. 

This leads to fine structure splitting of the electronic energy level.  
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The Hamiltonian is given by 

 ˆ ,SOH L Sλ= ⋅
rr

 (2.150) 

where λ  is a constant. The spin-interaction also lead to exchange interaction between 

excited state of one ion and ground state of the other ion. This is known as 

Dzyaloshinsky-Moriya or anisotropic exchange interaction.  

 

 

 

Figure 2.16  Double exchange interaction between octahedrally coordinated Fe2+ and 

Fe3+ in Fe3O4 (a) Electron hopping is allowed from Fe2+ to Fe3+ in ferromagnetic 

alignment. (b) Forbidden electron hopping in case of antiferromagnetic alignment 

(Adapted from Blundell, 2007).  
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2.5 Magnetic anisotropy 

The term magnetic anisotropy is used to describe the dependence of the internal 

energy on the direction of the spontaneous magnetization in a magnetic material. It 

separates two different directions in the material known as easy axis and hard axis. 

The total magnetization of a system will prefer to lie along the easy axis. During a 

reversal process, smaller field is required to align the sample along the easy axis 

compared to the hard axis. The microscopic origin of magnetic anisotropy arises from 

the spin-orbit coupling and long range dipolar interaction between the magnetic 

moments (Blundell, 2007). The spin-orbit coupling is responsible for the intrinsic 

(magnetocrystalline) anisotropy, surface anisotropy and magnetostriction, while the 

shape anisotropy is a dipolar contribution. In bulk materials, magnetocrystalline and 

magnetostatic anisotropy are the main source of anisotropy whereas in thin films and 

nanostructures, other kinds of anisotropy such as shape and surface anisotropy are 

relevant in addition to these usual anisotropies (Bedanta and Kleemann, 2009). 

2.5.1 Magnetocrystalline anisotropy  

 Magnetic anisotropy is meant as the dependence of the internal energy 

on the direction of spontaneous magnetization. An energy term of this kind is called 

as magnetic anisotropy energy. In general the magnetic anisotropy energy term 

possesses the crystal symmetry of the material, and known as crystal magnetic 

anisotropy or magnetocrystalline anisotropy (Chikazumi, 1999). Some 

crystallographic directions are preferred over others for the orientation of 

magnetization due to spin-orbit interaction or quenching of the orbital angular 

momentum. 
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 The simplest forms of crystal anisotropies are the uniaxial anisotropy. For 

example, hexagonal cobalt shows uniaxial anisotropy, which makes the stable 

direction of internal magnetization (or easy direction) parallel to the c axis of the 

crystal at room temperature. The energy associated with uniaxial symmetry is given 

by 

 2 4
1 2sin sin .....uni

aE K V K Vθ θ= + +  (2.151) 

where 1K  and 2K  are the anisotropy constants, V is the particle volume and θ  is the 

angle between the magnetization direction and the symmetry axis. The anisotropy 

constants are dependent on temperature, but at temperature much lower than the Curie 

temperature of the material they can be considered as constant. Normally in case of 

ferromagnetic materials 2K  and other higher coefficients are negligible in comparison 

with 1K  and many experiments may be analyzed by using the first term only. For 

single domain particles with uniaxial anisotropy, the magnetocrystalline anisotropy 

energy can be written as 

 2sin ,uni
aE KV θ=  (2.152) 

where K  is usually considered as the uniaxial anisotropy constant. This expression 

corresponds to two local energy minima for 0θ =  and π  separated by an energy 

barrier .KV  This has significant consequences for studying the temperature 

dependence of single domain particles. 

 For a cubic system the cubic anisotropy leads to a complicated expression for 

the energy (Blundell, 2007). 

       2 2 2 2 2 2 22
1

1
sin sin 2 cos sin sin 2 sin 2 sin ...

4 16
cubic
a

K
E K θ φ θ θ φ θ θ = + + + 

 
   (2.153) 
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where θ  is the angle between the magnetization and the Z-axis and φ  is the 

azimuthal angle.  

2.5.2 Shape anisotropy  

 The shape of material also creates an additional anisotropy due to the 

demagnetizing energy. A uniformly magnetized single domain spherical particle has 

no shape anisotropy, because the demagnetizing factors are isotropic in all direction.  

However in case of an ellipse, the demagnetizing energy is smaller if the 

magnetization lies along the major axis. In this case the induced poles are further 

apart compared to the minor axis case. The shape anisotropy energy of a uniform 

magnetized ellipsoid is given by 

 2 2 2
0

1
( ) ,

2
shape
a x x y y z zE V N M N M N Mµ= + +  (2.154) 

where ,x yM M  and zM  are the components of magnetization and ,x yN N  and zN  are 

the demagnetization factors relative to the X, Y, and Z axes, respectively and they 

satisfy the condition 1.x y zN N N+ + =  

 Taking the magnetocrystalline anisotropy into account for a uniaxial anisotropy 

the total energy can be written as 

 2sin ,uni
aE KV θ=  (2.155) 

where K is  the anisotropy constant, in case of shape anisotropy, is modified as 

 2
0

1
( ).

2 s x zK M N Nµ= −  (2.156) 

 If  K > 0 an easy axis type anisotropy is obtained, whereas for K < 0 an easy 

plane type anisotropy is obtained. The shape anisotropy of thin films is given by 

(Bedanta and Kleemann, 2009) 
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 2 2
0

1
cos ,

2
thin film
shape sE Mµ θ=  (2.157) 

where θ  is the angle between the film normal and the magnetization. Thus for thin 

films, the easy axis is along the film plane. 

2.5.3 Surface anisotropy  

 The surface anisotropy is caused by the breaking of the symmetry and a 

reduction of the nearest neighbour coordination. Surface effects in small magnetic 

nanoparticles are a major source of anisotropy (Garanin and Kachkachi, 2003). When 

particle sizes are decreased, the magnetic contributions from the surface will 

eventually become more important than those from the bulk of the particle and the 

surface anisotropy will dominate over the magnetocrystalline anisotropy and 

magnetostatic energies. Therefore, the change in symmetry of atoms at the surface of 

a thin film has a impact on the magnetic anisotropy and the easy direction of 

magnetization. 

 To lowest order, the anisotropy energy of a ferromagnetic can be written as 

 2sin ,anE K θ=  (2.158) 

where θ  is the angle between the magnetization and surface normal and K  is the 

effective anisotropy constant. Typically, the effective anisotropy can be described as 

the sum of three terms 

 2
0

2
,s

v

K
K K M

t
µ= + −  (2.159) 

where t  is the thickness of the film, sK  is the surface contribution, and vK  is the 

volume anisotropy consisting of magnetocrystalline and shape anisotropy. The 

expression of the effective magnetic anisotropy of small spherical particles with 

diameter d  can be written as 
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6

,eff v s v s

S
K K K K K

V d
= + = +  (2.160) 

where 2S dπ= and 31

6
V dπ=  are the surface and volume of the particle respectively 

(Bodker et al., 1994). 

2.5.4 Strain anisotropy  

 Strain anisotropy is essentially a magnetostrictive effect. Due to 

magnetostriction, strains are effective in the magnetization direction. This kind of 

anisotropy is usually described by a magnetostatic energy term 

 23
cos ,

2
strain
a sE M Sσ θ ′= −  (2.161) 

where σ  is the strain value by surface unit, S  is the particle surface, and θ ′  the angle 

between magnetization and the strain tensor axis.  

 

2.6 Magnetic Domains 

A ferromagnet of macroscopic size contains many regions called “magnetic 

domains” in the demagnetized state. Within each domain, all the atomic moments are 

aligned in one of the easy direction leading to spontaneous magnetization. However, 

the direction of spontaneous magnetization varies from domain to domain so as to 

minimize the total magnetic energy of the system. The magnetostatic energy or the 

volume energy is given by 

 2
0

1
,

2MS sE NM Vµ=   (2.162) 

where N is the demagnetizing factor, sM  is the saturation magnetization and V  is the 

volume. The magnetostatic energy increases with increase in the volume. To 
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minimize this energy the material breaks into domains, so that the demagnetization 

energy is minimized. On a purely statistical basis, all available easy directions will be 

used equally in the material. For example, if there are n domains of approximately 

equal volume in a demagnetized iron specimen, the number of domains spontaneously 

magnetized in each of the six <100> easy directions will be n/6. Therefore the whole 

specimen will not show a net magnetization in the absence of an applied field. Several 

factors affecting domain distribution and magnetic behavior may be listed as follows: 

- magnetocrystalline anisotropy, which determines the natural easy axis of 

the crystallites; 

- induced anisotropy, produced by strain which creates an easy axis over-

riding the magnetocrystalline contribution; 

- shape anisotropy, in which the easy axis is determined by minimization of 

magnetostatic energy (this applied to small particles); 

- size and orientation of the crystallite composing the specimens.  

 The orientation of magnetization in each domain and the domain size are 

determined by magnetostatic, crystal anisotropy, magnetoelastic and domain wall 

energy. All domain structure calculations involve minimization of the appropriately 

selected energies. 

 Domains are associated with domain walls. Domain walls are interfaces 

between regions in which the spontaneous magnetization has different directions. At 

the wall the magnetization must change direction. A simple picture of a domain which 

makes an abrupt change between two domains is shown in Figure 2.17. For this 

ferromagnetic specimen the easy axis is y±  and a row of atoms is shown parallel to 

x-axis, with the 180°  domain wall lying in the y-z plane. In this case the domain wall 
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will have a large exchange energy associated with it because the spins adjacent to the 

wall are antiparallel and the exchange energy in a ferromagnet is a minimum only 

when adjacent spins are parallel. To calculate the exchange energy, the minimized 

structure of a domain is considered. 

 

y

Domain 1 Domain 2

Easy axis

x

z

 

 

Figure 2.17  Hypothetical infinitely thin 180° wall (Adapted from Bedanta, 2004). 

 

The exchange energy for a pair of atoms with the same spin S is given by 

 22 cos ,exE JS φ= −  (2.163)   

where J is an exchange integral and φ  is the angle between adjacent spins as shown in 

Figure 2.18(c). The series expansion of cosφ  is 

 
2 2

cos 1 .....
2 24

φ φ
φ = − + −  (2.164) 

 Due to φ  is very small, the term in 4φ  and higher power can be ignored. So the 

exchange energy can be written as 

 2 2 22 .exE JS JSφ= −  (2.165)
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The second term in Equation (2.165) is independent of angle and has the same value 

within a domain as within the wall, and it can therefore be dropped. The extra 

exchange energy per spin pair existing within the wall is given by the first term, 

2 2JS φ .  

 In order to decrease the exchange energy, a 180°  change in spin direction occur 

gradually over N atoms is necessary so that the φ  angle between adjacent spins will 

be / .Nπ  Then the total exchange energy is reduced because, from equation (2.165), 

it varies as 2φ  rather than as .φ  Figure 2.18 shows the two simplest cases of a 180°  

domain wall, (a) a Bloch wall and (b) a Néel wall, in both of which the magnetization 

rotates from one domain to other in different ways. 

 In case of the wall plane contains the anisotropy axis, the domain 

magnetizations are parallel to the wall and there will be no global magnetic charge, 

meaning that the component of magnetization perpendicular to the wall is the same on 

both sides of the wall. However if the magnetization rotates parallel to the wall (y-z 

plane in Figure 2.18(a)), there will be no charges inside the wall too. Then the stray 

field energy will suppose its minimum zero value. This wall mode, first proposed and 

calculated by Landau and Lifshitz (Landau and Lifshitz, 1935) and the first theoretical 

examination of the structure of a domain wall was made by Felix Bloch (Bloch, 1932) 

in 1932, and domain walls are accordingly called as Bloch walls. 

 In ultrathin films where the film thickness becomes comparable to the wall 

width, Block walls cannot occur. Because with decrease of sample thickness, the 

magnetostatic energy of the wall that extends through the thickness of sample increase 

as a result of the free poles at the top and bottom of the wall. The spins inside the wall 

may perform their 180°  rotation in such a way as to minimize their magnetostatic 
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energy. If the spins will rotate in the plane of the surface, a smaller magnetostatic 

energy at the internal face of the wall is accepted as the price for removing the large 

magnetostatic energy at the top surface. Such a wall is called Néel wall in which the 

magnetization rotates in a plane perpendicular to the plane of the wall (see Figure 

2.18(b)). 

 The spins within the wall of Figure 2.18 are not pointing in easy directions so 

that the crystal anisotropy energy within the wall is higher than it is in the adjoining 

domains. While the exchange energy tries to make the wall as wide as possible in 

order to make the φ  angle between adjacent spins as small as possible. Meanwhile the 

anisotropy tries to make the wall thin so that to reduce the number of spins which are 

not pointing in the easy direction. As a result of this competition, the wall has a 

certain finite width and a certain structure.  
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Figure 2.18  Rotation of the magnetization vector between two adjunct domains 

through a thin 180° wall in a infinite uniaxial material. Two different rotation modes 

are shown, (a) a Bloch wall and (b) a Néel wall. (c) Schematic of the angle ( )φ  

between two adjacent spins (Adapted from Hubert and Schäfer, 2000).  
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The classical definition of domain wall width introduced by Lilley is given by    

 ,L uW AKπ=  (2.166) 

where JA∝  is called the exchange stiffness and uK  is the uniaxial anisotropy. 

 When the volume of the magnetic material is reduced, the magnetostatic energy 

is also reduced. For a critical radius it is possible that the magnetostatic energy is 

smaller than the domain wall energy. Below that radius the system would prefer to 

stay in a single domain state. The critical radius cr , for which the single domain state 

is stable compared to multidomain state, is given by (ÓHandley, 2000) 

 
2

0

9 .u
c

s

AK
r

Mµ
≈  (2.167) 

 Typical values for cr  are about 15 nm for Fe and 35 for Co particles. The 

magnetization reversal of single domain particles can occur by various mechanisms 

such as Curling, Buckling, Coherent rotation of the moments and so on. The coherent 

rotation of the moments in unison is a simple model and is quite handy in describing 

many experimental observations (ÓHandley, 2000). The Stoner-Wohlfarth model can 

be used to explain the coherent rotation of the magnetization. This model assumed no-

interacting particles with uniaxial anisotropy in which the spins are parallel and rotate 

at unison.  In this case one can define a net magnetic moment NPm
r

 to the nanoparticle, 

with .NP sm M V≈
r

 The large magnetic moment is similar to the atomic moment and is 

known as superspin. It is of the order of 1000 .Bµ  The magnetization reversal of the 

superspin in presence of field or temperature can be described by theoretical models 

Stoner-Wohlfarth and Néel-Brown respectively.  
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2.7 Magnetization reversal 

Generally, magnetization reversal process in thin films can occur either via 

domain wall motion and or via coherent rotation. In this section, we will discuss 

briefly the magnetization process in bulk thin films and then magnetization via 

coherent rotation will be discussed using the Stoner-Wohlfath model. 

2.7.1 Magnetization reversal via domain wall motion 

One important practical characteristic of ferromagnet is the magnetic 

hysteresis. The magnetization in applied field depends on the history of the field 

cycle. The hysteresis behavior was first explained by Pierre Weiss by the assumption 

that ferromagnetic materials consist of domains (Weiss, 1970). These domains are 

separated by domain walls and try to minimize the net energy of the system. A typical 

hysteresis loop is shown in Figure 2.19.  

If the system is magnetized to the saturation magnetization sM  by an applied 

field, then reducing the field to zero, the magnetization reduces to the remanent 

magnetization .rM  A magnetic field equal to the coercive field cH  is needed to 

switch the magnetization into the opposite direction and to bring the magnetization to 

zero from remanence. The parameters rM  and cH  can be to characterize a 

ferromagnet. The previous section has evidenced if a specimen exceeds a certain 

critical size, it would divide into domains. In each domain all the magnetization sM  is 

everywhere parallel and separated by domain walls where the direction of sM  varies 

with position.        

 

 

 

 

 

 

 

 

 

 



 
 
 

74 
 

 

 

Figure 2.19 A typical magnetic hysteresis loop (Adapted from Bedanta, 2004). 

 

When s demagnetized ferromagnet is magnetized, various processes occur. First 

the applied field is increased from zero, domain wall motion starts to occur which 

requires least magnetic energy. In this process, domain are aligned favorably with the 

magnetic field will grow at the expense of domains which are unfavorably aligned. At 

small applied fields the domain walls move through small distance and return to their 

original position on removal of the field; these are termed reversible displacements 

and correspond to the initial curved part of the magnetization curve. This reversible 

process is called as domain-wall bowing or one can also call it domain-wall 

relaxation. Wall bowing becomes irreversible when the domain wall is sufficiently 

deformed that expansion continues without further increase of field.  

The bending of the wall which begins as reversible can also become irreversible 

if during this process the wall encounters further pinning sites which prevent it 
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relaxing once the field is removed. At intermediate to high field amplitudes, there is 

irreversible mechanism, namely domain rotation can occur in which the anisotropy 

energy can be outweighed and the magnetization can suddenly rotate away from the 

original direction of magnetization to the crystallographic easy axis which is nearest 

to the field direction. The final domain process at highest magnetic fields is coherent 

rotation of the domains to a direction aligned with the magnetic field, irrespective of 

the easy and hard axis.  

2.7.2 Magnetization reversal via coherent magnetization rotation  

The hysteresis curve for single domain particles can be calculated using 

the Stoner-Wohlfarth (SW) model. Since there are no domains and domain walls, the 

magnetization reversal can be explained by coherent rotation of the magnetization of 

single domain particles or superspins. The SW model describes the magnetization 

curve of an aggregation of single domain particles with uniaxial anisotropyeither as a 

result of particle shape or from the magnetocrystalline anisotropy. The main 

assumption curves of the model are: (i) coherent rotation of the magnetization of each 

particle and (ii) negligible interaction between the particles. In the SW model, the 

calculations were made for the ellipsoidal particles.  

The coordinate system of SW model is illustrated in Figure 2.20. The 

equilibrium direction of the particle magnetization vector is defined by the easy 

anisotropy (EA) axis and the direction of the applied field. When a magnetic field H  

is applied at an angle φ  to the easy axis of the uniaxial anisotropy of the particle, then 

the magnetization vector leans with an angle θ  relative to the easy axis.  

 

 

 

 

 

 

 

 

 

 



 
 
 

76 
 

 

 

Figure 2.20 Coordinate system for magnetization reversal process in a single domain 

particle. An externally applied field at an angle φ  relative to the easy axis causes a net 

magnetization to lies at some angle θ  relative to the easy axis (Adapted from 

Bedanta, 2004). 

 

The free energy of the system can be written in terms anisotropy energy as 

 ( )2
0sin cos .sE KV HM Vθ µ φ θ= − −  (2.168) 

The equilibrium position of the magnetization M  is given by 

 ( )02 sin cos sin 0s

dE
KV HM V

d
θ θ µ φ θ

θ
= − − =  (2.169) 

 ( )02 sin cos sinsK HMθ θ µ φ θ= −  (2.170) 

The magnetization resolved in the field direction is given by 

 ( )cos .sM M φ θ= −   (2.171) 

  

 

 

 

 

 

 

 

 

 



 
 
 

77 
 

 

 To consider in the case of a magnetic field is normal to the easy axis, so that φ  

is 90 .°  Then the equation (2.170) and (2.171) become 

 02 sin cos cos .sK HMθ θ µ θ=  (2.172) 

 sin .sM M θ=  (2.173) 

 Let / sm M M=  is the reduced magnetization and substitute the equation (2.173) 

into (2.172). Then the reduce magnetization can be written as  

 0 .
2

sHM
m

K

µ
=  (2.174) 

Saturation is achieved when 2 /k sH H K M= = =  anisotropy field. The reduced field 

is defined by / kh H H=  and can be written as 

 0

2
sHM

h
K

µ
=  (2.175) 

Now the equation (2.170) and (2.171) can be expressed as 

 ( )sin cos sinhθ θ φ θ= −  (2.176) 

 ( )cosm φ θ= −  (2.177) 

 Analytic solutions are possible for 0φ =  or 90 .φ = °  When 0φ =  the hysteresis 

is rectangular and when 90 ,φ = °  the hysteresis passes through the origin and does not 

show any coercive field as shown in Figure 2.21.  
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Figure 2.21 Hysteresis curves of a spherical single domain particle for different 

angles between anisotropy axis and external field in the framework of Stoner-

Wohlfarth model (Stoner and Wohlfarth, 1948). 

 

 

   

 

 

 

 

 

 

 

 

 



 

CHAPTER III  

RESEARCH METHODOLOGY  

 

3.1 X-ray techniques 

3.1.1 Synchrotron radiation 

 Synchrotron radiation is the electromagnetic radiation emitted by charge 

particles (electron or positrons) that are moving at speeds close to that of light when 

their paths are altered, as by a magnetic field. The radiation has a broad energy 

spectrum from infrared till hard x-ray and the intensity is 10 orders of magnitude 

higher than conventional x-ray tubes. 

 There are three forms of synchrotron radiation, depending on the process of 

generations. The Bending Magnet (BM) is the simplest procedure to provide 

synchrotron radiation. The radiation emanates in the form of cone with a divergence 

1/ ,γ  where 2 2 21/ 1 / 1/ 1 .v cγ β= − = −  It can also be expressed in term of the 

electron energy as 

 
2

1957 [GeV].e
e

e

E
E

m c
γ = =  (3.1) 

The radiated energy in the electron frame of reference falls in the range of neV, but 

increases to the x-ray energy range in the laboratory frame of reference. The energy of 

the emitted photon is given by (Als-NielsenFultz and McMorrow, 2001)  

 
23

2c
e

e B
E

m

γ
=

h
 (3.2) 
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Figure 3.1 Schematic of synchrotron radiation from different sources. Radiation 

from (a) Bending magnet (b) Wiggler and (c) Undulator (Attwood, 2007).   

 

 [eV] 665 [GeV] [ ] ,c cE E B T=  (3.3) 

where B is the applied magnetic field. Figure 3.1(a) shows the photon flux versus 

energy plot of radiation coming out from a BM. 

 The other two structures, Wiggler and Undulator consist of periodic array of 

magnets with alternate field direction applied perpendicular to the charge particle 

motion and are collectively known as Insertion devices. They have higher brilliance 

than the BM. The difference between these two depends on the parameter, K, which is 

given by 

 0
00.934 [ ] [ ],

2
u

u
e

e B
K cm B T

m c

λ
λ

π
= =  (3.4) 

where uλ  is the periodicity of the magnets and 0B  is the magnetic field. 
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Figure 3.2 Schematic of polarization of radiation from undulators with (a) linearly 

polarized and (b) circularly polarized x-rays (Attwood, 2007).    

  

 For a Wiggler K >> 1 and the intensity 2 ,I N∝  where N is the number of 

periods, while an Undulator 1K ≤  and 2.I N∝  The undulator produces highest peak 

brilliance and lowest divergence 1/ .Nγ  The flux versus energy from a wiggler and 

undulator is shown in Figure 3.1(b) and (c), respectively. The beam is usually linearly 

polarized in the plane of the electron orbit. If the two opposite poles of the magnets 

are periodically shifted the polarization can be adjusted. For a shift by / 4uλ  a helical 

magnetic field is generated and circular polarized photon are obtained. If the shift is 

/ 2uλ  then linear polarization along vertical direction is obtained. Figure 3.2(a) and 

(b) illustrate the undulators producing linear and circularly polarized light, 

respectively.  

 Recently also fourth generation synchrotron sources i.e. Free Electron Laser 

(FEL) are available, which provide fully coherent (transverse and longitudinal) x-ray 

beam with very high intensity in small pulses.   
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 3.1.2 X-ray absorption spectroscopy (XAS) experimental set up 

 X-ray absorption spectroscopy (XAS) is one of the powerful techniques 

to study the electronic structure of materials, formal oxidation state and coordination 

number and also used to probe local structure. The XAS experiment is generally 

performed at the synchrotron radiation source, due to high intensity and energy 

modifiable capability of generated x-ray photon, and the capability to obtain the 

continuous absorption spectrum over extensive energy range (Koningsberger and 

Prins, 1988).  

 In the x-ray absorption phenomena, where x-ray photon knock out an electron 

from the inner shell an electron from higher energy level will cascade down to fill in 

the hole and discharging radiation of energy, the discharged energy x-ray photon will 

be released as demonstrated in Figure 3.3(a) and the fluorescence x-ray can be 

detected. In addition, de-excitation can cause the Auger effect, where the electron 

reduces to lower energy state, a second electron can be excited to the continuum state 

and perhaps go out from the sample as shown in Figure 3.3(b). Therefore to measure 

the absorption coefficient it is possible to measure: the transmitted intensity, the 

fluorescence yield and the electron yield (Auger Yield). The schematic illustration of 

three types of x-ray absorption measurement is shown in Figure 3.4. 

 3.1.2.1 Transmission mode  

 This is actually the only real measurement of the absorption 

coefficient and it gives bulk information the samples. After the energy of x-ray 

photons being changed by x-ray double crystals monochromator, the intensities of 

incident x-ray photon beam (I0) and the transmitted x-ray photon beam (It) are 

measured by ionization chambers as shown in Figure 3.5.  
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Figure 3.3 The excited state (a) x-ray fluorescence and (b) the Auger effect 

(Adapted from Koningsberger and Prins, 1988). 

 

 

Figure 3.4 The three modes of XAS measurement (a) transmission mode, (b) 

fluorescence mode and (c) electron yield (Adapted from Bunker, 2010). 
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Figure 3.5 Schematic illustration of the experimental setup of transmission-mode  

X-ray absorption spectroscopy (Adapted from Stern and Heald, 1983).  

 

 

 

 

Figure 3.6 XAS experimental set up at the Siam Photon Laboratory, Synchrotron 

Light Research Institute, Nakhon Ratchasima, Thailand. 

 

 

 

Screen 

Ion Chamber 
Ion Chamber 

Sample Chamber 

 

 

 

 

 

 

 

 



 
 
 

85 
 

 

 In this mode, we make sure the x-ray photon beam is well-aligned on the 

sample. The x-ray absorption can be extracted based on equation (2.5). During the 

sample preparation it is important to optimize the thickness of the sample and the 

concentration of the absorbing specie in order to minimize the saturation of the 

intense features near the edge. Those parameters are, in first approximation, a 

function only of the atomic number Z of the absorbing atom and of the chemical 

composition of the sample. The experimental set up of XAS experimental station at 

XAS beam line, Siam Photon Laboratory, SLRI is shown in Figure 3.6. 

 3.1.2.2 Fluorescence mode  

 In this case the measured quantity is the fluorescence x-ray 

emitted by the sample. Usually the fluorescence detector is placed at 90° to the 

incident x-ray photon beam in the horizontal plane, with the sample at an angle 

(usually 45°) with respect to the beam. Fluctuations in the number of elastically 

scattered x-ray are a significant source of noise in fluorescence XAS, so the position 

of the detector is selected to minimize the elastically scattered radiation by exploiting 

the polarization of the x-ray beam.  

 In case of fluorescence mode, the measured signal fI  is merely proportional to 

the absorption coefficient ( ),Eµ  and needs to be corrected for the fluorescence 

quantum efficiency and geometrical factors. As depicted in Figure 3.4(b), the 

fluorescence yield at the point of absorption is proportional to the x-ray intensity at 

the fluorescence efficiency .Aε  The incident intensity I at a depth y will be equal to:  

 

 ( )
0

E yI I e µ−=  (3.5) 
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 The fluorescence photon produced following absorption will then have to 

escape from the sample and reach the detector. Therefore, the measured fluorescence 

flux fI  at position y within the sample is given by (Tröger et al., 1992) 

 ( )( )
0 ( ) ,f fT

E zE y
f A AI I E e e

µµµ −−= ⋅ ⋅ε  (3.6) 

where ( )A Eµ  is the absorption coefficient due to a given core excitation of the 

absorbing atom, e.g. K-excitation of Co atom, ( )T Eµ is the total absorption coefficient 

in the sample: ( ) ( ) ( ) ,T A otherE E Eµ µ µ= +  ( )f fEµ  is the absorption coefficient at the 

dominant emission energy, Aε  stands for the fluorescence yield efficiency per unit 

solid angle, E is the incident beam energy and fE  is the line emission energy or 

fluorescence photon energy. Equation (3.6) applies to particular y and z depths within 

the samples as shown in Figure 3.5(b). In addition, z and y variables are dependent via 

the relationship is sin siny z xφ θ= = . Thus in order to calculate the fluorescence 

signal for the entire sample thickness, the equation (3.6) can be written as 

 

( )( )

sin sin
0 ( ) .

f fT
EE

x

f A AdI I E e dx

µµ
φ θµ

 
− +  
 = ⋅ε  (3.7) 

Hence, the integrated fluorescence flux is then obtained by integration over the entire 

jet thickness d: 

 

 

( )( )

sin sin
0 0

1
( )

sin

f fT
EE

xd

f A AI I E e dx

µµ
φ θµ

φ

 
− +  
 = ∫ε  (3.8) 

 0
( )( ) ( )

1 exp ,
( ) ( ) sin sin

f fA A T
f

T f f

EI E E
I d

E g E

µµ µ
µ µ φ θ

    
= − − +   +     

ε

 (3.9) 
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where sin / sin .g φ θ=  This above-written equation describes the integrated 

fluorescence flux at the direction given by the angle 45θ = °  in case of the setup 

shown in Figure 3.5(b). For this geometry, we approximate 90φ θ+ = °  and the 

fluorescence intensity can be written as 

 { }0 ( )
1 ( ( ) ( )) ,

( ) ( )
A A

f T f f
T f f

I E
I exp E E d

E E

µ
µ µ

µ µ
′ = − − + +

ε

 (3.10) 

where 1, sin sin 45g φ θ= ≡ = °  and / sin (45 ).d d′= °  The fluorescence intensity is 

thus directly proportional to the absorption coefficient of the absorber, but in addition, 

the geometrical factors and the quantum efficiency are now included. Moreover, the 

equation (3.10) has two interesting limits which are the best cases for XAS 

measurements in fluorescence mode: (1) the thick sample (Eisebitt et al., 1993) and 

(2) the thin sample (Jaklevic et al., 1977) limits.  

 For the thick sample limit, one assumes that the sample thickness is much larger 

compared to the absorption length. The fulfillment of this condition implies that 

( ) ( ) 1,T f fE E dµ µ ′ + >>   and thus 
( ) ( )

1.T f fE E d
e

µ µ  ′− +  <<  Hence, the fluorescence 

flux coming out of thick sample can be rewritten as 

 0

( )

( ) ( )
A

f A
T f f

E
I I

E E

µ
µ µ

≈
+

ε  (3.11)   

In addition, if the element of interest is dilute, then the XAS contribution to the 

overall absorption from the denominator can be neglected and detected 0( / )fI I  will 

be practically equal to ( ).A Eµ  

 In the thin sample limit, both the sample thickness and the absorption lengths 

are small, so that the argument of the exponential term becomes 
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( ) ( ) 1T f fE E dµ µ ′ + ≤   and therefore ( )( ) ( ) 1.T f fexp E E dµ µ ′− + ≈   We can then 

Taylor-expand the exponential term to first-order, thus the equation (3.10) reduces to 

 0 0

( )
( ) ( ) ( )

( ) ( )
A

f A T f f A A
T f f

E
I I E E d I E d

E E

µ
µ µ µ

µ µ
′ ′ ≈ + ≈ +

ε ε  (3.12) 

 As can be seen in both cases, the resulting x-ray fluorescence can be directly 

related to the changes in the absorption coefficient of the central absorbing atom and 

thus it should yield quantitatively the same XAS spectrum, as recorded in x-ray 

transmission.  

 3.1.2.3 Electron yield  

 In this case the measured quantity is the current generated in the 

sample through an ammeter. Since the mean free path of electrons in a material is 

very low, thus the total electron yield is surface sensitive technique. 

 3.1.3 X-ray absorption spectrum calculation 

 In this thesis, the principle theoretical calculations are performed based on 

FEFF 8.2 code. This code is developed to primarily calculate x-ray absorption for the 

FEFF (feff) project developed by the Department of Physics, University of 

Washington, Seattle. USA. Apart from XAS spectra calculation, FEFF code can also 

calculate x-ray natural circular dichroism (XNCD), spin-dependent calculations of x-

ray magnetic dichroism (XMCD), nonresonent x-ray emission (XES) and electronic 

structure including local densities of states (LDOS). FEFF code is written in ANSI 

FORTRAN 77 with principle investigator John J. Rehr and co-principle investigator 

Alexei Ankudinov. 
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Figure 3.7 Detail of an atoms.inp input file to generate “feff.inp” for FEFF 

calculation. 

 

 FEFF is ab initio self-consistent real space multiple-scattering (RSMS) code for 

simultaneous calculations of x-ray absorption spectra and electronic structure. The 

input file “feff.inp” can be created directly from ATOMS code via “atoms.inp” as 

shown in Figure 3.7. 

 The power of FEFF lies in the relative simplicity of the required input from the 

user. The suitable commands, parameter and atomic positions for FEFF-XAS 

spectrum calculations can be edited within the input file named “feff.inp”, which is 

shown in Figure 3.8. This file can be controlled with some details, for instance the 

generator of input file and the number of atom which is contained in the cluster. The 

following details describe about various cards used to assign the steps of calculation. 

The type of atomic potentials and defined atomic symbols are presented in the next 

part, and eventually with the locations of the created atoms in the system where the 

location of center atom is placed at (0,0,0) in (x,y,z) coordination. 
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Figure 3.8 Detail of a “feff.inp” input file of CoO with Co as center atom for FEFF 

calculation. 
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 FEFF code aids scientist to approach the XAS spectra by performing the 

possibly precise Green’s function in the absorption coefficient ( ).Eµ  For FEFF 8 

series, the developers suggested two main developed features for XAS calculation. 

The two main advantages are the approaches of self-consistent field (SCF) and full 

multiple scattering (FMS). 

 For XAS calculation (especially XANES), the SCF loop are used to compute 

the electron density and Coulomb potential within RSMS Green’s-function 

framework. The self-consistency allows to redistribute charge in the system in such a 

way that charge is transferred between atoms based on their chemical electron affinity 

(i.e., oxidation state). In addition, the SCF calculation provides an accurate ab initio 

estimation of the Fermi energy, which is essential for the correct representation of the 

intensity of “white lines” (strong absorption features just above the Fermi level). 

 The SCF loop is initialized by the construction of a so-called muffin tin (MT) 

potential as an approximation to the real (full) potential. The MT potentials are 

obtained by placing the free atoms at the positions specified by the feff.inp data. In 

this scheme, all atoms are treated as spheres and the radii of the spheres are decreased 

up to a certain level determined by Norman criterion (Norman, 1976), with excess 

charge placed onto the flat interstitial region. In the next step of the SCF loop, the 

relativistic Dirac equation is solved for the above MT potentials to obtain 

photoelectron scattering amplitudes and phases. These quantities are used in turn to 

construct the Green’s function given in Equations (2.32). FMS card will perform the 

calculation for all possible paths within the defined cluster. XANES calculation can 

be performed under the defined control cards, most of them are normally used as the 

defaults, excepting FMS and SCF which are importantly managed.  
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3.1.4 Linear combination analysis 

 Linear combination fitting (LCF) is presently the most common 

approach for quantitative XAS analysis. LCF models the spectrum from a sample of 

unknown speciation with a linear combination of spectra from standards of known 

structure and composition that are candidate species within the sample. 

The underlying principle of LCF is the additive nature of the absorption from 

each species in the sample. It can be applied to XANES, derivative XANES, or 

EXAFS spectra. In principle, the total absorption coefficient µ can be written as a sum 

of coefficients for all the chemical forms or species in the sample: 

 ,i i
i

fµ µ= ∑  (3.13) 

where if  is the fraction of species i  having the absorption coefficient .iµ   

In this thesis, the fractions of secondary phase in the samples are examined 

using LCF subroutines in Athena (Ravel and Newville, 2005). This program 

calculates the scaling factor applied to difference standard spectra that provide the 

best representation of the measured spectrum over a defined energy range. 

Mathematically, 

 ( )STD ,i i
i

Model f= ∑  (3.14) 

where Model represents the least-squares fit to the sample spectrum over a selected 

energy range, and if  represents the scaling factors applied to each spectrum of the 

corresponding standard ( )STDi  across that energy range of the fit. The scaling factors 

can be constructed so that they sum to one and are not negative. Ideally, the scaling 

factor obtained from LCF represents the fractions of each standard species within the 

unknown sample. The statistical goodness-of-fit parameter is the R factor. 
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The R factor is the sum of the squares of the differences between the data and 

the fit at each data point, divided by the sum of the squares of the data at each 

corresponding point. The R factor is defined by 

 
( )2

2

data fit
factor .

data

i i
i

i
i

R
−

=
∑

∑
 (3.15) 

In general, R factor values less than 0.05 are considered to reflect a reasonable fit.  

 

3.2 SQUID magnetometer 

Superconducting Quantum Interference Device (SQUID) is a very sensitive 

magnetometer to measure the magnetization of tiny samples with tiny magnetic 

moments. The special design of the detection coil and the Josephson junction provides 

the high sensitivity to these measurements. The sensitivity is of the order of 10-8 emu 

(10-11 Am2). Essentially two modes of operation exist. First, as a magnetometer, it 

measures the static magnetic moment, ,µ  at various applied fields, H, and 

temperature, T. When normalized to the volume of the sample one obtains the average 

magnetization, M. Second, as an ac susceptometer additionally a small alternating 

magnetic field is applied and the time dependent response ( ) ,tµ  is recorded. SQUID 

magnetometers are used in various field of research such as in the study of 

superconductors, biological materials, thin films, magnetic nanostructures, magnetic 

fluids and geological materials.      

In this thesis, a commercial SQUID magnetometer, magnetic property 

measurement system (MPMS) from Quantum Design, was used for the magnetization 
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measurements. The MPMS system includes several different superconducting 

components: 

- a superconducting magnet to generate large magnetic fields, 

- a superconducting detection coil which couples inductively to the sample, 

- a Superconducting QUantum Interference Device (SQUID) connected to the     

detection coil, 

- a superconducting magnet shield surrounding the SQUID.  

3.2.1 Principle of SQUID operation 

 In the SQUID device, a Josephson junction detects the magnetization. It 

is shielded by a magnetic shield from the external magnetic fields and the sample. The 

SQUID is connected to the detection coils (“pick up” coil) around the sample space 

by superconducting wires. The detection coil (pick up coil) is a single piece of 

superconducting wire wound in a set of three coils configured as a second order 

(second derivative) gradiometer as shown in Figure 3.9(a). The upper coil is a single 

turn wound clockwise, the center coil comprises two turns wound counter-clockwise, 

and then the bottom coil is again a single turn wound clockwise. In this configuration 

the pick up coil is only sensitive to the magnetic stray fields from the sample, whereas 

any field change outside the coil is not detected. The sample is moved through this 

pick up coil. The detection coil, the superconducting wire and the SQUID input coil 

form a closed loop superconducting system. The sample is mounted in a tube of 

diameter 9 mm and is attached to a rigid sample rod. The sample space is maintained 

at low pressure and filled with He gas. The detection coil is surrounded by a 

superconducting magnet (type II), which provides uniform magnetic field over the 
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sample. The uniformity of the magnetic field changes by 0.01% over a sample 

displacement of 4 mm. 

 

 

 

Figure 3.9 (a) Gradiometer coil with sample and the superconducting magnets (b) 

The response curve fitted with a point dipole approximation. (c) Schematic of the 

SQUID magnetometry (Bedanda, 2006). 

 

The sample is suspended from a rod mounted at the top of the cryostat to a 

transport mechanism. When the sample is moved vertically through the detection coil, 

the magnetization can induces an electric current in the detection coil, which is 

inductively coupled to the SQUID sensor. As the sample moves through it the 

magnetic flux changes and the SQUID sensor provides a response curve for voltage 

versus distance as shown in Figure 3.9(b). This response curve is fitted with the 

theoretical curve of an ideal dipole and the fit provides the value of the magnetization. 
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The SQUID magnetometer measures the longitudinal magnetization that means the 

magnetization component along the direction of the applied magnetic field and 

parallel to the detection coil. The maximum field that can be achieved is ±5 T. The 

temperature at the sample can be set in the range 2 ≤ T ≤ 400 K and the temperature 

stability of magnetometer is better than 50 mK. Figure 3.9(c) shows a schematic of 

the SQUID magnetometer. 

3.2.2 Josephson junction 

 The SQUID device consists of closed superconducting loop including 

one or two Josephson junctions in the loop’s current path. The SQUID function is a 

manifestation of two fundamental physical properties: magnetic flux quantization in a 

superconducting ring and Josephson Effect. 

 The magnetic flux inside a superconducting ring is quantized (Kittel, 1986). 

The total magnetic flux in the loop is given by  

 0T A ds nΦ = ⋅ = Φ∫
r r

 (3.16) 

where A
r

 is the vector potential n is an integer. The flux quantum is given by 

 15 2
0 2.07 10

2

h
Tm

e
−Φ = ≈ ×  (3.17) 

The superconducting properties are related to a Cooper pair (electron-electron pair) 

and the wave function can be written as 

 0( , ) ( , )exp( ( , )) ,r t r t i r tψ ψ φ=
r r r

 (3.18) 

where φ  is the phase factor, which is same for all Cooper pairs. 

When two superconductors are separated by a tunnel barrier (can be conducting 

or insulating), the current density through the barrier can be written as 
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 0sin ,cI I δ=  (3.19) 

where cI  is the critical current density, 0 1 2δ φ φ= −  is the phase difference. 

This junction is called a “weak link” or “Josephson junction”, which plays a 

crucial role for the detection of magnetic moment. This is achieved without applying 

any voltage across the junction.  

If a voltage V  is applied across the junction, then the current density can be 

expressed as 

 sincI I δ=  (3.20) 

  where δ  is given by 0 .tδ δ ω= −  The current density oscillates with a frequency 

2 / ,eVω = h  which is known as Josephson Effect.   

 

3.3 Neutron technique 

The neutron is an uncharged (electrically neutral) subatomic particle with mass 

271.675 10 kgnm −= × and spin 1/ 2s= . Neutron possesses a magnetic moment, which 

is coupled antiparallel to its spin in the order of ,N Nµ γ µ= where 1.913Nγ = −  is the 

neutron gyromagnetic ratio, and Nµ  is the nuclear magneton given by 

27
p/ 5.501 10N e mµ −= = ×h  J/T.  

Neutrons are stable when bound in an atomic nucleus, while having a mean 

lifetime of approximately 1000 seconds as a free particle. The neutron wavelength is 

obtained from the de Broglie relation. The velocity distributions of neutrons are given 

by Maxwell velocity distribution and are dependent upon the temperature of the 

moderator. They are detected by nuclear reactions that produce charged using 
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proportional counters (with 3He) or scintillation counters (6Li). Neutrons are classified 

according to their wavelength and energy as “epithermal” for short wavelengths (λ  ∼ 

0.1 Å), “cold” for long wavelengths (λ  ∼ 10 Å). The desired range of wavelengths is 

obtained by moderation of the neutrons during their production, either in reactors or 

spallation sources. 

3.3.1 Neutron source 

 Most fundamental neutrons experiments are conducted with slow 

neutrons for two reasons. First, slower neutrons spend more time in an apparatus. 

Second, slower neutrons can be more effectively manipulated through coherent 

interactions with matter and external fields. Free neutrons are usually created through 

either fission reactions in a nuclear reactor or spallation in accelerator-based neutron 

sources. 

 3.3.1.1 Fission source  

 Neutrons have traditionally been produced by fission in nuclear 

reactors optimized for high neutron brightness. In this process, thermal neutrons are 

absorbed by uranium-235 nuclei, which split into fission fragments and evaporate a 

very high-energy (MeV) constant neutron flux. After the high-energy (MeV) neutrons 

have been thermalized to meV energies in the surrounding moderator, beams are 

emitted with a broad band of wavelengths. The energy distribution of the neytrons cab 

be shifted to higher energy by allowing them to come into thermal equilibrium with a 

“hot source” or to lower energies with a “cold source” such as liquid deuterium at 25 

K. Wavelength selection is generally achieved by Bragg scattering from a crystal 

monochromator or by velocity selection through a mechanical chopper. In this way 
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high-quality, high-flux neutron beams with a narrow wavelength distribution are 

made available for neutron experiments.   

 3.3.1.2 Spallation source 

 In these sources neutrons are released by bombarding a heavy-

metal target (e.g., tantalum), with high-energy particles (e.g., protons) from a high-

power accelerator. The methods of particles acceleration tend to produce short intense 

bursts of high-energy protons, and hence pulses of neutrons. Spallation releases much 

less heat per useful neutron than fission (typically 30 MeV per neutron, compared 

with 190 MeV in fission). The low heat dissipation means that pulsed sources can 

deliver high neutron brightness with significantly less heat generation in the target.  

The main feature that differentiates spallation sources from reactors is the 

possibility for operation in pulsed mode. At reactor one obtains continuous beams 

with a thermalized Maxwellian energy spectrum. In a spallation source, neutrons 

arrive at the experiment while the production source is off, and the frequency of the 

pulsed source can be chosen so that slow neutron energies can be determined by time-

of-flight methods. The lower radiation background and convenient neutron energy 

information can be advantageous for certain experiments. 

3.3.2 Neutron reflectometry 

 Neutron reflectometry is used to probe the structure of surfaces, thin 

films or buried interfaces. Polarized neutron reflectometry (PNR) is a technique for 

studying the magnetization profile near the surface of thin films and magnetic 

multilayer materials. This technique involves shining a highly collimated beam of 

neutrons onto an extremely flat surface and measuring the reflected intensity as a 

function of the scattering vector Q (momentum transfer vector) perpendicular to the 
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reflecting surface. The exact shape of the reflectivity profile provides detailed 

information about the structure of surface, including the thickness, density, and 

roughness of any thin films layered on the substrate.  

At grazing incidence, it can be distinguished three scattering geometries, 

specular reflection, scattering in the incidence plane (off-specular scattering) and 

scattering perpendicular to the incidence plane (grazing incidence small-angle neutron 

scattering). The neutron scattering geometry is shown in Figure 3.10. 

 

 

 

Figure 3.10  Schematic of the neutron scattering geometry from different 

perspectives. Specular reflectivity geometry; off-specular scattering plane, 

corresponding to the incident plane (dotted plane); GISANS scattering plane (dashed 

plane), perpendicular to the incident plane (Adapted from Paul, 2012). 
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The correlation lengths can be estimated from the three equations of momentum 

transfers along three different axes due to the scattering geometry for small angles. 

 
2 2

sin ( ) sin ( ) .z i f i fQ Q
π π

α α α α
λ λ⊥    = = + ≈ +   

r r
 (3.21) 
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x f f i
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α θ α
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π
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λ

 = = + − 

 ≈ − − 
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 (3.22) 

 ||

2 2
cos ( )sin (2 ) .y f f fQ Q

π π
α θ θ

λ λ
′  = = ≈  

r r
 (3.23) 

As shown in Figure 3.10, the incident wave vector ik
r

 making an angle iα  in the 

x-z plane while the scattered wave vector fk
r

 making an angle fα  in x-z plane and 

also 2 fθ  in the x-y plane (relevant for diffuse scattering). Different length scales 

2 /Qξ π=
r

 (ranging from nm to mµ ) can be accessed by using different scattering 

geometries in most practical cases. Specular reflectivity probes the structure along zQ
r

 

or in the depth of the film (3 nm < ξ < 1 µm). Off-specular scattering probes surface 

features along xQ
r

 (500 nm < ξ < 50 µm) whereas grazing incidence SANS probes 

surface features in the range of 3 nm < ξ < 100 µm along .yQ
r

 

Neutron reflectometry is a specular reflection technique, where the angle of 

incident beam is equal to the angle of reflected beam. The reflection is usually 

described in terms of a momentum transfer vector, denoted ,zQ
r

which describes the 

change in momentum of neutron after reflecting from the material. Conventionally the 

z direction is defined to be the film normal direction. A typical neutron reflectometry 

plot displays the reflected intensity (relative to the incident beam) as a function of the  
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scattering vector ( )4 / sin .zQ π λ α=
r

 The neutron wavelength used for reflectivity is 

typically on the order of 0.2 to 1 nm.  

The measured reflectivity can be achieved either by using a monochromatic 

neutron and scanning a large range of incident angles, or by using the broad-band 

neutron time of flight method with fixed scattering angle. In the case of the time of 

flight method the fixed sample geometry ensures constant samples illumination and 

essentially constant zQ  resolution over the available zQ  range. The experimental set 

up and principle layout of the apparatus for multioptional reflectometry (AMOR) 

station at the Swiss spallation neutron source SINQ, Paul Scherrer Institute, PSI is 

shown in Figure 3.11. 

The moderated neutrons pass through a dish chopper to select the wavelength 

range. The beam is coarsely collimated by neutron absorbing jaws before entering the 

experimental measurement area. Fine collimation is achieved by two slits before the 

sample which define the illuminated area and resolution at the sample position. The 

beam intensity is monitored just before reaching the sample using a low efficiency 

monitor detector. Post sample, the background noise is suppressed by two further slits 

and shielded detector nose cone. Polarized incident neutrons are obtained by using a 

polarizer and the polarization of the reflected neutrons is determined using a analyzer 

crystal. Both polarizer and analyzer are consisting of a multilayer system comprising 

magnetic and non magnetic layers.      

 

 

 

 

 

 

 

 

 

 

 



 
 
 

103 
 

 

 

 

 

Figure 3.11 Schematic diagram of AMOR reflectometer at PSI (Gupta et al., 2004). 

 

3.4 DC magnetron sputtering 

 Magnetron sputtering is a type of Physical Vapor Deposition (PVD), a process 

in which a target material is vaporized and deposited on a substrate to create a thin 

film. Conductive materials can be deposited using a direct current (DC) power supply. 

For insulating or semiconducting targets, a radio frequency (RF) power supply is 

required with an automatic. This method is used to prepare multilayers of the 

composition SiO2/[Co(13 nm)/CoO(5 nm)/Au(25,30,35)]N=16 by the multilayer 

research group of Dr. Amitesh Paul, Technical University of Munich (TUM) and 

through collaborations for studying the local structure of Co atoms and the formation 

of various cobalt oxide forms in these samples by using the X-ray absorption 

spectroscopy technique as well as studying together on the magnetic properties of 

these samples using SQUID and PNR measurements. More details of the sample 

preparation and X-ray diffraction (XRD) are presented elsewhere (Paul and Mattauch, 

2004; Paul, Schneider and Stahn, 2007).   
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3.5 Precipitation method 

In this thesis, the BiFeO3 and Mn-doped BiFeO3 samples were prepared by the 

research group of Prof. Dr. Santi Maensiri and through collaborations for studying the 

local structure of Fe and Mn atoms in these samples by using the X-ray absorption 

spectroscopy technique. These samples were prepared by a precipitation method. 

More details of the sample preparation and X-ray diffraction (XRD) are presented 

elsewhere (Hunpratub et al., 2012; Unruan et al., 2012).   

  

 

 

 

 

 

 

 

 

 



 

CHAPTER IV 

XANES STUDY OF MANGANESE-DOPED BISMUTH 

FERRITE AND COBALT-COBALT OXIDE  

EXCHANGE-COUPLED SYSTEM 

 

4.1 XANES measurement of Mn-doped BiFeO3 

The nominal BiFe1-xMnxO3 ceramic compositions (with x = 0, 0.05, 0.10, 0.20, 

0.30, and 0.40) used in this study were prepared by a precipitation method (Unruan et 

al., 2012; Hunpratub et al., 2012). X-ray diffraction (XRD) measurements were first 

carried out to verify the global crystal structure of the BFO and Mn-doped BFO 

samples. The local structure of the Mn in BFO structure was then determined by 

XANES technique. The XANES measurements of Fe and Mn K-edge were performed 

in fluorescent mode with 13-component Ge detector (Canbera) at the X-ray 

absorption spectroscopy beamline (BL-8) of the Siam Photon Source (electron energy 

of 1.2 GeV with electron currents between 120 mA and 80 mA), Synchrotron Light 

Research Institute, Thailand. The XANES spectra of all samples were collected at 

ambient temperature. Double crystal monochromator Ge(111) with an energy 

resolution (∆E/E) of 43 10−×  was used to scan the synchrotron X-ray with the photon 

energy step of 0.25 eV in the range of 7090 to 7190 eV and 6520 to 6620 eV, 

covering the XANES region of Fe and Mn K-edges, respectively.  
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4.2 XANES measurement of Co/CoO/Au multilayers 

Multilayers (MLs) of the composition ( ) ( )2SiO / [Co 11.0nm /CoO 5.0nm /  

( ) N=16Au 25,30,35nm ]  were prepared by DC magnetron sputtering (Paul et al., 2006). 

During deposition, the Ar pressure in the magnetron sputtering chamber was 

33 10−× mbar. The process was started at a base pressure of 71 10−×  mbar. An 

ultraviolet was used to assist oxidation at an O2 pressure of 200 mbar at 50 °C for 1 h. 

A schematic of layer structures is shown in Figure 4.1. The Co ML samples are label 

as Co_25, Co_30 and Co_50. The sample numbers denote the thickness of Au layers.     

 The Co K-edge measurements were performed in the fluorescence mode with a 

13-component Ge detector at the x-ray absorption spectroscopy beamline (BL-8) of 

the Siam Photon Source (electron energy of 1.2 GeV, beam current 120-180 mA), 

Synchrotron Light Research Institute, Thailand. A double crystal monochromator Ge 

(220) was used to scan the energy of the synchrotron x-ray beam with energy steps of 

0.30 eV in the range of 7700 to 7785 eV covering the XANES region of Co K-edge. 

 

 

 

 

 

Figure 4.1 Schematic of layer structure of Co/CoO/Au ML. 
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4.3 XANES Analysis  

4.3.1 Identification of Mn site in BiFeO3 

 The measured Fe and Mn K-edge XANES spectra measured for BFO 

and Mn-doped BFO samples with different Mn contents are compared with standard 

Fe2O3 and Mn2O3 powders, as shown in Figure 4.2 and 4.3, respectively. For Fe K-

edge, the position of absorption edge of all samples resembles that of the Fe2O3 

standard, showing that the valence of Fe in BFO structure is +3, as expected. This 

observation also rules out the presence of the other bismuth ferrite secondary phases. 

Similarly, the Mn K-edge spectra of all samples and the Mn2O3 standard have similar 

positions of the absorption edge. This result indicates that the majority of Mn species 

in Mn-doped BFO is Mn3+. Furthermore, both spectra contain the same main features, 

implying that the majority of Mn atoms assumes the same lattice locations in these 

samples. The main feature of the Mn K-edge XANES spectra are composed of two 

shoulders and three peaks labeled as 1 2 1 2, , , ,s s p p  and 3p (as shown in inset of 

Figure 4.3). The pre-edge (1s ) absorption region around 6542 eV is attributed to the 

electric dipole forbidden transition of a 1s electron to an unoccupied 3d orbital, which 

is partially allowed because of electric quadrupole coupling and/or 3d-4p orbital 

mixing. The main absorption edge feature (2s ) is assigned to the purely dipole-

allowed 1s→4p transition. Feature 1 2,p p  and 3p  result from the multiple-scattering 

contribution of absorbing Mn in MnO6 octahedra surrounded by Bi.  
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Figure 4.2 Normalized Fe K-edge XANES spectra of BiFeO3 and Mn-doped 

BiFeO3 ceramics with the different Mn concentrations with comparison to the Fe2O3 

standard sample.  
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Figure 4.3 XANES spectra of Mn K-edge of Mn-doped BiFeO3 ceramics with 

comparison to the Mn2O3 standard sample. Inset presents the broadening and 

increasing of 1p , and 2p  peaks. 
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The features of Mn K-edge spectra of all the samples also look similar to those 

of Fe K-edge spectra, indicating that the local structure surrounding Mn atoms in Mn-

doped BFO samples is similar to that of Fe atoms, which means Mn substituting for 

Fe in Mn-doped BFO samples. However, a small shift of the absorption edge to the 

higher energy and the broadening and increasing of1p and 2p  peaks can be observed 

when Mn concentration increases, as shown in inset of Figure 4.3. These results can 

be attributed to the formation of secondary phase with 2 4 9Bi Fe O or BiMn2O5 structure 

appeared in XRD pattern of high Mn-doped BFO samples (not shown here). 

To further identify the lattice location of Mn atoms in BFO structure, ab initio 

XANES calculations of Mn at several lattice locations were carried out using 

FEFF8.2 code (Ankudinov, 1998). This code utilizes a full multiple scattering 

approach based on ab initio overlapping muffin-tin potentials. The muffin-tin 

potentials used in FEFF code were obtained using self-consistent calculations with 

Hedin-Lundqvist exchange-correlation functions. The sphere with 5.5 Å radius 

(containing approximately 50-atoms) around the absorber Mn atom was used for the 

self-consistent calculations. The full multiple scattering calculations included all 

possible paths within a large cluster radius of 7.8 Å (containing approximately 150-

atoms). The electronic transitions associated with the XANES measurements must 

follow the dipole selection rule.  

In BFO perovskite structure, as shown in Figure 4.4(a), there are three probable 

Mn sites: Mn substituting on the Bi site ( BiMn , Figure 4.4(b)), Mn substituting on the 

Fe site ( FeMn , Figure 4.4(c)), and Mn interstitial ( iMn ). The crystal structure of 

BiMnO3 and BiMn2O5 are also shown in Figure 4.4(d) and 4.4(e), respectively. In 
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these lattice settings, BiMn  and FeMn  are surrounded by O atoms, while iMn  is 

surrounded by O and Bi atoms. The calculated XANES spectra of BiMn , FeMn , and 

iMn  are shown in Figure 4.5. It is clear that the features of calculated FeMn  XANES 

spectrum match very well with those of the measured ones. On the other hand, the 

calculated XANES spectrum of BiMn  can be clearly ruled out and the iMn  

calculation produces some features with slight similarity to the measured XANES 

spectra. The results intuitively indicate the lattice location of Mn atoms at B-site (Fe) 

in the BFO unit cell ( FeMn ).  

 

 

 

Figure 4.4 (a) Perovskite crystal structure of BiFeO3. [(b)-(c)] Schematic 

illustrations of Mn on Fe site, Mn on Bi site, and interstitial Mn. [(d)-(e)] show the 

crystal structure of BiMnO3 and BiMn2O5, respectively. 
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Figure 4.5 The measured Mn K-edge XANES spectra of Mn-doped BiFeO3 

ceramics compared with the calculated Mn K-edge XANES spectra of the different 

Mn lattice locations ( Fe Bi iMn , Mn and Mn ). 
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4.3.2 Determination of secondary phase in Mn-doped BiFeO3 

 In order to clarify a small shift of the absorption edge to the higher 

energy and the broadening and increasing of1p and 2p  peaks, the Mn K-edge XANES 

spectra of pure BiMnO3 and BiMn2O5 are compared qualitatively with those of Mn-

doped BFO samples (as shown in Figure 4.6(a)), as these spectra were obtained by 

extrapolating the spectra reported by Yoneda et al. (Yoneda et al., 2012) and Shukla 

et al. (Shukla et al., 2008), respectively. It can be clearly observed that the spectrum 

of low Mn-doped BFO sample (x=0.05) certainly represents the features of pure 

BiMnO3 XANES spectra, while the spectrum of the high Mn-doped BFO sample 

(x=0.40) mostly represents the features of pure BiMn2O5 XANES spectra; an 

indication of the secondary phase formation. To estimate the quantitative constituent 

of the secondary phase, the Mn K-edge XANES spectra of x=0.05 and x=0.40 are 

considered as the parent component for creating the linear combination spectra. The 

proportion of BiMnO3 and BiMn2O5 obtained from the fits are tabulated in the Table 

4.1. The fitted XANES spectra with various proportions of BiMnO3 and BiMn2O5 are 

shown as a solid curves superimposed on top of the measured XANES spectra in 

Figure 4.6(a). To validate this interpretation, the ab initio calculation was also 

performed.  

 

Table 4.1 Proportion of BiMnO3 and BiMn2O5 in Mn-doped BiFeO3 samples. 

Sample 

(BiFe1-xMnxO3) 

Proportion of BiMnO3 

(x = 0.05) 

Proportion of BiMn2O5 

(x = 0.40) 

R-factor 

x = 0.10 0.967 0.033 0.0004 

x = 0.20 0.332 0.668 0.0004 

x = 0.30 0.171 0.829 0.0003 
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 Figure 4.6 (a) Comparison of the extrapolated BiMnO3 and BiMn2O5 spectra 

obtained from Yoneda et al. and Shukla et al., respectively, and the measured Mn K-

edge XANES spectra of Mn doped BFO samples. Also included are the linear 

combination of Mn K-edge XANES spectra with various proportions of BiMnO3 and 

BiMn2O5. (b) The calculated Mn K-edge XANES spectra of BiMnO3 and BiMn2O5. 

The fitted linear combination XANES spectra are also plotted. 

 

The FEFF 8.2 code is used to calculate the Mn K-edge XANES spectra of 

BiMnO3 and BiMn2O5 for ensuring all features of extrapolated XANES spectra. 

Similarly, the calculated Mn K-edge XANES spectra with various compositions can 

be simulated by using the linear combination of the proportion of BiMnO3 and 

BiMn2O5, as shown in Figure 4.6(b). More importantly, the features of the calculated 
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XANES spectra confirmed the accuracy of extrapolated XANES spectra and are in 

good agreement with the corresponding measured spectra obtained from Mn-doped 

BFO samples. This result supports that (1) Mn atoms certainly occupy B-site (Fe) in 

Mn-doped BFO samples and (2) a small shift of the absorption edge to the higher 

energy and the broadening and increasing of1p and 2p  peaks of Mn K-edge XANES 

spectra of Mn-doped BFO samples probably occur due to the increasing of the 

formation of BiMn2O5 as the Mn content are increased, which cannot be revealed by 

XRD measurement.  

4.3.3 Determination of secondary phase in Co/CoO/Au multilayers 

 The measured Co K-edge XANES spectra measured for the MLs are 

compared with standard Co metal (foil), CoO and Co3O4 powders, as shown in Figure 

4.7. It can be clearly seen that XANES spectra of all MLs are likely to be the 

superposition of the standard spectra of Co in many forms. For instance, the pre-edge 

peak (7715 eV) is quite similar to that of the Co metal and the highest peak (7725-

7730 eV) can be the superposition of the highest peak of CoO and the peak of Co 

metal at around 7730 eV.   

In order to determine the weighted proportion of CoxOy and Co layers, the linear 

combination analysis (LCA) are considered. By considering CoO, Co3O4 and Co 

metal as the parent components, the XANES spectra of all Co/CoO/Au MLs are fitted 

(lines) with a superposition of XANES profiles of the parent components using the 

LCA method. The fitted was performed using the package ATHENA (Ravel and 

Newville, 2005) with the LCA tool. The best fits are shown in Figure 4.8(a) together 

with the measured XANES spectra (solid symbols). In this way, the weighted 

proportions of CoxOy and Co layers can be estimated as shown in Table 4.2. 
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Figure 4.7 Normalized Co K-edge XANES spectra of the Co MLs with the different 

Au layer thickness with comparison to the Co metal, Co3O4, and CoO standard 

samples.   
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Table 4.2 Proportion of Co metal, CoO and Co3O4 in the Co/CoO/Au MLs. 

Sample Proportion of 

Co metal 

Proportion of 

CoO 

Proportion of 

Co3O4 

R-factor 

Co_25 

Co_30 

Co_50 

0.793 

0.771 

0.738 

0.192 

0.212 

0.224 

0.015 

0.017 

0.038 

0.00019 

0.00025 

0.00013 

 

Furthermore, to examine the weighted proportions of CoxOy and Co metal forms 

in the Co MLs, the calculated XANES spectra of the Co metal, Co3O4 and CoO were 

performed using FEFF 8.2 code which is based on ab initio multiple scattering 

calculation (Ankudinov et al., 1998). The calculated spectra are shown in Figure 

4.8(b). For Co metal (hexagonal), 2.5074a= Å and 4.0699c= Å are used as the 

lattice parameters, whereas 4.2667a= Å is used for the lattice constant of CoO 

(rocksalt) structure. For Co(CoO) metal, a cluster of 40(57) atoms [radius of 4.5(5.0) 

Å] is used to calculate the self-consistent field muffin-tin atomic potentials within the 

Hedin-Lundqvist exchange potential and a 80-atom cluster with a radius of 6.0 Å is 

used for full multiple scattering calculations. They include possible paths within a 

larger cluster radius of 7.0 Å (147 atoms).     

The proportions of each of the constituents are varied for generating the 

calculated (an initio) spectra according to the R-factor obtained from the proportional 

fits and compare them with measured XANES spectra. One can easily see that the 

calculated XANES spectra are in very good agreement with the corresponding 

features in the measured spectra of the MLs in both energy positions and shapes. This 

confirms the presence of multiple constituents in the MLs from ab initio calculations. 
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Figure 4.8 (a) Comparison of the measured Co K-edge normalized XANES spectra 

of the Co/CoO MLs (open symbols) and their fits (lines) using the LCA method. Also 

included are the reference spectra for CoO, Co3O4 and Co metal. (b) The ab initio 

calculated XANES spectra for the reference materials are generated using the FEFF 

8.2 code. A weighted proportion of the species, with various proportions of Co metal, 

Co3O4, and CoO as obtained from the fits are used to calculate the ML spectra, is also 

plotted.  
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Figure 4.9 The ratio RS from the Co K-edge spectra obtained from two possible 

scenarios for the AF layer (i) with CoO + Co3O4 content and (ii) only with CoO. 

 

The ratio of signal, RS is determined by evaluating the ratio between the Co-

signal and the CoO-or the CoO + Co3O4 signal as obtained from the fit. Therefore, 

two possible circumstances for the AF layer are considered for comparing the ratios 

(i) with CoO + Co3O4 content and (ii) only with CoO content. The plot of the ratio RS 

against the Au spacer layer thickness is shown in Figure 4.9. A better agreement with 

the data is obtained while considering circumstance (i). The goodness of fit parameter 

(R-factor) decreases by 5-30%. This indicates that the Co/CoO/Au MLs are composed 

of phase-separated regions that differ in the proportion of Co metal, Co3O4 and CoO. 

 From the ratio RS in Figure 4.9, it is interesting to note that the XANES spectra 

show an increasing proportion of oxide (AF) material, which is largely compensated 

by a decreasing proportion of Co in the Co/CoO/Au MLs. A plausible change in the 
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deposition pressure and temperature, with increasing deposition time (while growing 

thicker Au layers), might have caused an ≈4% increase the Co3O4 content. Co3O4 has 

an ordering temperature (TN = 40 K) lower than CoO, which can vary depending upon 

the FM layer in its proximity (Gangopadhyay et al., 1993). Coupling of the 

uncompensated AF spins within the Co3O4 proportion may be quite different from 

that of within the CoO proportion, as they have different anisotropy axes. Therefore, 

the presence of multiple constituents with different magnetic ordering temperatures 

will affect the magnetization loop and an increase in the exchange bias field (Girgis et 

al., 2003). 

 

 

 

 

 

  

 

 

 

 

 

 

 

 



 

CHAPTER V 

SQUID AND PNR STUDY OF RECOVERY OF THE 

UNTRAINED STATE IN COBALT-COBALT OXIDE  

EXCHANGE-COUPLED SYSTEM 

 

5.1 SQUID measurement of Co/CoO/Au multilayer 

Conventional in-plane magnetization loops are measured using a 

superconducting quantum interference device (SQUID) MPMS and a physical 

property measurement system (PPMS) from Quantum Design. All SQUID 

measurements were done after the sample was cooled down to 10 K from room 

temperature (RT) in the presence of a well defined cooling field of FCH = +10.0 kOe 

(along the –y axis) provided by a cryomagnet and then it was subjected to two 

consecutive field cycling (first and second). After the second hysteresis loop we have 

completed a third hysteresis loop, which starts and ends in the direction ( REΩ ) away 

from the initial field cooling direction, before measuring the hysteresis loop along the 

fourth and fifth field cycles which is along the same direction as the first and second 

field cycles. Therefore, all measurements were along the y axis except for the third 

field cycle. 

 The sample was raised to room temperature and cooled again each time. We 

choose a different amplitude of the reorientation field FCH  and also along a different 

orientation REΩ  in measuring along the third field cycle. The purpose of the third 
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field cycle is simply to reorient the spin configuration after the first field cooling. The 

orientation angles were made possible by using a precision sample rotator attached to 

the SQUID. 

 

5.2 PNR measurement of Co/CoO/Au multilayer 

The neutron scattering experiments were performed at the polarized neutron 

reflectometer (PNR) with polarization analysis AMOR in a time of flight (TOF) mode 

at SINQ, Paul Scherrer Institute in Switzerland. The neutron measurements were done 

following the very same procedure as described for measuring the SQUID data which 

enabled us to measure along the decreasing branch (applied field opposite to the 

cooling field). The different orientation angles of the sample with respect to the initial 

cooling field direction were made possible by using a unique precision sample rotator 

within the cryomagnet at the sample position of AMOR.  

Figure 5.1 shows a sketch of the neutron scattering geometry together with the 

direction of the magnetic field during the field cycles. Here the applied field aH  along 

the y axis is shown to be antiparallel to the cooling field FC.H  The FM magnetization 

(MFM) is making an angle Aφ  with respect to the field axis. The reorientation fields are 

shown along different orientation REΩ  in the sample plane. 
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RE 45Ω = °

RE 90Ω = °

RE 135Ω = °

iα fα

Aφ

 

Figure 5.1 Illustration of the neutron scattering geometry. aH  along the +y axis is 

shown to be antiparallel to FC.H  MFM is the FM magnetization making an angle Aφ  

with respect to the field axis. The reorientation field REH  along the –x axis (for 

RE 90Ω = ° ) is also shown along with two other orientations (RE 45Ω = °  and 

RE 135Ω = ° ) in the sample plane.  

 

5.3 SQUID Analysis 

Figures 5.2, 5.3 and 5.4 show SQUID hysteresis loops measured at 10 K for an 

in-plane cooling field. The parallel component of magnetizations ( )FM||M  were 

measured for different strengths of the FCH  values and for three different orientation 

angle RE.Ω  The usual asymmetry in the magnetization reversal during the first field 

cycle and the disappearance of the asymmetry during the second field cycle can be 

clearly seen. We define the exchange bias shift ( )EB C1 C2 / 2,H H H= +  where C1H  and 

C2H  are the coercive fields on the decreasing and increasing branches of the 

hysteresis loop. Thus, the exchange bias field along the cooling field axis is 
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approximated to be around -630 Oe and -430 Oe for the first and second field cycles, 

respectively. This decrease in the bias field is owing to normally observed training. 

The first hysteresis loop reveals a kink around -1500 Oe along the decreasing branch 

and at around +100 Oe along the increasing branch. These are typical indications of 

different oxidation levels in the CoO layers in the stack. Such a variation of oxidation 

affects the exchange coupling that result in a decrease in the switching fields along the 

respective branches (Paul et al., 2013).          

After the first two field cycles, the third hysteresis loop shows the magnetization 

for different values of REH  while completing a field cycle along REΩ = 45°, 90°, and 

135° in Figure 5.2, 5.3, and 5.4, respectively. At REΩ = 135° the magnetization goes 

negative for REH = 0.5 kOe since it changes its direction. After each third field-

cycling process, it was followed by two other consecutive hysteresis loop 

measurements along the fourth and fifth field cycles, respectively. By comparing the 

coercive fields of the second and fourth field cycles, one can find that there is indeed 

a reinduction of the unstrained state. However, during the fifth field cycle the revival 

is completely lost. The degree of reinduction certainly varies with the strength of the 

REH values and with the orientation angle RE.Ω    

To further analyze the SQUID data, we have plotted the derivative of the 

magnetization mag a/dM dHχ =  as a function of field corresponding to the different 

loops as shown in Figure 5.5 for REH = 0.5 kOe , as an example. The two peaks on 

either branch of the hysteresis loops indicate multiple switching fields. We ignore the 

smaller peak and concentrate on the main peaks A1 and A2 on the decreasing and the 

increasing branch, respectively, which represents most of the magnetization (from 

majority of the layers) within the layer stack.   
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Figure 5.2 SQUID magnetization hysteresis loops for different field cycles 

measured at 10 K and for various reorientation fields REH  along REΩ = 45° in the 

sample plane. The stars mark the applied field values aH  for the neutron 

measurement along the respective branch of the loops.    
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Figure 5.3 SQUID magnetization hysteresis loops for different field cycles 

measured at 10 K and for various reorientation fields REH  along REΩ = 90° in the 

sample plane. The stars mark the applied field values aH  for the neutron 

measurement along the respective branch of the loops.    
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Figure 5.4 SQUID magnetization hysteresis loops for different field cycles 

measured at 10 K and for various reorientation fields REH  along REΩ = 135° in the 

sample plane.  

 

In order to quantify the degree of reinduction of the untrained state, we have 

taken the following path. Firstly, we calculate the integrated areas under each peak 

from a Gaussian fit to each and every peak A1 and A2 for each field cycle shown in 

Figure 5.5 Secondly, we approximate the degree of asymmetry by defining a 

parameter X1 for the first hysteresis loop as X1 = Hys1A1/Hys1A2. A similar 

procedure was selected for the second, fourth, and fifth hysteresis loops as we 

estimate X2 = Hys2A1/Hys2A2, X4 = Hys4A1/Hys4A2, and X5 = Hys5A1/Hys5A2. Here 

Hys1A1,A2, Hys2A1,A2, Hys4A1,A2, and Hys5A1,A2 are the integrated areas under the 
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peaks corresponding to the derivatives of the first, second, fourth and fifth hysteresis 

loops, respectively, as shown in Table 5.1, 5.2 and 5.3 for various fields REH for 

REΩ = 45°, 90° and 135°,  respectively. Finally, we defined the ratio of the integrated 

areas under each peak as C12 = X1/X2, C14 = X1/X4, and C15 = X1/X5, and are 

tabulated along with the parameter Xn (n = 1, 2, 4, 5) in Table 5.4, 5.5 and 5.6 for 

various fields REH  for REΩ = 45°, 90° and 135°, respectively. 

          

 

 

Figure 5.5 The field derivative of magnetization magχ  as a function of field 

measured at a reorientation field REH = 0.5 kOe and along different REΩ  in the 

sample plane. The Gaussian fits to the peaks are in lines.   
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Table 5.1 The integrated areas under the main peaks A1 (decreasing branch) and A2 

(increasing branch) corresponding to the derivatives of the first, second, fourth and 

fifth hysteresis loops for various fields REH  for REΩ = 45°. 

HRE  
Hys1A1 Hys1A2 Hys2A1 Hys2A2 Hys4A1 Hys4A2 Hys5A1 Hys5A2 

(kOe) 

0.5 210.87 318.89 315.58 460.95 389.30 518.32 407.54 504.85 

2 212.48 315.43 333.25 452.53 333.43 563.05 755.51 589.92 

3 207.69 318.36 357.27 482.00 291.04 544.78 796.48 584.18 

4 212.46 316.58 349.33 467.57 305.34 550.77 809.28 591.47 

5 213.00 313.58 347.25 460.04 308.70 555.57 771.18 597.11 

6 212.91 315.78 348.32 460.24 300.77 561.67 800.85 609.33 

10 211.64 310.36 324.25 463.99 284.85 572.20 732.66 638.40 
 

 

Table 5.2 The integrated areas under the main peaks A1 (decreasing branch) and A2 

(increasing branch) corresponding to the derivatives of the first, second, fourth and 

fifth hysteresis loops for various fields REH  for REΩ = 90°. 

HRE  
Hys1A1 Hys1A2 Hys2A1 Hys2A2 Hys4A1 Hys4A2 Hys5A1 Hys5A2 

(kOe) 

0.5 207.35 317.54 316.25 469.22 382.80 509.72 426.61 515.91 

1 211.16 311.29 323.18 465.69 321.83 503.83 413.86 527.75 

1.5 205.97 330.01 339.06 474.12 299.93 523.28 487.33 558.19 

2 212.48 316.54 321.47 452.66 272.90 514.73 462.94 559.42 

2.5 210.36 339.97 320.36 456.12 300.25 549.32 584.12 572.97 

3 211.26 316.29 359.62 467.09 333.96 548.60 511.12 602.53 

5 207.76 318.92 319.52 472.64 303.03 537.43 474.31 563.62 

10 207.68 316.18 312.38 475.45 302.38 516.74 496.31 575.19 
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Table 5.3 The integrated areas under the main peaks A1 (decreasing branch) and A2 

(increasing branch) corresponding to the derivatives of the first, second, fourth and 

fifth hysteresis loops for various fields REH  for REΩ = 135°. 

HRE  
Hys1A1 Hys1A2 Hys2A1 Hys2A2 Hys4A1 Hys4A2 Hys5A1 Hys5A2 

(kOe) 

0.5 205.76 321.47 321.99 504.34 401.00 554.07 449.32 582.90 

2 208.86 314.75 308.34 465.30 546.37 544.18 699.26 596.25 

10 210.08 324.43 319.57 478.43 623.48 515.11 724.54 525.23 

 

 

Table 5.4 The ratio of integrated areas under the main peaks A1 (decreasing branch) 

and A2 (increasing branch) corresponding to the derivatives of the first, second, 

fourth and fifth hysteresis loops for various fields REH  for REΩ = 45°. 

HRE  
X1 X2 X4 X5 C12 C14 C15 

(kOe) 

0.5 0.6613 0.6846 0.7511 0.8072 0.9659 0.8804 0.8192 

2 0.6736 0.7364 0.5922 1.2807 0.9148 1.1376 0.5260 

3 0.6524 0.7412 0.5342 1.3634 0.8801 1.2211 0.4785 

4 0.6711 0.7471 0.5544 1.3683 0.8983 1.2106 0.4905 

5 0.6792 0.7548 0.5556 1.2915 0.8999 1.2224 0.5259 

6 0.6742 0.7568 0.5355 1.3143 0.8909 1.2591 0.5130 

10 0.6819 0.6988 0.4978 1.1477 0.9758 1.3698 0.5942 

 

 

 

 

 

 

 

 

 

 



 

131

Table 5.5 The ratio of integrated areas under the main peaks A1 (decreasing branch) 

and A2 (increasing branch) corresponding to the derivatives of the first, second, 

fourth and fifth hysteresis loops for various fields REH  for REΩ = 90°. 

HRE  
X1 X2 X4 X5 C12 C14 C15 

(kOe) 

0.5 0.6530 0.6740 0.7510 0.8269 0.9689 0.8695 0.7897 

1 0.6784 0.6940 0.6388 0.7842 0.9775 1.0620 0.8650 

1.5 0.6241 0.7151 0.5732 0.8731 0.8728 1.0889 0.7149 

2 0.6712 0.7102 0.5302 0.8275 0.9452 1.2661 0.8111 

2.5 0.6188 0.7024 0.5466 1.0195 0.8810 1.1321 0.6070 

3 0.6679 0.7699 0.6088 0.8483 0.8675 1.0972 0.7874 

5 0.6515 0.6760 0.5638 0.8416 0.9637 1.1554 0.7741 

10 0.6569 0.6570 0.5852 0.8629 0.9997 1.1225 0.7613 

 

 

Table 5.6 The ratio of integrated areas under the main peaks A1 (decreasing branch) 

and A2 (increasing branch) corresponding to the derivatives of the first, second, 

fourth and fifth hysteresis loops for various fields REH  for REΩ = 135°. 

HRE  
X1 X2 X4 X5 C12 C14 C15 

(kOe) 

0.5 0.6401 0.6384 0.7237 0.7708 1.0026 0.8844 0.8303 

2 0.6636 0.6627 1.0040 1.1728 1.0014 0.6609 0.5658 

10 0.6476 0.6680 1.2104 1.3795 0.9695 0.5350 0.4694 
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Finally, we plot in Figure 5.6  the ratio of the integrated areas under each peak 

for different strengths of the REH values and for three different orientation angle RE.Ω  

Thus C12 (up-triangles) lies close to unity and defines the initial degree of training 

with respect to the state where REH = 0 Oe and REΩ = 0°. This is compared with the 

case every time we heat the ML sample up to room temperature and cool down again 

to 10 K in FCH = +10 kOe as we set for a different value of REH  and RE.Ω The slight 

variation of C12 from unity with increasing REH  redefines the initial trained state.   

 

 

 

Figure 5.6 The normalized integrated area ratios C1n = X1/Xn (n = 2,4,5) with 

respect to the initial training for various reorientation field REH  and along different 

orientations REΩ  in the sample plane. Here n is the number of loop cycle. The symbol 

sizes are typical of their error bars. 
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Here some specific cases are considered and discussed. It may be noted that 

C14 seems clearly higher than C12, C15 is always lower. This is true for REΩ = 45° 

and REΩ = 90° and for all REH  with an exception for REH = 0.5 kOe, where C14 is 

also lower. On the other hand, for REΩ = 135°, C14 and C15 are always lower than 

C12. Following these plots one can deduce on the fact that a reinduction of the 

training has plausibly occurred where C14 is higher than C12. The plot of C15 

indicates that the reinduction of training is ultimately lost after such a revival. 

To drive the point on the degree of reinduction/recovery further, we summarize 

our finding in Figure 5.7 where we plot the ratio of the normalized integrated areas 

C14 with respect to C12 for the three REΩ values. These ratio (C14/C12) reveal that 

the reinduction is most efficient (∼42%) for REΩ = 45° and attains a fairly constant 

value after REH = 3.0 kOe. For REΩ = 90°, one can see that a maximum of the 

reinduction is reached around REH = 2.0 kOe. Note that this is very similar to the 

value reported by Brems et al. as well for the REΩ = 90° case. Furthermore, it agrees 

with their observation that the amplitude of reorientation ( )⊥  field needs to be 

sufficiently large (∼1.9 kOe) in order to realize a maximum in reinduction (Brems et 

al., 2013). Interestingly, unlike that in the REΩ = 45° case, here we find a decrease 

(from 35% to 10%) in the reinduction for any further increase in RE.H  However, in 

the case when REΩ = 135° there is no indication of reinduction.      
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Figure 5.7 The ratio of normalized integrated area corresponding to the fourth field 

cycle with respect to the trained state during the second field cycle (C14/C12) for 

various reorientation field REH  and along different REΩ  in the sample plane. The 

symbol sizes are typical of their error bars. 

 

5.4 PNR Analysis 

5.4.1 First and second field cycles 

 Figure 5.8 shows the specular NSF and SF scattering signals measured at 

10 K after the system has been cooled down in the presence of FCH = +10.0 kOe. The 

data display at least four orders of magnitude drop in intensity at Qz = 0.11 Å-1. We 

first concentrate on the data that was measured at a saturation field of aH = -10.0 kOe 

[Figure 5.8(c)] during the first field cycle. The black star markers in Figure 5.2 show 

the field measurement. We do not expect any SF signal to be present in the data which 

were measured at saturation. Thus, the intensities in the SF channel are from the small 
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contribution of the NSF intensities which appears in the SF channels due to nonideal 

efficiencies of the polarizer and analyzer which amounts to polarization efficiency 

factor P ≈ 94%.     

The layer thickness, nuclear nρ  and magnetic mρ  scattering length density 

(SLD) can be obtained by fitting the saturation data. For Co layers in the stack, we get 

the information on nρ ≈ 6 23.0 10 Å− −×  and mρ ≈ 6 23.0 10 Å .− −×  For Au and CoO layers, 

nρ ≈ 6 24.5 10 Å− −×  was obtained. The thicknesses and the SLD values of the individual 

layers in the multilayer are found to be close to their nominal values and they are 

tabulated along with the nuclear and magnetic SLDs in the Table 5.7. Note that since 

R R−− ++>  (as Ha is negative), we expect a complete alignment of the Co moments 

along the field direction at -10 kOe. This means that 0 .Aφ = °    

Next, we examine the data measured at a coercive file of aH = -2.0 kOe [Figure 

5.8(a)] and aH = -2.07 kOe [Figure 5.8(b)] during the first field cycle (marker by the 

blue stars in Figure 5.2). The fit to the data set reveal that the magnetization reversal 

is via domain wall and/or nucleation (DW) process. The identification of the reversal 

process via DW or rotational reversal from the SF was demonstrated more than a 

decade earlier (Gierlings et al., 2002). Here in our model we have considered eight of 

the Co layers to have flipped ( 0Aφ = ° ) along the field direction while the other eight 

layers have not ( 180Aφ = ° ). However, due to the fact that the net magnetization in the 

system at this field is close to zero (R R++ −−≈ since MFM = 0) it is not possible to 

determine the preferential directional sense of MFM the with respect to the FCH  

direction. 
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Figure 5.8 Specular reflectivity patterns (solid symbols) along with their best fits 

(open symbols) as a function of Qz for the NSF [R−− (square) R++ (circle)] and SF 

[ R−+ (triangle)] channels measured at (a) close to the coercive field aH = -2.0 kOe, (b) 

a slightly higher field aH = -2.0 kOe, (c) a saturation field aH = -10.0 kOe during the 

first field cycles, and (d) at aH = -1.55 kOe during the second field cycle.  
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Table 5.7 Fit parameters extracted from the PNR results at saturation. Here nρ  and 

mρ designate the nuclear and magnetic scattering length densities, respectively.   

Multilayer Au CoO Co Error 

Thickness (nm) 20.0 5.1 10 ± 0.2 

( )6 210 Ånρ
− −×  4.5 4.5 3.0 ± 0.2 

( )6 210 Ånρ
− −×  0.0 0.0 1.0 ± 0.2 

 

When the sample is measured at a slightly higher coercive field, the directional 

sense of the FM layers can be clearly sensed. This is due to the imbalance in the 

torque on the magnetic layers that would be exerted on the layers at a field higher than 

the coercive field. Here at aH = -2.07 kOe [Figure 5.8(b)], since ,R R−− ++>  it can 

deduce from the fit to the data that more numbers of the FM layers (14 out of 16) have 

flipped ( 0Aφ = ° ) towards the aH  direction while the bottommost layer ( 180Aφ = ° ) 

has not. The top/bottom FM layer ( 17Aφ = ° ) has a different turn angle which can be 

ascribed to a loosely coupled state of the FM layer. The alteration in coupling strength 

is due to the asymmetric sequence of the layers in the stack. The difference between 

the top or bottom layer upon their interchange in magnetization angle is not very 

clear. It may be note that the SF signals at the two measuring fields ( aH = -2.0 and -

2.0 kOe) did not show significant differences owing to negligible variation in the 

perpendicular components of the respective layer magnetizations.  

Next we examine the data measured at aH = -1.55 kOe [Figure 5.8 (d)] during 

the second field cycle. The red star in Figure 5.2 shows the field of measurement. In 

this case, the fits to the data reveal that almost all the FM layers (14) in the stack are 
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undergoing a simultaneous rotational reversal process with 30 .Aφ = °  While the 

topmost and the bottommost layer have slightly different turn angles ( 50Aφ = ° ) from 

the rest.    

 Figure 5.9 shows the layer switching sequences for aH = -2.07 kOe during the 

first field cycle and aH = -1.55 kOe during the second field cycle. The reversal is 

dominated by DM process and by the rotational reversal process, respectively. The 

rotational senses of MFM for all the layers are seen to be preserved. Here the rotational 

senses of the layers are indicated towards the aH  direction as .R R−− ++>  One may 

recall that apart from a decrease in the coercive field, rotational reversal process of the 

layers is also a strong signature of training in Co/CoO systems where the untrained-

state reversal mechanism during the first field cycle is usually via a DW reversal 

process.    

 

Figure 5.9 FM layers switching sequence during the first field cycle at aH = -2.07 

kOe and during the second field cycle at aH = -1.55 kOe. The arrows indicate that the 

MFM orientations in the respective layers. The applied field Ha is along the –y axis. 
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Figure 5.10 (a) SF specular reflectivity [R−+ ] patterns as a function of Qz measured 

during the first field cycle at aH = -2.07 and -10.0 kOe and during the second field 

cycle at aH = -1.55 kOe. (b) Plot of the corresponding corrected SF signals as a 

function of Qz.  

 

 We compare the measured SF scattering signals (perpendicular component of 

MFM) measured at 10 K and at a field of aH = -2.07 and -10 kOe (at saturation) during 

the first field cycle and -1.55 kOe during the second field cycle, as shown in Figure 

5.10(a). The corrected SF signal in Figure 5.10(b) is the subtracted-off SF signal at 

saturation. This can be estimated as the net SF signal assuming no SF signal to be 
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appeared at saturation (neutron polarization is collinear with the magnetization 

direction). However, the small increase in the corrected SF signal during the first field 

cycle, which is unexpected during a DW reversal process, is owing to some instability 

within one of the unflipped layer of 16 layers (Paul et al., 2011). During the second 

field cycle we find a significant increase in the corrected SF intensity. This increase is 

related to a rotational reversal process and therefore leads to training (Gierlings et al., 

2002).  

5.4.2 Fourth field cycle with ΩRE = 45° 

 PNR measurements during the fourth field cycles were performed 

keeping REΩ = 45°. The blue star markers in Figure 5.2 show the fields of 

measurements. The specular NSF and SF scattering signals measured at 10 K and 

at aH = -1.44, -1.67, and -1.73 kOe during the fourth field cycles are shown in Figure 

5.11(a), (b) and (c), respectively. The respective aH  values were chose slightly higher 

than the coercive field which are corresponding to three different respective values of 

REH (= 0.5, 3.0, and 10.0 kOe). Notice that each time we chose to select for a different 

HRE value during the third field cycle, we have used a different aH  value during the 

fourth field cycle. This was done in accordance with the measured SQUID data. 

To consider REH = 0.5 kOe, the fits to the data reveal magnetization reversal via 

rotation of the FM magnetization majority of the layers with 35 .Aφ = °  We also could 

find that almost all layers (14 out of 15 the layers) in the stack are rotating 

simultaneously with the exception of the top ( 55Aφ = ° ) and the bottom ( 65Aφ = ° ) 

layers which have different turn angles. The rotational sense of MFM for all the layers 

are seen to be preserved since Aφ  lies in between 0°  and 180 .°      
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Figure 5.11 Specular reflectivity patterns (solid symbols) along with their best fits 

(open symbols) as a function of Qz for the NSF [R−− (square) R++ (circle)] and SF 

[ R−+ (triangle)] channels measured at (a) aH = -1.43 kOe, (b) aH = -1.67 kOe, and (c) 

aH = -1.73 kOe during the fourth field cycle for different REH (= 0.5, 3.0 and 10.0 

kOe, respectively) values when REΩ = 45°. 
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In the case of REH = 3.0 kOe, the fits to the data reveal magnetization reversal 

process of the multilayer is via both a DW (flipping) and rotational process. In this 

case, 12 out of 16 the layers with 0Aφ = °  have flipped while the bottommost did not 

flip ( 180Aφ = ° ). A layer above the bottommost layer ( 40Aφ = ° ) and two layers from 

the top ( 25Aφ = ° ) are found to be rotating. Therefore, we have a combination of 

rotation and flipping, depending upon the degree of coupling of the layers. 

For REH = 10.0 kOe, a distinct layer-by-layer flipping scenario are occurred. 

The scenario is close to the case during the first field cycle. Here, 13 out of the 16 

layers have flipped ( 0Aφ = ° ), while the bottommost layer remain unflipped 

( 180Aφ = ° ). The top layer has a turn angle of around 25 .Aφ = °  

The layer switching sequences for aH = -1.44, -1.67, and -1.73 kOe during the 

respective fourth field cycles is shown in the Figure 5.12. It can be seen that a gradual 

transition of the reversal process from being dominated by rotational reversal process 

followed by a mixed process of DW and rotational reversal and finally taken over by 

a pure DW process. 

Figure 5.13(a) shows the measured SF scattering signals (perpendicular 

component of MFM) measured at 10 K and at fields of aH = -1.44, -1.67, and -1.73 

kOe during the respective fourth field cycles compare with aH = -10.0 kOe (at 

saturation) during the first field cycle. The corrected SF signals in Figure 5.13(b) is 

the subtracted-off SF signal at saturation. One can see that a gradual decrease in the 

corrected SF signals with increasing RE.H  The significant decrease in Aφ (= 0°  or 

180° ) for a majority of the layers in the case of REH = 3.0 and 10.0 kOe as compared 

to that ( 35Aφ = ° ) for REH = 0.5 kOe, is mainly responsible for the decrease in the 
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respective corrected SF signal. It may be noted that in the case REH = 0.5 kOe, there is 

no flipping of the layers. Thus it cannot attribute this to reversal via a DW process. 

Since the rotational reversal process is a signature of training, it can readily infer that 

in this case there is no revival of the untrained state. This was also expected following 

the analysis of the SQUID data. 

 

 

 

 

Figure 5.12 FM layers switching sequence during the first field cycle at aH = -1.44 

kOe ( REH = 0.5 kOe), -1.67 kOe ( REH = 0.5 kOe), and -1.73 kOe (REH = 0.5 kOe) 

when REΩ = 45°. The arrows indicate that the MFM orientations in the respective 

layers. The applied field aH  is along the –y axis. 

 

 

 

 

 

 

 

 

 

 

 



 

144

 

Figure 5.13 (a) SF specular reflectivity [R−+ ] patterns as a function of Qz measured 

during the fourth for REΩ = 45° at aH = -1.44, -1.67 and -1.73 kOe for REH = 0.5, 3.0 

and 10.0 kOe, respectively. (b) Plot of the corresponding corrected SF signals as a 

function of Qz.  

 

When REH = 3.0 kOe, the decrease in the SF signal is due to the flipping of the 

layers which indicates a DW reversal mechanism for majority of the layers. However, 

the remaining SF intensities are due to the rotation of one or two top and bottom 

layers. Even though the reversal mechanism for majority of the layers is via a DW 

process, for minority of the layers is recognized as rotation. Therefore it can infer that 

the sample has signature of mixed reversal processes. 
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 Interestingly, in case of REH = 10.0 kOe, the reversal process is fully dominated 

via the DW process. Here, it can conclude that a significant revival of the untrained 

state has indeed take place. Moreover, it may also note that the MFM orientation of the 

do not depend upon the strength of a,H  but upon the REH strength. Thus the degree of 

revival of the untrained state has been shown to depend upon the REH strength.  

5.4.3 Fourth field cycle with ΩRE = 90° 

 PNR measurements during the fourth field cycles were performed 

keeping REΩ = 90°. The blue star markers in Figure 5.3 show the fields of 

measurements. Figure 5.14(a) and (b) show the specular NSF and SF scattering 

signals measured at 10 K and at aH = -1.73, and -1.65 kOe, respectively, during the 

respective fourth field cycles corresponding to the two different representative values 

of REH (= 2.0 and 10.0 kOe). Note that also each time we chose to select for a 

different REH value during the third field cycle, we have used a different aH  value 

during the fourth field cycle. This was done again in accordance with the measured 

SQUID data. 

 The layer switching sequences for Ha = -1.73, and -1.65 kOe during the 

respective fourth field cycles is shown in Figure 5.15. It can see that for REH = 2.0 

kOe the situation is typical of a magnetization reversal via the DW process. However, 

for REH = 10.0 kOe the situation is greatly more complicated. There is a mixture of 

DW and rotational reversal processes. This is consistent with the earlier observations 

in similar system by Brems et al. (Brems, Temst, and Van Haesendonck, 2007) as we 

can see that with further increase in the REH  strength, the recovery of the untrained 

state is reduced.  
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Figure 5.14 Specular reflectivity patterns (solid symbols) along with their best fits 

(open symbols) as a function of Qz for the NSF [R−− (square) R++ (circle)] and SF 

[ R−+ (triangle)] channels measured at (a) aH = -1.73 kOe, and (b) aH = -1.65 kOe 

during the fourth field cycle for different REH (= 2.0 and 10.0 kOe, respectively) 

values when REΩ = 90°.  

 

 

 

 

(a) 

(b) 
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Figure 5.15  FM layers switching sequence during the different fourth field cycles at 

aH = -1.73 kOe ( REH = 2.0 kOe), and -1.65 kOe (REH = 10.0 kOe) when REΩ = 90°. 

The arrows indicate that the MFM orientations in the respective layers. The applied 

field aH  is along the –y axis. 

 

 In Figure 5.16(a), we compare the measured SF scattering signals 

(perpendicular component of MFM) measured at 10 K and at fields of aH = -1.73 and -

1.65 kOe during the respective fourth field cycles compare with aH = -10.0 kOe (at 

saturation) during the first field cycle. The corrected SF signals, which is the 

subtracted-off SF signal at saturation, is shown in Figure 5.16(b). The corrected SF 

signals can also be regarded as signatures of recovery or nonrecovery of the untrained 

state.   
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Figure 5.16 (a) SF specular reflectivity [R−+ ] patterns as a function of Qz measured 

during the fourth for REΩ = 90° at aH = -1.73 kOe, and -1.65 kOe for REH = 2.0 kOe 

and 10.0 kOe, respectively. (b) Plot of the corresponding corrected SF signals as a 

function of Qz. 

 

5.4.4 Discussion on the rotational sense  

 We can explain our experimental observations within the extended 

Fulcomer-Charap model (Fulcomer and Charap, 1972), where a single ferromagnetic 

domain (FM magnetization) exchange coupled with multiple AF grains with rotatable 

(responsible for training) and/or nonrotatable (responsible for bias field) moments but 
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without any direct exchange coupling between the grains (Gredig, Krivorotov and 

Dahlberg, 2002; Miao et al., 2005). 

Brems et al. (Brems et al., 2013) have shown the results of changing the sense 

of direction during field cycling, for instance, along +x and –x direction. The recovery 

of the untrained state depends upon the direction of the average uncompensated 

magnetization vector AFm
r

 of the antiferromagnetic grains. The directional sense of 

AFm
r

 was related to the directional sense of the FM magnetization. The whole sample 

magnetization was found rotating in the negative direction during the initial hysteresis 

loop which was accounted for in the initial negative direction of AFm
r

 as well (Mino et 

al., 2010).      

The rotational sense of magnetization can be determined by following the trend 

of the angle Aφ  with respect to the cooling field direction along the –y axis for 

increasing measurement fields along the +y axis. When the angle is positive 

(negative), the system experiences a positive (negative) rotational sense. Generally, 

more is the angular direction of AFm
r

 oriented away from the cooling field direction, 

more is the torque acting o the FM moments. The torque in turn leads to 

magnetization reversal via rotation instead of the DW reversal process. 

In principle, the rotational sense of AF ,m
r

 which remains unknown from our 

experimental data can be evaluated by energy minimization of the total energy in the 

system. The total energy is given by 

 

   ( ) ( ) ( )2
AF AF int FM FMsin cos cos .i i i i i

aE A k t J A H M t Aφ α θ φ χ θ= − − − − −∑ ∑    (5.1) 
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Here the uniaxial anisotropy energy constant of CoO and Co are 8
AF 2.5 10k = ×  

erg/cm-3 and 6
FM 1.5 10k = ×  erg/cm-3, respectively. intJ  is the interfacial exchange 

energy which involves the coupling constant between the FM and AF grains and 

( )FM AFt t  is the FM (AF) thickness. The angles are the respective angles made by 

( )AF ,im φ
r

 AF easy axis ( ) ,α  FM magnetization ( ) ,θ  and ( )aH χ  with FCH  along the 

–y axis. iA  is the area of every noninteracting AF grain coupled to a single FM 

domain .iA∑  We have considered 100 such AF grains coupled to one FM grain. The 

term corresponding to FMk  can be neglected due to it is smaller by 2 orders of 

magnitude when compared with the value of AF.k  From the value of mρ  we 

approximate FM 1051M =  erg/cm3 or 1.25 Bµ /atom, which gives ( )int eb FM FMJ H M t=  

= 0.86 erg/cm2.        

For the first field cycling case, we can consider 0α = °  assuming the AF easy 

to be coinciding with the HFC axis after field cooling. Using the stability conditions 

/ 0idE dφ =  and / 0dE dθ =  we are lead to a system of two equations: 

 

 ( ) ( )AF AF intsin 2 sin 0,i ik t Jφ θ φ+ − =  (5.2) 

 

 ( ) ( )a FM FM intsin sin 0.iH M t Jχ θ θ φ− + − =  (5.3) 

 

In our case, since we always measures along the axis of FC,H  so we can 

consider 0 /180χ = ° °  (parallel or antiparallel to the cooling axis). For finding the 

coercive fields we have used / 2,θ χ π= + considering the magnetization of the FM 
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is zero across the easy axis which gives int

AF AF

sin
2

i J

k t
φ

−
=  or 0.33iφ = − °  from 

equation (5.2) during the first field cycle. Note that using a similar model, the average 

magnetization vector was calculated to be at -0.6° away from the cooling field 

direction by Brems et al. (Brems et al., 2007), signifying a negative sense of rotation. 

In our case, using PNR alone, we cannot discriminate the rotational sense of the 

FM magnetization. However, following the systematic variation of the magnetization 

direction (during the fourth field cycles) with applied fields aH  we could figure out 

that the rotational sense has not changed with the change in the REH  values along a 

particular direction. This unchanged FM rotational sense can be due to the fact that 

HRE in our case always starts and end in the –x direction (at least for REΩ = 90°). This 

implies that in spite of an unchanged rotational sense of the FM magnetization, a well 

pronounced recovery of the untrained state is possible. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER VI 

CONCLUSIONS AND SUGGESTION 

 

 In this work, the powerful techniques based on synchrotron X-ray absorption 

near edge structure (XANES) was used to examine the local structure of Mn atoms in 

BiFe1-xMnxO3 ceramic compositions. XANES was also employed to determine the 

formation of trace secondary phase(s) in BiFe1-xMnxO3 ceramic compositions and the 

Co/CoO/Au MLs. Systematic magnetization measurements by a superconducting 

quantum interference device (SQUID) magnetometry along with depth-sensitive 

vector magnetometry by polarized neutron reflectivity (PNR) were used for exploring 

the degree of recovery of the untrained state in an exchange-coupled Co/CoO/Au ML. 

In Mn-doped BiFeO3 system, both the experimental and calculated XANES 

results showed that the majority of Mn atoms occupied the Fe site or B-site in BFO 

lattice. By a linear combination of the calculated Mn K-edge XANES spectra of 

various BiMnO3 and BiMn2O5 contents, it was found that the increase of Mn content 

led to the formation of BiMn2O5.  

In Co/CoO/Au MLs system, the XANES result indicated the formation of 

Co3O4 in the [Co/CoO] bilayers within the multilayer. By a linear combination 

analysis of both the measured and calculated XANES spectra, the proportions of Co 

metal, Co3O4 and CoO were obtained for all Co/CoO/Au MLs.   

For the investigations of the magnetic interaction between exchange-coupled 

stacked CoO and Co bilayers, the parallel component of magnetization measurements 
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by SQUID indicated the recovery of the untrained state for two orientation angles, 

namely REΩ = 45° and REΩ = 90° along the –x direction. PNR measurements, which 

simultaneously involved parallel as well as perpendicular components of 

magnetization, revealed that for REΩ = 45° it was necessary to apply at least REH = 

3.0 kOe to achieve a significant recovery. For a higher value of REH (up to ≈10.0 

kOe), the recovery saturated while for a lower value, a partially recovery was only 

achieved. For REΩ = 90°, it demonstrated a peak in the recovery even with REH = 2.0 

kOe. However, with higher fields, the recovery gradually decreased and only a partial 

recovery was possible. For any other higher angles of orientation (e.g., REΩ = 135°), 

no recovery of the untrained state occurred.          

 This study has clearly demonstrated the combination of XANES measurements 

and ab initio XANES calculations is a very powerful tool for determining the 

formation of trace secondary phase(s), not detected by a conventional XRD technique, 

in ferroic materials. Furthermore, for Co/CoO/Au MLs system, we suggest that the 

degree of recovery of the untrained state after the first two field cycles can be 

regulated not only with REH  values but also with the REΩ values below 90°.  

 However, from the results obtained in this work, there are some important 

points that are not well understood and further study is needed. In Mn-doped BiFeO3 

system, we should consider synthesizing this system with the whole range of Mn 

contents (0 ≤ x ≤ 1) as well as BiMnO3 and BiMn2O5 standards because 

characterizing these compounds would allow more understanding on the detailed 

phase composition of BiMnO3/ BiMn2O5. Moreover, we should explore a possible 
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change in the directional sense of the untrained state by applying REH  along the +x 

direction in Co/CoO/Au MLs system.      
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Synchrotron X-ray Absorption Near-Edge Structure (SXANES) experiment 

was performed on Fe/BaTiO3 (BTO) samples and compared with ab initio XANES 

calculation. The Fe K-edge and Ba L3-edge XANES measurement was carried on 

Fe/BaTiO3 bilayer samples with increasing thickness of the BTO layer grown on 

SrTiO3 (STO). The measured XANES spectra were obtained in fluorescent mode and 

collected at ambient temperature with 4-element Si drift detector. The measured 

XANES spectra of Fe K-edge and Ba L3-edge indicated the presence of few 

monolayers of antiferromagnetic FeO at the interface without the formation of any 

BaFeO3. From the L3-edge XANES result, it clearly showed the good agreement 

between measured and ab initio theoretical XANES spectra and confirmed the 

absence of any BaFeO3. Our results also showed the ratios of each constituent of Fe 

oxide phases contained in Fe/BTO bilayers. We suggest that XANES measurement is 

a useful and reliable technique that can be applied to study the phase composition of 

thin film materials. 
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We demonstrated that X-ray Absorption Near-Edge Structure (XANES) can 

be used as an unconventional characterization technique to determine the proportions 

of different crystal phases in thin film samples. The Fe K-edge XANES measurement 

was carried on Fe layers, which varied thickness from 5 nm to 100 nm, on a porous 

(nanostructured) TiO2 template. The measured XANES spectra were obtained in 

fluorescent mode and collected at ambient temperature with 4-element Si drift 

detector. The features of Fe K-edge XANES spectra of thin film samples clearly 

showed that these spectra were thickness dependent. Our results also showed the 

ratios of each constituent of Fe oxide phases contained in the Fe layers of 

nanostructure samples. We suggest that XANES measurement is a useful and reliable 

technique that can be applied to study the phase composition of nanostructure thin 

film materials. 
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Abstract 

Synchrotron X-ray Near Edge Structure (XANES) experiments were 

performed on Mn-doped BiFeO3 samples and compared with ab initio XANES 

calculations. The Fe and Mn K-edge XANES measurements were carried out on Mn-

doped BiFeO3 powders (with 5-40 Mn mole%). Both XANES spectra were obtained 

in a fluorescent mode at ambient temperature with a Ge(111) double crystal 

monochromator and recorded after performing an energy calibration. From the 

XANES results, it was clearly identified that the oxidation state of both Fe and Mn 

ions in BiFeO3 structure was +3. The features of the measured Mn K-edge XANES 

were consistent with ab initio XANES of Mn on the Fe site and inconsistent with Mn 

on other sites. The clear agreement between measured and ab initio theoretical 

XANES spectra was the strongest evidence of Mn substituting for Fe in BiFeO3 

structure for low Mn content. More interestingly, at higher Mn content, the presence 

of a second phase precipitation of BiMnO3 and BiMn2O5 was evident. This clearly 

indicated the Mn solubility limit in the BiFeO3 structure, while the two trace 

compounds could also be responsible for the relevant properties reported in Mn-doped 

BiFeO3 materials. 
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