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BISMUTH FERRITE/MULTILAYER/X-RAY ABSORPTION SPECTROSOPY /

POLARIZED NEUTRON REFLECTIVITY

In this work, the materials of interest are BiRdnO; ceramic and
Co/CoO/Au multilayer due to their potential applications in dataagtorand
spintronics devices. The Synchrotron-based X-Ray Absorption SpectroscAfy (X
and Polarized Neutron Reflectivity (PNR) techniques were emplayedvestigate
the structural properties of BiEgMn,Os; ceramic and Co/CoO/Au multilayer,
especially to study the local structure of Mn in Bifdn,Os ceramic and to verify
the formation of secondary phase in Co/CoO/Au multilayer. In addition, the
Co/CoO/Au multilayer was examined to explore the degree of recave the
untrained state after the first two field cycles. Such a regovas expected by field

cycling a reorientation fieldH ;) along a direction of orientation angl€(.) away

from the initial field cooling direction.

In Mn-doped BiFe® system, the measured Mredge X-ray Absorption Near
Edge Structure (XANES) spectra showed that Mn atoms substitutée sites in
BiFeO; at low Mn content, which corresponded well with the calculated XANES

spectra by FEFF8.2 program. Both the experimental and calculatedE X Abbsults
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indicated that an increase of Mn content in BifFé€ to the formation of second
phases of BiMn@and BiMnOs.

In Co/CoO/Au multilayer system, the results of the Co K-edg®& K8 spectra
indicated that the presence of :0g in Co/CoO bilayers within the multilayer
corresponded well with the calculated linear combination of XANEStspdy
FEFF8.2 program. The analysis of SQUID magnetization hysterkEgips
demonstrated the recovery of untrained state .= 45° and 90°, which
corresponded with the PNR data. Furthermore, the results of PNRaoalgsis

revealed that the best recipe for the recovery occurréel.at 45°, which could be
achieved partially withH .. = 3.0 kOe and remained significant even with.= 10.0
kOe. For any other higher angles of orientation (&Xx,= 135°), no recovery of the

untrained state arose.
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CHAPTER |

INTRODUCTION

1.1 Background

Magnetic materials and magnetic devices play major rolesadern science
and technology. Yet in the late 1980s, the association of ferromagmeticion-
ferromagnetic thin layers in a multilayered material ldadse discovery of the Giant
magnetoresistance (GMR) effect (Baibiehal., 1988). This property represents an
important breakthrough in science and opens the way for building up newssandor
magneto storage devices. GMR based exchange biased magnetigunciahs and
spin valves have useful properties for forming magnetic memoryeaksnin novel
device architecture (Parkat al., 1999).

The exchange bias phenomenon is associated with the direct excbaptieg
at the interface between a ferromagnet (FM) and an antifegreeh&AF), resulting in
a unidirectional magnetic anisotropy that causes a shift of thierbgs loop to
negative field values. The magnitude of the field shift is caledexchange bias field

(Hg). Usually, the exchange bias shift occurs after cooling theeraystith a

saturated FM below the Néel temperature of the AF. Over thedéxsmde many
salient features of the exchange bias effect have beenedaltifiturns out that only a
very small percentage of moments at the AF interface arecpinhige the rest of the

moments rotate rigidly with the FM. It also turns out that gngrgetically favorable



to form domains in the antiferromagnet. They account for the lowefitige energy
cost associated with the reversal of the FM that determinestrénggth of theHgg.
Exchange bias is also related to many salient features suce@svity enhancement
(Stiles and McMichael, 1999; Gruyters and Schmitz, 2008), asymmestgragis
loops (Paukt al., 2006), and training effect (Paul and Mattauch, 2009).

Despite four decades of research since the exchange bigsneftediscovered
(Meiklejohn and Bean, 1957) and the commercially available magnetisorse
devices, the microscopic understanding of the exchange bias effadt ot fully
established. Therefore, the researches of many salient feathigls affect to the
exchange bias effect have been widely studied.

Furthermore, there has been considerable recent interest in developing
multifunctional materials in which two or more useful properties @mbined in a
single compound. Perhaps the most widely studied class of multifunctratatials
are the dilute magnetic semiconductor, where interaction betwegmetiafield and
electronic degrees of freedom allows both charge and spin to be nadedbbly
applied homogeneous electric fields (Ohno, 1998). These and other relétehimna
having spin-dependent electronic properties are being explored for spmintroni
applications (Wolfet al., 2001). However, another class of materials, the so-called
multiferroics (Schmid, 1994), is also growing importance. Multiferroaterials have
simultaneous ferromagnetic, ferroelectric and/or ferroelastaermg. Coupling
between the magnetic and ferroelectric order parameters adridanagnetoelectric
effects, in which the magnetization can be turned by an appliediefestd and vice

versa. Besides scientific interest in their physical propertragtiferroic materials



have potential for application as actuators, switches, magndticskasors or new
types of electronic memory devices.

BiFe(O; is unique among various multiferroic materials, as its ferctrateand
magnetic transition temperatures are well above the room tetomgeréhis raises the
possibility of developing potential devices based on magnetoelectriciropblthe
room temperature. Many research groups have tested substitution afthire
elements for the Bi- and/or Fe-site to enhance the ferroelactd magnetic orderings
(Leeet al., 2005; Wang and Nan, 2006). As a typical result, B films have
greatly increased their remnant electric polarization by dopiitg ™n (Singh,
Ishiwara and Maruyama, 2006). However, the mechanism has not yet hagedcl
and, moreover, the doping effect on the magnetic ordering is left anqostion.
Thus, an investigation of the exact local structure of Mn in BiHe&3 been

extensively studied.

1.2 Bismuth ferrite

Bismuth ferrite (BiFe@ BFO) is considered as a prototype multiferroic
material and is probably the most studied multiferroic matedals to its most
promising potentials for realizing multiferroic device. BFO, whiekhibits the
simultaneous existence of ferroelectric (FE) and antiferrontiagi#d=M) orders, has
received great attention, due to its high Curie poirg £€T1103 K) and Neél
temperature (¥ ~ 643 K), (Michel, 1996). BFO has a distorted perovskite structure
with rhombohedral symmetry which belongs to BRRC space group (the hexagonal
setting is used in this thesis). The lattice constants deterntinedra temperature are

anex = 5.5810 A andhex = 13.8757 A (Sosnowska, 2002), as shown in Figure 1.1.
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Figure 1.1 Crystal structure of BFO (hexagonal setting).

However, the small room temperature spontaneous polarization and
magnetization, as well as large leakage current, are theiciostr of the commercial
applications of BFO ceramics. Fortunately, the electrical anghet& properties of
BFO can be improved by doping of other ions or by making low-dimensional
structures.

Recently, some research groups have modified BFO nanostructures by aoping
small amount of impurities & or B site (in ABG perovskite structure) which offer
great potential to enhance the physical properties of BFO. Forpdxathe partial
substitution of Th at A-site can enhance both ferroelectric and ragneperties of
BFO (Palkart al., 2004). On the other hand, some research groups have attempted B-
site substitution by high valence state such &5 @nd Tf* to improve ferroelectric
reliability (Wanget al., 2006). Recently, One dopant that has been the subject of

interest is Mn. Based on X-ray diffraction (XRD) and transmrsselectron



microscopy (TEM) characterization, Fukumwetaal. have reported the synthesis of
single-phase Mn-doped BiFgeManoparticles with Mn concentration up to 2 at.%.
With increasing Mn content, the samples showed anomalous behavior at &round
3%, suggesting a lattice distortion from the rhombohedral structwaertonoclinic or
tetragonal structure occurred (Fukumatal., 2009).

Moreover, Ablatet al. have investigated the electronic structure of BiFe
xMn,O3 (0 < x < 3) thin films by using X-Ray Absorption Spectroscopy (XAS). They
found that XRD patterns of these films illustrated a single pleas® have a
rhombohedral crystalline structure. From thelLg@dge and (X-edge XAS Spectra,
they also observed that the increasing of Mn content reduces thes dhamgfer
between the FedBand O P and leads to the bond inhomogeneity in the Fe-O-Mn
chains (Ablatet al., 2012). By using the first-principle calculation, Wang have
reported that the effect of Mn substitution for Fe in multifer®®€O leads to the
enhancement of the spontaneous magnetization of the system (Wang, atuhng
Wang, 2010).

Interestingly, most previous works on Mn-doped BFO materials focus on the
improvement methods of nanostructure formation and the enhancement of the
physical properties of these materials. There has been no dkpetineental
determination of Mn-site in BFO structure and examination of thmdbon of the
secondary phase. Since the site preference of Mn ions in BFQuetraad secondary
phase play a critical role in determining the electric andnetag properties of Mn-
doped BFO materials as reported in prior theoretical and expeamewestigations
(Unruanet al., 2012), it is thus important to identify the exact local structuidrofn

BFO lattice and verify the amount of secondary phase.



1.3 Cobalt/cobalt oxide exchange-coupled system

A polycrystalline Co (ferromagnet, FM)/CoO (antiferromagnet) A&s served
as a prototypical exchange bias system, due to its large bfedth@Paul, Schneider,
and Stahn, 2007), very distinct asymmetry of magnetization rev&alifgset al.,
2002), and large enough training effects. Most interestingly, the Afment
configuration of this system can also be frozen in a variety g$ @aring the process
of field cooling (Paulet al., 2011) without affecting the overall structure as the AF
ordering temperature is far below room temperature.

In general, it may be noted that exchange bias system arerftigquasated with
a nonmagnetic metallic spacer such as Cu or Au film, in ordeotegithem against
further oxidation (Lauretet al., 2012). Moreover, Au is often used as metallic leads
for spin-valve structures. Therefore, the Au /FM (or AF) intedaared their effect on
exchange bias cannot be ignored. Based on reflection high energgrelditiraction
(RHEED) and Cross-sectional transmission electron microscopy ENXT
characterization, Miltényet al. have reported an increased defect density {Gp
gives to stronger exchange bias in Co/CoO bilayers, even when #dutsdafe located
at distance from the interface to the exchange-biased FM(lsiyisgnyi et al., 2000).

Recently, researchers have found that increasingigf can originate from the

formation of defects within the antiferromagneticGplayer or from deviations in
the stoichiometry during the route of oxidation of Co to CoO (Rauwl., 2004)
leading to a stronger pinning of the domain walls at the defes. $itowever, most
previous works on the formation of defects in the exchange bias systenot
identify the type of defects by using RHEED and XTEM. Thus, in aaeerify the

formation of such defect sites that can be inadvertently relatetiet degree of



oxidation of the Co layer (few nanometers), the proportion and stoiclmowfethe
CoO layers in the system are necessary to be investigateth. &udetailed
examination of the chemical species can be effectively done by XAS.

One of the interesting problems in the exchange-coupled systé fisaining
effect, the distinction between subsequent (partial) magnetizawensal loops. The
training effect can be linked to a deviation of the average ictalfenagnetization
vector of the AF CoO grains with respect to the initial fiedbtlong direction. Even
though the microscopic origin of the training effect is still agnbus, it is generally
agreed to be due the rearrangement of interfacial AF spin structure, which can be
considered as a rotatable hysteretic grains (rotatable aniSotpagpircularly in
polycrystalline specimens (Paul, Schneider and Stahn, 2007; Bremsi &aths
Haesendonck, 2007).

Generally, a relatively large training can be seen betweefiréheand second
hysteresis loops, and a comparatively small effect can be eedhef subsequent
higher number of loops. The strong training behavior between the firstemathd
hysteresis loops is usually attributed to some initial nonequilibamangement or
metastable state of the AF (Paubl., 2006; Fecioru-Morariet al., 2007). The exact
mechanism for the initial AF spin arrangement is still atenaif debate. However, it
is perceived that the metastable state can somehow be redrtanggnduce the
original state. By using the anisotropy magnetoresistence (ARIysis, Bremet
al. have reported that the orientation of the interfacial magnetizafithe AF grains
can be largely rotated back to the initial orientation afted faooling (i.e., the
untrained state) by a moderate magnetic field which is appligebpeicular (L") to

the initial cooling field in a Co/CoO bilayer system (Bremteal., 2007). The



possibility of the recovery of the untrained state strongly dependseandgnitude of
a moderate magnetic field. Furthermore, the simulated AMR foyséeresis loop
along the cooling field, after first applying a hysteresis looth @ perpendicular
field, has indicated that the reinduction of the untrained state dependseon
amplitude and direction of a moderate magnetic field (Bretrak, 2005).

Recently, Bremest al. reported that the AMR effect with a specific choice of
the measurement geometry (with an angle of 45° between currentagmetm field)
can be used to reliably monitor the average rotation sense of gretzation vector
of a 20 nm Co layer upon magnetization reversal in a similar GoOil@yer system
(Bremeet al., 2013). However, their inference on the rotational sense relies upon the
AMR single measured along 45° with respect to the cooling field Eudthe L'
field direction. Therefore, it may be noted that the AMR measurtrely on the
current distribution within the sample and are difficult to infer oy einduction of
the untrained state within a multilayered system, particulaiyen domains are
involved. AMR values are weak when a sample comprises of differengidsrof
equal proportions that can rotate clockwise or counterclockwise. Moretheer,
direction of the reorienting magnetic fields (with different miagles) in the works
of Bremset al. were always restricted along or opposite to the directibrto the
initial cooling field.

Based on depth sensitive polarized neutron reflectivity (PNR) sisaRaulet
al. have reported the magnetization angles, which are extractedtHierspecular
reflectivity patterns, for the layers in the stack of antiferagnetically coupled Fe/Si
multilayer (Paulet al., 2008). Very recently, Paul and Buchmeier reported that a

partial restoration of the untrained state was indeed possible eitbin \a



Co/CoO/Au multilayer (Paul, 2010; Paul and Buchmeier, 2013). Although the
bilayers of the multilayer were separated by a thick nonmaghetlayer at each AF-
FM interface, it was expected to behave as a repeated staukependent Co/CoO
bilayers. Interestingly, the PNR data illustrated that thefield cycling has inflicted
an additional modification at the Co/CoO interface magnetization.n@yenote that
PNR is sensitive to each and every interface along the depth ehtine multilayer
stack and to the direction of the parallel magnetic moment (thoughondte
directional sense of the perpendicular magnetic moment). Howevera sucitlusion
on interface magnetism in the work of Peiudl. suffered two shortcomings. First, the
PNR data were limited to a relatively low value of the agibés scattering vector
(0.05 A% and second, the particular specimen was subjected to a sindlediee
along the L" direction. In fact, there are no experimental studies on the irnp#uoe
strength and orientations of the applied field on the recovery of thainedr state.
The aim of this study is, therefore, to investigate of the reirmlucf the untrained
state in a Co/CoO/Au multilayer using different values of theiegpgield with

respect to the cooling and along different orientations

1.4 Scopeand limitations of the study

This study aims to investigate the valence state and thestogedure of the Mn
atoms atom in BiRgMn,O3; ceramic samples using the low energy region of X-ray
absorption spectroscopy (XAS), which called X-ray Absorption Near Bdgeture
(XANES). XANES will also be employed to examine the formatiohef secondary
phase in BiFgMn,O3; ceramic samples as well as the Co/CoO/Au multilayersFFEF

8.2 code, which is based ab initio multiple scattering, will be used to simulate the
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XANES spectra of BiFgiMn,O3; and Co/CoO/Au multilayers to compare with the
experimental results obtained from XAS beamline at SLRI, NakhdohRsima,
Thailand. The linear combination analysis (LCA) method will be useguantify the
proportion of oxidized and poorly oxidized Co layer in the Co/CoO/Au mystita
(ML).

Furthermore, the reinduction of the untrained state in a Co/CoO/Au

multilayered system using different values of the reorientat@dd (H..) and along
different orientation angles(X,.) with respect to the cooling field direction will be

explored by SQUID magnetization hysteresis loops and depth seriBtleezed

Neutron Reflectivity (PNR).



CHAPTER I

THEORY

2.1 X-ray absorption
2.1.1 X-ray interaction with matter

X-rays are a type of electromagnetic radiation with eneigi¢ise range
120 eV to 120 keV. They were discovered by Rontgen in 1985 (Stanton, 1896) and
have become an invaluable tool to study the structure of matter sxlikeyany other
electromagnetic radiation, can be treated as either a waveartiele. This wave-

particle duality is described by tl#nstein relation

E=h=-2, 2.1)

where E is the energy of the photon with h beirapk’s constantvand 4, are the

frequency and the wavelength of the wave, respagtivikewise, electrons possess
the wave-particle duality. The wavelength and themantum of an electron are
related by thele Broglie equation

y) :L:Z_”, (2.2)

© pel kel

And the kinetic energy of electron is given by

h2

E , 2.3
el — zrneﬂz ( )

wherem is the electron mass.
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In general, an X-ray photon can be interacted aithatom either scattered or
absorbed (Als-Nielsen and MaMorrow, 2001). In sraty, the X-ray photons are
deflected from their original direction of propagat either Compton scattering or
Rayleigh scattering (without loss of energy), bilison with an electron or an atom.
In the X-ray absorption process, the energy ofXkhay photon is used to expel an
electron from the atom, leaving the atom ionizetie Texcess photon energy is
transferred as kinetic energy to the electron. Pphecess is called photoelectric

absorption which was first rigorously describedBagstein in 1905 (Einstein, 1905).

2.1.2 Absorption coefficients and cross-sections

The equation of absorption was explained by LamBedr law, the
intensity of the beam after pass through the sauhgpieeases according to exponential

eqguation with the intensity of the incoming x-ragaim, as

| =1 g (2.4)
where |, is the intensity of the incoming x-ray beain,is the intensity of the beam
after pass through the samptes the thickness of the sample andis the absorption

coefficient as shown in Figure 2.1. According touktion (2.4), for the x-ray
absorption measurement, the measured absorptioralsgan be defined by the

following:

ux=In (ll—oj (2.5)
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Figure2.1 Schematic view of x-ray absorption measuremetramsmission mode.

The linear absorption coefficient and the absorptimss-section,, are related by

PmNA
u=po.=| A |5 | 2.6
a~ a ( A j a ( )

where N,, p,, p,, and A are Avogadro’s number, the atomic density, the smas

density and the atomic mass number, respectively.
The absorption cross section has a distinct depwedon the photon energy.

An example is shown in Figure 2.2 for the elemdatipum. The double-logarithmic

plot illustrates that the absorption cross sedscapproximately proportional tb/ E*
below and above discontinuities. The latter, whiwedll known as the absorption
edges, occur at characteristic energies for wiieh-ray has enough energy to expel
an electron from an atomic core level giving rige & sudden increase of the

absorption cross section.
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o(em?/g)

Energy(eV)
Figure2.2 Log-log plot of the semi-empirical X-ray absorpticross section for

platinum versus X-ray energy. The L, ,, andM edges are shown, while the fine

structure is not shown (Bunker, 2010).

2.1.3 Absorption edges
The shells of the electron in an atom are claskiéisK, L, M, etc.

according to the values of their principle quantommbern = 1, 2, 3,...respectively.
However, the degeneracy is lifted into subshelle tlu interelectron repulsion and
coupling between spin and angular momentum. Thehglbcan thus be labeled as
(nlj)2j+1 wheren, | andj are the principal, orbital angular momentum, aathlt
angular momentum quantum numbers, respectivelyheosingle-electron stateg{2
is the multiplicity).

An X-ray absorption edge occurs if the photon epampatches the energy
necessary to excite an atomic core-level electronome of the shells into an

unoccupied level above the Fermi endfgy In general, the electrons transition is
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followed by the selection rules. For the transitadran atomic core-level electron to a
valence orbital (in this case a bound-bound trasibccurs), the optical dipole
selection rules 4j =0,+1,Am= 0+ 1 ignoring spin) can be applied. The Orbital
Rule (Al =+1), the difference electron’s orbital angular monuemtmust be equal -1
or 1 only, will be used when an atomic core-leviglcEon are expelled to final

continuum states. The symbol used to label theyXatasorption edges is given in

Figure 2.3. For instance, the, L, andLy edges arise for absorption from tf@sY,
(2p,, ¥ and (2p,,)" subshells, respectively. The energies of the edgesinique to

the type of atom that absorbs the X-ray. The altisorgdges are therefore signatures

of the atomic species present in a material.

Energy
~ continuum
P T R
el --A‘ﬁ:fﬂ'{jm:f'
Vv (3ds2)6
IV . (3dap)*
M mx (3pan)*
II (3p12)?
I (3s)?
11 (2par)*
L o (2p12)?
I (2s)?
K (1s)?

Figure2.3 Schematics of the atomic energy levels and thebsynnsed to label the
X-ray absorption edges of the elements. Transitmewur to all empty states above
the Fermi level that exhibit appropriate symmetoyerned by the dipole selection

rules (Adapted from Als-Nielsen and MaMorrow, 2001)
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2.1.4 X-ray Absorption Spectroscopy (XAS)

The X-ray absorption spectroscopy (XAS), sometitse &nown as X-
ray absorption fine structure (XAFS), is an abdorptspectroscopy technique that
refers to a modulation of the absorption coeffitias a function of the incident
photon, typically by a few percent, around and &bthe absorption edge. This fine
structure is a unique signature of a given matehiad to it depends on the detailed

atomic structure and electronic properties of tlzemal.

The X-ray absorption spectrum is typically dividatb two regions differing in
the energy of the photoelectron and the informatontent of the fine structure (1)
the X-ray Absorption Near Edge Structure (XANES) iehh includes features
approximately 80-100 eV above the absorption edy# @) the Extended X-ray
Absorption Fine Structure (EXAFS) typically extengito 1,000 eV above the
absorption edge as shown in Figure 2.4. The XANé&gon (including the pre-edge
region) contains the information about the localrgetry of the absorbing atom. The
edge position also contains information about tharge (oxidation state) on the
absorber. According to the overlapping contribugioof many electronic and
structural effects and the approximations necedsarigs theoretical description, the
XANES is frequently only qualitatively interpretablThe EXAFS spectrum is more
directly related to the structure around the alisgriatom. Electronic effects play a

reduced role making the interpretation of the EXAfp8ctrum straight-forward.
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Figure2.4 Normalized CoK-edge absorption spectra classified into two region

XANES and EXAFS.

2.1.5 X-ray Absorption Near Edge Structure (XANES)
The X-ray absorption cross section, which isteslato the absorption
coefficient via the equation (2.6), can be writtesing the Fermi’s Golden rule of one

electron approximation (Sakurai, 1967; Ankoudinb®96)

o Sl 7265 |if S(E - E, +ha), (2.7)

whereli),|f), E and E, denote the initial and final stats and their eresgk is

wave vector,d,is the x-ray photon fluxiie is the energy of x-ray photon energy,

is the x-ray polarization vector art{E) is the Dirac delta function.

According to equation (2.7), the absorption cagffit can therefore be written

in form of the Dipole operatoD( as
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u(E)oc Y |(£|B]i) (€ - E +ha), (2.8)

which can easily understand that the absorptiorfficaat is proportional to the

transition rate of photoelectron forji} to next| f ) state corresponding to the photon

energy incident in the Dirac delta function and &mge relate dipole transition in
inner atom. However, the absorption spectrum in XANregion is dominated by
multiple scattering of low kinetic energy of thegbbelectron. The wave associated
with the photoelectron propagates from the absgrbhtom as a spherical wave. The
oscillation extends for a several hundred eV alibeeedge, due to the back scattering
of the outgoing spherical wave by neighboring atom.

The scattering process of the photoelectron carddmeribed by spherical
potential approximation, known asuffin-tin approximatior(Rehr and Albers, 2000;
Kodre, 2002). In this approximation, the photoelectsuffers a potentidl, which is

sum of single contribution in non-overlapping sptedrregion of finite radius.

V=Y v (1), (2.9)

where v, (T) is the single atom contribution to the muffin-footential. Then the

muffin-tin potential consists of non-over lappinghxdefined spherical regions. The
muffin-tin potential is sketched in Figure 2.5. Thetential outside the spherical
regions or interstitial regions is set to zero. Bloattering amplitude and phase shifts
parameters are determined separately for eachesmatind are thus pure atomic

guantities.
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Figure25 The muffin-tin potential consist of non-overlapgispherical regions

(Kodre, 2002).

Propagation of the photoelectron in such muffingotentialV is described by

the Hamiltonian
H=H,+V, (2.10)
where H,is the unperturbed contribution, consisting of dkilyetic-energy operator.
In order to obtain the eigenstaqe/> of the Hamiltonian operatorH, The
Schrodinger equation is considered
Hly) = E|y), (2.11)
substituting equation (2.11) into (2.10), obtaining
(E-Hy)|w) =Vlw). (2.12)
The term of(E— Ho)|z//> is free-electron wave function. Therefore, the gotuof the

homogeneous part of equation free-electron wavetifium can be defined in a

coordinate representation(aiss) , giving

(E-H,)(f|¢)=0. (2.13)
The free-electron Green’s functi@sy, is defined with relation

(E—H,)G,(T,7;E) = (V2 +Kk?)G,(7,T;E) = (- ). (2.14)
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Consequently, the general solution of equation2)2id given as a sum of the solution
of homogeneous part and the Green'’s function femtluffin-tin potential part
(Flw) = (7|@)+[drG,y(r.r"E )<r”’}\/ Iw>- (2.15)
If the photoelectron is only weakly scattered Wye tpotential V, the

solutionF |y} is closed to the free-electron solut{@iy) . In order to solve the

equation (2.15), the formal solution of the operaquation (2.12) is given by the
Lippman-Schwinger equation (Meszbacher, 1970)

1

|‘//>:|¢>+E_H—Oii?7

V|1//>. (2.16)

According to its singularity, an imaginary term nsodified in the operator
1/(E-H,) byxin, where n is infinitesimally small for identify direction of
spherical wave electron.

To demonstrate the equation (2.1®]is used to multiply the equation (2.16)

and can be written as

1

w(r) = (|w)=("]¢) + ﬂm

Viy) (2.17)

By introducing the closed relatioj‘ndf’| F'}("|=1 in the above equation, we can

write the equation as

v = {rly) = (19) + for ¢ vy @8

E-H,tin
Comparing the equation (2.15) to equation (2.18),&reen’s function can be written

in form

Gy (.FE) = (| =) (2.19)
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and
G =——"—— (2.20)
Obviously, G, and G, describe how outing and incoming spherical wavepagate

in free space, respectivelyror solving the Lippman-Schwinger equation, the

transition operator is introduced (Sakurai, 1967; Merzbacher, 1970)
Vi) =T|g). (2.21)
If we define the propagat@ of the entire system as
G(E) = (E- H,-V+ i) = ([GI*- V), (2.22)

G(E)=(1-VG)'G. (2.23)
By using the Taylor series expression, the equd2a23) can be written as
G(E)=G+GVG+ GVGVG+..= G+ GV G+ BVE.. (2.24)
G(E) = G, + G,VG (2.25)
The relationship between the transition operditand the muffin-tin potential V
is given by
G,T=GV. (2.26)
By substituting the equation (2.25) in (2.26), tinensition operator can be
written as
T=V+VGV+VGVGW..= V% VG (2.27)
The following important relationships from the etjoa (2.26) are
G=G+GTG; T= V+ VGV (2.28)
Since we consider the muffin-tin potential as a srsingle spherical potentials, each

act in a well-defined non-overlapping region of space.
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Therefore, the transition operator of individualratcan be written in form
=V +VGt. (2.29)
However, the transition operators T and t is ngliex the physical meaning, but we

can explain in the meaning of the weak-scatterirgaasions by substituting the

equation (2.29) into (2.27), (2.28), respectivelg, obtain

T= Zt +ZZI'lGOf +222f. Gt'Glt+... (2.30)

t=V+VGV+ VGVG'v (2.32)

G= GO+ZGO\)Q)+Z GV GVG+H..
(2.32)
=G, +ZGI‘GO+ZZ GtGLG+...

Their series equations are called Dyson’s expanGmkudinovet al, 1998).
The transition operatol can explain by the order of scattering processhef
photoelectron wave. The first term correspond$éoro scattered wave propagation,
while the second term is the scattered wave from ith atom due to the
potentiaV' and then heads forward again as shown in Figur@)2léft. In the same

way, the third term describes double scatteringhef incident wave as shown in

Figure 2.6(a)-middle and right.

{‘1
me T_ZJWWW: 2 4Goy XYY
Vi Viy Vi T ipi . 1 i i (g
(b)

(a)

Figure2.6 Single scattering (left), double scattering froiffedent atoms (middle),
and double scattering from the same atom (righ)) Graphical representation of the

T-operator (Kodre, 2002).
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2.1.6 Extended X-ray Absorption Find Structure (EXAFS)

The EXAFS refers to the oscillating part of the ay-rabsorption
spectrum starting at approximately 80 eV aboveattsorption edge and extending up
to about 1,000 eV. Above the absorption edge, tieegy of X-ray photon is used to
excite an electron into the continuum and any remngi energy is given to

photoelectron in the form of kinetic energy.

The photoelectron can be described as sphericaésvpwopagating from the
absorber atoms. If the other atoms are locatetienvicinity of the absorber atoms,
the photoelectron is scattered by the neighbouatgms and then return to the
absorber atoms contribute to the EXAFS signal (Gedal, 1994; Hench and West,
1990). The incoming and the scattered waves mayfare, as indicated in Figure
2.7. Each atom at the same radial distance fronaliiserber contributes to the same
component of the EXAFS signal. This group of thanat is called a shell. The phase
of the EXAFS signal change with the wavelengthhaf photoelectron depends on the
distance between the absorber and backscatteriogn. aThe variation of the
backscattering strength as a function of energthefphotoelectron depends on the
type of atom doing the backscattering. Thus EXA®Gtains information on the

atomic surroundings of the center atom.

In the EXAFS measurement, the oscillatory part loé tx-ray absorption
spectrum above a given absorption edge are coesidéherefore, an experimental

EXAFS function can be defined by

#(E)= [ﬂ(E)A_f ©] (2.33)
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wave vector of
photoelectron

2m
k=\/—5 (E - &)

h
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/ wave
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interference

Figure2.7 Interference of outgoing and backscattered phetb&n wave

responsible for XAFS oscillatiorE = @ is the incoming photon energy (Hippett

al., 20060).

where 4, is the background absorption coefficiemtu,(E) is the absorption edge

jump. The EXAFS function is usually expressed dsraction of the photoelectron

wave numbek instead that on the incoming X-ray photon enefdne simple relation

L EETE) o

where E,is the edge energy. Alsd, is defined as the energy at the first maximum of

between the two quantities is

the derivation of the measured X-ray absorptiorcspe (G. Bunker, 2010). Then

the EXAFS function can be converted frop{ E) to ¥ (k) for general purpose.

The y(k) can be understood in term of the EXAFS equationthkoretical

procedure, the EXAFS equation can be written imtef a sum of the contribution

from all scattering path of the photoelectron (St@nd Heald, 1983):
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2(K) =2 7, (K (2.35)

z(k)= Zf—%\';\ f(k)|sin[ kB +¢, (K] €7 &V, (2.36)

The EXAFS equation is easiest to understand fngle scattering path. Each

of the terms in the EXAFS equation is describedWwel

(S N ) : These terms modify the amplitude of the EXAFSalgThe subscript
] indicates that this value can be difference farhepath of the photoelectron. For
single scatterindy, is the number of coordinating atoms with a paréicudhell. For
multiple scattering); is the number of identical pathsSf(k) is the amplitude
reduction term, due to many-body effect, usually Aavalue between 0.7 and 1.0 (Li
et al, 1995). S*(k) is different for different elements, but the valisegenerally
transferable between different species from theesalement and the same edge.

f; (k,;z): This term is the effective scattering amplitudér the single
scattering path, it is the atomic scattering fadt@r a multiple scatteringf, (k,;z) is

the effective scattering amplitude written in teraighe single scattering formalism

(Rehr and Albers, 1990). This term describes temeht sensitivity of EXAFS.

1/R125 This term represents the contribution from alsbieatoms at a distance
decreases with increasing distance from the absorbe

sin[2kF§ + ¢, ( k)]: This term account for the oscillations in the BEB&\signal
with a phase given [BkR + ¢, ( k). The path of the photoelectron is described by
2R, (the distance to the neighboring atom and then batke absorber atom), which

is multiplied by the photoelectron wave numkep determine the phase; (k) is a
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phase shift of the photoelectron caused by theaoten of the photoelectron with
the nuclei of the absorber atom and the interaatiitin the nuclei of the coordinating

atoms of the photoelectron path.

e Due to all of the coordinating atoms in a shed aot fixed at positions

of exactly a distandg, from the central absorber atora’ represents the disorder in

the interatomic distances®is the mean-square displacement of the bond length
between the absorber atom and the coordinating satona shell. This term has
contributions from dynamic (thermal) disorder adlves static disorder (structural
heterogeneity).

2R /A(K)

e . This exponential term depends Ak) , the mean free path of the

photoelectron, which is the mean distance thatcagathectron travels after excitation.
Therefore, analyses of the EXAFS spectrum providermation about the

number, species and inter-atomic distances of ¢éighbors from the absorption atom.

However, in the EXAFS analysjgs(k) can be a Fourier transform (FT) in R-space

and expressed by
KR == [ K (OW B € ok (2:37)
T

To process and enhance the EXAFS with the higlegion the plot y(k)x k®is

considered and windowed using a Hanning windkK) .
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2.2 Neutron reflectivity

Neutron can be reflected on surface in the sanyeawa-ray or electron. So the
scatter of neutrons from a surface or interfacguise similar to the X-ray. Neutron
being charge neutral, primarily interact with theckear potentials. A neutron
reflectivity provides the same information as X-naflectivity, which making the

formalisms developed for x-ray reflectivity can tobansposed to neutron reflectivity.

In addition to that, neutrons also interact with thcal magnetic inductio8 in the

sample due to the magnetic moment If the sample is magnetic and polarized

neutrons are used, they reveal the magnetic deptiiepof the film or multilayer

(Zabelet al., 2007).

2.2.1 Reflectivity on non-magnetic system

Considering a collimated neutron beam impinges gliacing angle,

onto a surface from air (n=1) and then the refkdieam leaves the surface sample

(with an refractive indexi) under a glancing angle,, as shown in Figure 2.8, in

case of specular reflection, the angle of reflecmuals to the angle of incidence

(o, =, =a). The projection of the scattering vecQy on thez-axis (perpendicular

to the surface) is given by

Q, = 2ksina = i—ﬂ sina (2.38)

n

wherek =27 /4, is the magnitude of the incident wave veqﬁp(rwhich equal to the

magnitude of the scattered wave veo‘ﬂ&ﬂ in the vacuum, andi, is the neutron

wavelength.
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Figure 2.8 Specular reflectivity geometry (Adapted from Zabehl, 2007).

In vacuum, the energy of neutron correspondingh® direction of neutron
propagate in thedirection is given by

W
“om, 22’

(2.39)

where m,is the electron mass. At the interface between wacand sample surface
the neutrons experience a nuclear potential giyen b

27h?

V(1) = Nb , (2.40)

n

where N is the atomic density antd, is the coherent nuclear scattering length of

neutron. It depends on the nuclear angular momerdgnth hence is different for
different isotopes. The produdil, is referred to as the scattering length density
(SLD).

In the absence of any magnetic field, the Schg&lirquation can be written as

h* dy B
%W+[E—Vn(r)]y/ =0. (2.41)
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The above equation can also be written in the fofra Helmholtz propagation

equation as
d’y 2
ar +ky =0, (2.42)
with
5 2m
K; =?[E—Vr(r)]. (2.43)

We define the refractive index as follows:
2
n® = LY (2.44)

The refractive index can be written as

2
= 1—V“ér) ~1-* Ny (2.45)
VA

It is in most cases smaller than 1. The quaritity is of the order of 1®and thus

can be written as

22
n~1-—Nh. (2.46)
2

At the interface between two media, the Snell’s gpplies:

COSx = N CO%, (2.47)
For anglea < «, there is a total reflection of the incident waie lin the case
of x-ray reflection. The critical angler is given by the conditiore, = 0. So the
reflection index can be written as
cosa, =n. (2.48)
Since ¢ is very small and a Taylor expansion is applieth®Equation (2.48). Then

comparing the Equation (2.46) and (2.48) the exgwesof o, is given by
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a, = N—b‘/i. (2.49)

The corresponding critical scattering vector foe ttotal reflection can be

expressed as

-Q = Azsina, _ pe- Nk, . (2.50)

Q. 7

It shows that the critical scattering vect@fvC does not depend on the

wavelength. Normally the value (@Cfor most of the material lies belot. Below

the critical angle an evanescent wave propagateslglato the sample surface and

decreases exponentially from the surface to thsimodf the sample.

2.2.1.1 Réeflection on a homogeneous medium
For incident neutron y, = Aé'zi'r, reflected wave

://RzAReikf'rand transmitted Wavey/T:AréE"r, with incident reflected and

transmitted wave vectork , k. and k and amplitudeA, A, and A., respectively

(See Figure 2.8). The reflectance and transmitt@acebe derived by imposing the
boundary conditions that the wave and its derieat@re continuous at the

interfacez = 0.Therefore, the relationship between the amplititegelated by

A+A=A (2.51)

and

Ak+Ak = Ak (2.52)
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The wave number in vacuum is denotedkb%‘:‘mand in the sample it is

nk:m. By taking the components & parallel and perpendicular to the sample

surface, obtaining
Akcosa + A kcosr = A (hk)cosg, (2.53)
—(A — A)ksina = - A (nK sing, (2.54)
Substituting equation (2.51) into (2.54)

A-A i nsmozt <& (2.55)

A+ A sina  «

The reflectivity and transmittivity calculated bging the Snell’'s law and continuity

equation are given by

[ = % _ “;“t (2.56)
a+a,

t:%: i“ . (2.57)
a+a,

The transformation to Q-space is obtained by thlation Q =2ksina =

2Kke, Q. = 2ksina, = 2, and is given as

r(g) = 21— (2.58)
q+q
2
t(q) = ——, (2.59)
q+q
where,
2k Q 2k

107" YT "
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Figure2.9 The reflectivity transmittivity and the transmissi coefficient for

scattering at single flat surface for normalizedt®ring vectorZ{abel, 1994).

The Fresnel reflectivity R-) and transmittivity T.) or the reflected and

transmitted intensities are given by

R =1 =r? (2.60)

n:m%. (2.61)

where, as usualR. +T. =1. Two extreme cases will be considered. First, when
q>>1, theng® - =1 and g+ q ~ g. Thus the reflectivity becomes
R« q’~ Q" (2.62)
T. =1. (2.63)
This is known as the Fresnel reflectivity. Thdeeted wave is in phase with the

incident wave. The intensity reflectivity falls ofis R. ~ Q*, there is almost
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complete transmission. For the second limiting cadeen q<<1, the reflected wave
is out of phase with the incident wave. So thedmaitted wave becomes very weak

and propagates along the surface with a minimagtpation dept ofl/Q,. The plot
of reflectivity and transmittivity against the noahzed wave vectoQ/ Q. is shown
in Figure 2.9. It can be clearly seen that thedmittance increase with increasiqy
until Q, and then becomes unity. The reflectivity shoves @h* dependence at large

Q values.

In case of reflection from a film supported onubsrate, the system will be
consisted of two interfaces; between vacuum andiltheand the other between film
and substrate. The phase differences between tieeteel intensities from the two
interfaces are varied by changing the incident @nflo an interference pattern is
created between the two reflected intensities, Wwigive rise to oscillations in the
reflectivity measurement known as Kiessing oscdiad. The oscillation period is
related to the film thicknesgi() and is given by

Q. Qu (2.64)

whereQ,, and Q,, are the position of two consecutive maxima or mani By using
the conversionQ, = 2ksina = (4r /A )sire = (& I ¥, the film thickness can be

written as

d_272'_ T A
AQ, kAa 2Aa’

(2.65)

where Aa is the difference between the two maxima or minimaradian. To

consider the film contain two different layers bicknessesl, andd,and this double

layer is repeated several times. The combined gherig is given byA =d, +d,.
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Such the film is shown in Figur210. The corresponding reflectivity displays

some enhanced Kiessing fringes. They appear wphkradicity defined by2z /A.
The thickness oscillations accordingdp and d, will also be visible. The position of

the Bragg peak appears at

Q =& +(@j (2.66)

wheren is the order of the Bragg peak.

Figure2.10 The film with a double layer of thicknesd, and d, and total

periodicityA (Adapted from Zabedt al, 2007).

2.2.1.2 Parratt formalism
In order to calculate the exact reflectivity foultiple layers,

the boundary condition must be matched at eachvithddl interface. Parratt
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formulated a recursive scheme to add all the reftecand transmitted beam
amplitudes to the total reflected begarratt, 1954).The situation of Parratt’s
recursion scheme is shown in Figure 2.11.

The amplitudes of reflected and transmitted neumomediumm of thickness

d, arer_ andt_ respectively. The phase factor at the middle ef lHyer between
two interfacesm-1 and m is defined by
a = dxi'? (2.67)
where Q,_ is the scattering vector in the medium. Continuity of the transverse
component of the neutron at the interface betwaem-1 requires:
t @ tl@a=ta+ra, (2.68)
and continuity of the neutron gradient
(tsBms— T @m ) Qua/ 2 = (Lya — 1,2,)Qu/ 2. (2.69)
Solution of these two equations leads to the falhgwexpression for reflectance:

+R
Ry = ai‘H—R“‘l'm -, (2.70)
Rn—l,miR m+1

where the generalized Fresnel reflectivity for itmerface betweem and m+1 and

the Fresnel coefficient between—1 and m, respectively, are

R = a2lm (2.71)

2_
m m
tm

Rim = On= O (2.72)
T Qi tQy

In case of a single flat layer the equation redtadhe Fresnel reflectivity. For

deriving the reflected intensity of multiply layethie Parratt recursion scheme start
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with the lowest layeiM, which is assumed to be infinitely thick so thaf, =0,and

then working up to the top of the surface.

m- 1 Im-1 tm- 1 | S|

oot . tm - 1:111 dm
I I'm

m-— 1 "
1111+ 1 t111+ 1

Figure2.11 Parratt’s recursion scheme showing reflection taaalsmission of waves

for different mediums with different electron ddres (Zabel, 1994).

2.2.2 Polarized Neutron Reflectivity (PNR) on magnetic system

When neutrons strike a surface from air or vacuthmy encounter a

nuclear potential given by Equation (2.40). Neusr@arry a magnetic moment,,
whose operator
fi = Yo uiyG (2.73)

where & represents the operator associated with the Bpinimatrices.y,, is the
neutron gyromagnetic ratio angd, is the nuclear magnetron. The neutron magnetic
moment z, interacts with the magnetic inductid® providing a magnetic (Zeeman)
potential for the neutron. The corresponding magrpitential is given by

V. =-i,-B. (2.74)
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In general, the magnetic induction inside the sansph be written as

B = u,(H+M), (2.75)

where H is the external field.u, is the permeability of free space aMl is the
magnetization inside the sample. The magnetic fieldormally applied parallel to
the sample plane and for thin films the magnetizad lies along the sample plane.
The neutrons only see the stﬁpﬁ due to the magnetization.

For polarized neutrons, the magnetic moment ieeeparallel or anti-parallel to
the applied field. This condition is usually sagsfaccording to the geometry of the

PNR experiment as shown in Figure 2.12(a). The miagfield is applied along the

Y-axis. The neutron polarization is either paratielanti-parallel to the applied field

H. The parallel component will be representedugs neutronand anti-parallel
component will be termed a®wn neutron The magnetization lies in the plane of

sample. For the saturation, the magnetization shbal parallel to the applied field
H. The total potential for two different neutron pr#ation is given by

2
V. V£V = 27 Nht by, (2.76)

m,

where Nb, is the magnetic scattering length density (MSLTHe (+) sign stands for

the spin up, that is for neutrons polarized alag] the (-) sign stands for the spin
down states, that is for the neutrons polarizedosipp to the (small) ambient field

guiding the polarization directed along the Y-axis.
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(2)

(b) z

_?\_

Figure2.12 (a) PNR geometry with magnetic fieldd along Y-axis and
magnetizationM at an angleg,. The scattering plane is the XZ plane, with

polarization either parallel or anti-parallel tetl-axis. (b) Kinematics of polarized

neutron reflection. For specular conditiong =«a, =«, the scattering vectors

P =P =R In presence of magnetic field the Zeeman splitterds to different

components of the refracted beam, for up neutrons andp for down neutrons

(Adapted from Zabett al, 2007).
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The 3-dimensional Schrédinger equation can beewrigis

{—h—2V2+\7(z)— E}|¢//("r)> o, @.77)
2m

where E =7%k?/2m is the energy of neutron. It is conserved for tedascattering.
The potential\?(z) depends only on the transverse coordinate z amsl tttre wave

function can be factorized into two componentssti-ithe lateral component, which

remains unchanged after scattering due to elasditesing and retains the plane wave

characteristics is represented 8§, where « is the lateral component of the wave

vector k and p is the lateral component of the radius vedtorThe neutron wave

function forup anddown neutrons represented as

v(2) = LZEZJ (2.78)

The column matrix represents the two-dimensionad sgate of the neutron. The total

wave function can be written as
v (7)) =€ |y (). (2.79)

The corresponding potential matrix can be expreased

V++ V+7 . 27h? bn 0 by bx
oG O B e

It is clearly seen that the first matrix of therrfaulation stands for nuclear

potential, while the second one correspond to thegnmatic potential. If the

magnetizationM makes an angle, against the Y-axis (or the applied fighl). The
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elementsV,. «< b, where b, = b, sing, is proportional to the component of the

magnetic induction perpendicular to the polarizataxis. The other two elements

V..« (b, £ b) depend onb, = b, cosp,, that is on the inductance component

parallel to the Y-axis. For magnetization paraltethe applied field, the matrix also
becomes diagonal.
Using the equation (2.78) and (2.80) the Schraatirgguation in the matrix

form equation (2.77) can be explicitly written asyatem of two coupled equation

2,;(2) [p _2my, (z)}m(a— V(. ( =0 (2.81)

62W§Z)+[DS—Z—TV._(Z)} (2)—— V.(ay. (=0, (2.82)
0z h

where p,=Q,/2=ksina is the z-component of the neutron wave vector. The

conservation of energy at elastic reflection le@ds

nek? po hox?

; (2.83)
2rn1 Zm 2m

P12 kA= k2. (2.84)
The couple of linear differential equations leadwo consequences important
from experimental point of view. ¥, andV. are zero, then the neutrons maintain
their spin state upon interaction with the samplais is known as thaon spin flip
(NSF) scattering which happens when the magnatizatiector M is oriented
parallel to the Y-axis. Alternatively, ¥, =V = 0,then the spin state of the neutron
is flipped with equal efficiency after scatteringdathis is knows as spin flip (SF)

scattering. This occurs whem is aligned parallel to the X-axis. Thus, by

distinguishing between NSF and SF scattering, antijaive analysis of PNR data
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yields the x and y component 8, which combine to the magnitude and orientation

of the magnetization vectoM in the sample plane. Not that in the configuration

shown in Figure 2.12(a) only the magnitude Mf, but not its direction, can be

determined. So it is difficult to distinguish theiemtation of theM with respect to
the polarization (Y) axis. The several importaning® should also be noted as down

(Zabelet al., 2007)

- The effective potentiaV,, and V__ contain the nuclear and magnetic

contributions.

- The effective potentiad.  andV . are solely of magnetic origin.

- PNR is not sensitive to any magnetization congpbparallel to the scattering
vector (Z-component).

- The spin and orbital parts, which contributettie total magnetization of the
sample, cannot be distinguished.

According to the total potential farp and down neutronsare different, this

leads to two critical angles for total reflection;

p. = ksina,, = J4zN(B £ b,). (2.85)

The magnetization inside the sample shows two rdiffe critical angles. Theip
neutronshave a higher critical angle compared todbe/n neutronsThe reflectivity
corresponding to four different potential can beedained by matching the boundary
conditions for the wave function and its derivativéh respect to z at z = 0. The

Fresnel reflection coefficients (reflectance anyolés) are given by

e > . .
po""\/ Po— p:zir
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Where, p, = ksing; is the z-component of the scattering vector amd= ksina,,

is the scattering vector at critical angles.
With PNR, it is possible to measure independenittg NSF and SF

reflectivities. So the NSF reflectivities are givien

R™ = %|R(1+ cosp, )+ R (& cog, |3 (2.87)
R = 2|R(-coss, )+ R &+ cod, (2.88)

The SF reflectivities are

X

R"=R"= 711| R- R’sin’g, . (2.89)

A simplified version of PNR is often used which analysis of the final spin

states of the reflected neutron beam. The measwaatities are obtained as

R =R"+ R :%{| R+ Rosp, )+| R (- Fbo¢A}) (2.90)

R=R +R' :%{| RF (- Ros, )+| R (& I300$A}) (2.91)

whereP is the polarization of the neutron beam. For fpibfarized bear® = 1.
Another quantity called spin asymmeti$A can be used to determine the

magnitude of magnetization in the sample. It iSraf as

R R _IR[-IR
ReR R[HIR]

COSg, (2.92)
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2.2.3 Coherence volume and resolution

Both specular and Bragg reflections from X-ray rseuare coherent
phenomena, which result from the constructive fatence of coherently scattered x-
ray from electrons. On the other hand, the neusaurce is an incoherent source
owing to the random emissions of the neutron. Harethe experimental set up with
monochromatization and collimation systems enstirasonly neutrons with a close
phase relations impinge on the sample. The emisb neutrons from a small area
known as “source coherence volume” also convincat tthe plane wave
approximation is valid at the sample surface. Témolution also influences on the
coherency of the neutron waves. The resolutioretsrchined by the slit size defined
for the incoming beam and the resolution of thectetr. For most of the experiments
with horizontal scattering plane, the height of tieaitron beam which opening along
the Y-axis is much larger than the width (openilung the Z-axis). The resolution in

g-space along Y-axis and X-axis are given by, retbpsy,

Ag, ~ (2.93)

N

Aq

, (2.94)

’ /1\/ai(Aai2)+af (Aaf)
where A9, and Ae; are determined by the incoming beam divergence /g is

defined by the detector resolution. As the divecgeis much larger than the other

two divergences, the g resolutidng, >> A g,. The corresponding coherence area on
the sample is defined by the paramelges1/Aq, andl =1/Aq,, so thatl <<I..

This asymmetric area forms a coherence ellipsé@isample (Zabedt al, 2007.)
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The coherence area usually covers only a smaltidra of the sample surface
illuminated by the neutron beam. Therefore, an expntally recorded a reflected
intensity is actually an incoherence averaginghténsities coherently reflected from
different small areas of the sample. If the sangplmogeneous over the illuminated
area then the reflected intensity from differenhex@nce areas are similar. But the
situation could be different for a magnetic samplth domains or for a
nanostructured surface. Figure 2.13(a) illustrétesimage of magnetic domains of

the sample, where the size of each domd&y)(is much larger than the coherence
lengths, D,,>> |,. The reflectivity has to be calculated for differemagnetic

domains with different magnetization vectors anthify averaged over all domain
orientations. Such averaging would not affect thiensity of unpolarized neutron
reflection, while only PNR delivers the information the magnetization distribution
over the reflected surface. In this case, the saimsghomogeneous over the coherence
area and hence the reflected intensities from réifitecoherence areas can be simply

added up.

The averaging equation (2.92) gives informatioouatthe mean valuécoss, )
from measurements of the spin asymmetry. This nwadue is proportional to the
mean value of magnetization projection on to thianmation analysis axis but it does

not allow to discriminate between coherent rotatidrihe net magnetization for the

angley and magnetization reduction due to random domé&imsexampleSAcannot
distinguish between total demagnetized state arndtional of magnetization
perpendicular to the polarization direction, beeaimsboth case$cos¢A> = 0 More

information can be obtained by measuring the NS& 38R reflectivities. Indeed,

averaging of the equations (2.87 - 2.89) givesrmédion about not only the mean
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value (cosg,) . but also to the mean squafsin’4,). One can determine the
parameter(cos ¢,) = -( sifg,) In case of a random distribution of domains the

dispersionA = <co§ ¢A>—< cosy)A}Z is usually non zero and positive which represents

a demagnetized state. Af is zero then the sample is in saturation state.

(@)

Figure2.13 Magnetic domains with magnetization lying in-gaare shown with the
arrows. (a) The coherence ellipse is smaller thendomain size. So the reflectivity
over the total coherence ellipse is same. (b) Gotuer ellipse spanning many
domains. The reflectivity is averaged over the mpatential and may lead to off

specular intensity (Adapted from Zalstlal, 2007).
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In case of the system is in multidomain statehasve in Figure 2.13(b), then a
vector polarization analysis is required. If thénence length, > D, the neutron
wave is not only reflected from and transmittecotiyh the mean optical potential,
but also scattered in off-specular directians- «, . The off-specular intensity will be

a Bragg peak if the inhomogeneities are periodiecnasanostructures or will form

diffuse scattering if the inhomogeneitie are random

2.3 Magnetism

The macroscopic magnetic properties of materiaks @ consequence of
magnetic moments associated with individual eledrdelectrons carry a magnetic
moment. They have an intrinsic magnetic momentchviioes not have any classical
analogue. Electrons orbiting around a nucleus iatam also have an orbital angular

momentum. The classical analogue is similar tdflthe of currentl in a loop of area

‘dﬂ . The magnetic moment is,

dz = 1dS. (2.95)
For a finite size loop, all the infinitesimally sth magnetic moments are

summed up to get the total magnetic moment,
ﬂZIdﬁ: |jd§. (2.96)
In this case of an electron of chagand massm, moving in an orbit of radius
r with a speed o¥ around the nucleus, a moving electron may be dersd to be a
small current loop which generating a very smallgnsic field and having a

magnetic moment along its axis of rotation, as sdteally illustrated in Figure

2.14(a). Therefore the magnetic moment in ternmefangular momentum is given by
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e
:uL = 7Z'r2| = —HL (297)
where, the current is replaced by
| -_&___& (2.98)
T 2rr
and the angular momentum by
L =mvr. (2.99)

The proportionality between the magnetic momeit amgular momentum is a

general result,

u =yL (2.100)
where the proportionality factoy is known as the gyromagnetic ratio. For orbital
motion of electron,y is —(e/2m); the minus sign means that, and L are

oppositely directed because of the negative charge.

Magnetic
moment .
A Magnetic
moment
A
Electron
C]
Electron
@ 1
' Direction
' of spin
Atomic
nucleus
(a) (b)

Figure 2.14 Demonstration of the magnetic moment associateld (&) an orbiting

electron and (b) a spinning electron (Adapted f@oey, 2009).
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In quantum mechanical terms, the angular momentirconserved. So the

magnetic moment can be written as
eh

For thez-direction, the magnetic moment becomes

eh
- 0——_m =- , 2.102
H, g om, m g, ( )

where ;= en/2m, is known as the Bohr magnetron. This represergssthallest
unit of atomic magnetic moment and has a val@74x 10** J/T The factorg is

known as the g-factor of the electron and is a dsimless quantity. The

approximate value af is 2. Herem =0, £ 1, £ 2,.. is the magnetic quantum number.

Similarly the magnetic moment due to electron spimhich is directed along the spin

axis as shown in Figure 2.50(b), is given by

Hs = — QugyS(St+1) (2.103)
Hs, = —Qugm,, (2.104)
1. . 1. . .
where SZE is the spin quantum number amgl:iE is the spin magnetic quantum

number. The energy of the electron in a magnedid B can be written as
E=9gy;mB (2.105)

This is known as Zeeman splitting in presence obgnetic field.
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2.3.1 Atom in amagneticfield

The total angular momentum Afelectrons orbiting around a nucleus is

N A
hL=>"
i=1

|

=

B (2.106)

where i is the position vector and is the momentum vector of thg'
electron.

The Hamiltonian operator of the atom is given by

A

b, - i[ﬁwij (2.107)

i1\ 2m,
where p? / 2m, is the kinetic energy and is the potential energy of thé& electron.

A magnetic fieldB is applied to the system.

B=VxA (2.108)

<

The magnetic potential can be expressed in a gauge

Bxr

. (2.109)

A =
The momentum term can be replaced by a canonicaiemtmm( p+ eTA)Z. Thus the

Hamiltonian operator of atom in a magnetic field t& written as

—

Z [pi2 + eﬁ(T)T

a - RV 2.110

R z p_2 _ N _ eZ VA .

H=S1_4v L . B+ B« F 2.111
;[Zm;r |+ us(L+99 8@;( r) ( )

R R - oL 2 Z
H = Hy+ a5 (L + 09 m;—%Z( B<F) (2.112)

i=1
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The second term is the dominant contribution anknswn as paramagnetic term.

Z —
The last termg?/8m " (Bx ) is known as the diamagnetic term.

i=1
2.3.2 Magnetization

A magnetic solid consists of many atoms with maigne@oments. The

magnetization is defined as the magnetic momentipivolume.

M = (2.113)

<|w

In presence of an external fieldi the magnetic inductiorB induced inside a
material with magnetizatioM are related.

— —

B = s,(H+M) (2.114)
In a vacuum,
B = u,H (2.115)
where g, is the permeability of a vacuum. The magnitudenadgnetization is
proportional to the external field as follows:

M =y H (2.116)

and y,, is called the magnetic susceptibility,, is a dimensionless quantity and the
value of y. basically distinguishes three types of magnetitensls.

< 0, diamagnetic
Xm 4 >0, paramagneti (2.117)
>> 1, ferromagneti
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2.3.2.1 Diamagnetism

All materials show some degree of diamagnetismichwlis
weak and negative. For a diamagnetic substancapplied magnetic field induces a
magnetization, which opposes the applied field.zZl®faw is the analogous classical

explanation of this property. But diamagnetismngrely quantum mechanical effect.

Using the first order perturbation theory, the egsion of the diamagnetic
susceptibility is given byBlundell, 2007)

Yoa = —%&’i(rﬂ. (2.118)

i=1

The diamagnetic susceptibility is largely tempemtindependent. It is important for

determining the size of atoms and molecules in csteyn
2.3.2.2 Paramagnetism

Paramagnetisncorresponds to a positive susceptibility, which
is the applied magnetic field induces a magnetmatlong the direction of the
applied field. The magnetic moment aligns paratiehe applied magnetic field. This
is observed in materials with unpaired electronweleer, the susceptibility is very
small and depends on the strength of the applieghete field. Without an applied
magnetic field, these magnetic moments point indoamy direction because the
magnetic moments on neighbouring atoms interact wety weakly with each other

and can be assumed to be independent.

At finite temperature usually the spins are randooriented due to thermal

fluctuation. There is no interaction between themat moments. The magnetization

depends on the total angular momentdimwhich is given by

J=L+S. (2.119)
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Brillouin Function: The susceptibility function can be derived by gsihe general
approach to solve the Brillouin function for anyignary value ofJ, which can be
integer or half integer. The magnetization in tesmthe Brillouin function B, is
expressed as

M = M_B,(Y), (2.120)
where the saturation magnetization is given by

M, =ng,ugJ, (2.121)
wheren is the number of ions with total angular momentdnmand g, is known as

the Lande’s g-factor.

_ 3, S(StD)- YL-])

2.122
%73 2J(J+1) ( )
The Brillouin function is given by
2J+1 2J+1 1 y
B = coth —— coth— 2.123
:(Y) 2J ( 2J yj 2J 2J ( )

wherey = %‘D’ and k; is the Boltzmann factor. The Brillouin functionshthe
B

appropriate limits. So, two limiting cases will bensidered.

In case of] =0, it is equivalent to the Langevin function.

B_(y) = L(y) = coth y—% (2.124)

where,y=uB/ Kk, T.

For J =1/2, it reduces to the tanh function.

B,,(y) = tanh (y) (2.125)
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For low magnetic fields the susceptibility is giveyn

n 2
H B 3kT

where u,, = 9,45,/ J( J+1) and the above equation looks like a classicaleJaui.

2.3.3 Magneticorder

A magnetic solid can show long rang magnetic ova@ch depends on
the interaction between the magnetic moment. THerorg can lead to a spontaneous
magnetization known as ferromagnetism. The altern@gnetic moment can be in

opposite direction and lead to antiferromagnetism.
2.3.3.1 Ferromagnetism

A ferromagnet has a spontaneous magnetization &vehe
absence of the applied field. All the magnetic motseare aligned parallel to each

other. This effect arises due to exchange intemagctvhich will be described in more
detail in the next section. For a ferromagnet inagplied magnetic fieldB, the

appropriate Hamiltonian to be solved is

H=-2>35S+9> & E (2.127)

The first term on the right hand is known as thésetgberg exchange energy, is

the exchange constant and for ferromagnets isiyp@sithe second term on the right

is the Zeeman energy in presence of a field.
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The origin of FM was developed by Weiss. The Wemsxlel of ferromagnet
assumed that each magnetic moment experiences @ fieéh or molecular field
given by

B, =AM, (2.128)

where 4 is a constant known as Weiss coefficient aidis the magnetization. The
internal molecular field is responsible for the gl alignment of the magnetic
moments. In order to find a solution, the follogiBrilloin functions have to be
solved.

M =M.B,(y). (2.129)

J 945 J(B+ 1) M .

2.130
KT ( )

Without the AM term due to the molecular field, these equatiodsiage to the ones
for paramagnetism. The second equation represkatsemperature dependence of

the magnetization. For zero field and below a alttemperaturel., the solution

show the spontaneous magnetization. The suscéptibibiven by

. 2.131
T-T, (2131

The above equation is known as the Curie-Wiess.laws

2.3.3.2 Antiferromagnetism

For an antiferromagnet, the magnetic moments é&gned
antiparallel to the next nearest neighbour. Théhamge interaction is negative in this
case, J < 0. In many case of antiferromagnetismcant be considered as a two
interpenetrating sublattice system, where the mtagmeoments in one sublattice

points up and in the other points down. The Weisdehof an antiferromagnetism is



55

also used to find out the solution for Curie tenapare. This model assumes that the
molecular field experienced by one sublattice igpprtional to the magnetization of

the other sublattice. So the molecular fields oo $wblattices are given by

B, = —[4|M_ (2.132)
B. =—|A|M, (2.133)

where 4 is the molecular field constant which is now nagatThe magnetization

can be written as

J|A| M,
M, = m.g,[ - Go#eI M) (2.134)
: K, T
The sublattices magnetizations are equal and hapestde direction. Thus
IM,[=[M_|=M (2.135)

The Brillouin function is similar to the one for EMhe molecular field disappears
above a critical temperature known as the Néel ésatpre T,. The magnetic

susceptibility can be written as

1
T+T,

¥ o (2.136)

When a magnetic field is applied to an antiferrgmet at temperature belo,
it is important to know the direction of the apglield with respect to the sublattice
magnetization direction. If the field is appliedraléel to the magnetization direction
of one of the sublattices, a small term is addesubtracted to the local field of each
sublattices. Since both sublattices are alreadyaad, the net magnetization in an

antiferromagnet is zero so that the susceptibiitgero (y,). If instead the small

magnetic field is applied perpendicular to the nadigation direction of one of
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sublattices, the magnetization of both sublattioetdit slightly so that a component of
magnetization is produced along the applied magtieid. Thus the susceptibility is

non zero f, ). The variation of these two susceptibility witntperature is shown in
Figure2.15.

A
y Al

>
e T

Figure 2.15 The temperature dependence of susceptibilityrioh (Adapted from

Blundell, 2007).

When the field is applied parallel to the magregtan direction for very strong
fields a spin-flop transition is observed, where fublattice with opposite moments
becomes parallel to the applied fields. The Zeeramnargy dominates and can
overcome the exchange interaction. Such spin-flapsitions are observed for very
high values of applied fields, which are usuallg #xperimentally accessible field

ranges.
2.3.3.2 Ferrimagnetism

In case of the magnetization of the two subladticehich

described in the anfiferromagnet, may not be equdl opposite. Therefore they do
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not cancel out and have a net magnetization. Thisngmenon is known as

Ferrimagnetism. It depends on the crystal struatfitbe material.

M.

#|M_| (2.137)

2.4 Magneticinteraction
The interaction between the magnetic moments ctedd to different long
range ordering like FM, AF etc. These interactiorergy will be considered and
discussed briefly in this section.
24.1 Magnetic dipoleinteraction
Magnetic moment can be considered as magnetidedi@nd can have
dipole-dipole interaction among them. The dipolateiaction energy between two

magnetic dipolegy and z, separated by is given by

E, 45(;3[[,1.[,2_3(;,1.f)(ﬁz.f)]_ (2.138)

The dipolar interaction energy depends on the séiparand the degree of orientation
in case of magnetic moments align parallel to eattter the interaction energy is
repulsive, whereas for antiparallel alignment iaigactive. For atomic moments, the
ordering temperature is usually of the order of,Iich is very small to influence

any long range order.

24.2 Exchangeinteraction
The internal molecular field responsible for lomgnge magnetic
ordering as calculated from the Weiss law is ofdtder of 16 gauss. This enormous
field cannot be explained by the dipolar interatsioThe origin of exchange can be

explained by taking into account the electrostatieraction between electrons.
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24.2.1 Origin of exchange
For a two electron system, the combined wave fonadf the
state can be written ag, (1;) v, (F,), wherey,(;) andy,(F,) are the wave functions
of individual electrons at position vectors and 1, respectively. However this

product state does not follow the exchange symmétmg wave function has to be

consistent under the particle exchange and hensetdha linear combination of
(R w() andy, (7)), (F,).

For electrons the overall wave function is antisyetnmo (fermion). The wave
function can be separated into a spatial part &edspin part. If the spin part is
antisymmetric single statg, then the spatial state would be symmetric. Whereas

when the spin part is symmetric triplet state,then the spatial state would be

antisymmetric. Therefore the two electron wave fioms in a single and a triplet can

be written as, respectivel{Blundell, 2007)

1 Jolala N

Ws = ﬁ['//a(rl) ) +w L) w )l x e (2.139)
1 o o

W = E[V/a( D) — v () wo()] 11 (2.140)

The energies of the two possible states are

Es = [y Hy didr, (2.141)
E; = [y;Hy; didr, (2.142)

with the assumption that the spin parts of the wéwection y, and y, are

normalized. The difference between the two energies

Ee—E, = 2[yy(0)vs()F v (v (g (2.143)
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The exchange constant (or exchange integral) inetbhs

E.-E,
2

J=

= (w2 @)y €&H v € €3, (2.144)
The Hamiltonian operator can be written down as

~ 1 - -

H :Z(ES+3ET)_(ES_ ET)$' § (2'145)

The spin part of the Hamiltonian is

He" = -235-§ . (2.146)
If J >0, Eg>E; and the triplet state is favored. Jf < 0, E;<E; and the singlet
state is favored. For many electrons the Hamiltooen be written as

H =->3S-S, (2.147)

i
where J;; is the exchange constant between itheand j™ spins. The factor of 2 is

omitted because double counting is automaticalyushed in the summation. It is

often possible to takd,; to be equal to constant J for nearest neighbat¢ahe zero

otherwise. The exchange integral has some gereatires. If the two electrons are
on the same atom, the exchange integral is positidethe triplet state is favored with
antisymmetric spatial state. This minimizes thelamb energy by keeping them
apart, which is consistent with the Hund'’s rule.

When the two electrons belong to different atothen it is favorable that the
two electron states are shared by the two atomishviad to the formation of bonds.
Instead of considering the atomic orbitals, theeuolar orbitals are considered. The
molecular orbitals can be bonding (spatially symrioetor antibonding (spatially
antisymmetric) with the antibonding state havinghler energy compared to bonding

state. This leads to a singlet spin state andxbtleamge integral is negative.
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2.4.2.2 Direct exchange
The interaction is known as direct exchange, whew
magnetic orbitals overlap directly. However thituation is quite rare because the
magnetic orbitals are usually localized in caseané-earth materials (4f electrons).
For transition metals, such as Fe, Co and Ni, tekecrons are also localized and the

band structure should also be taken into accouexptain the exchange interaction.
2.4.2.3 Indirect exchange: superexchange

Most magnetic materials display an indirect exgean
interaction. Normally in ionic solids such as Mn@daMnF, the direct overlap is
impossible. The magnetic ions interact via a norgmeéc ion like oxygen. The

exchange interaction is given by

J~——, (2.148)

where t is known as the hopping integral &has the coulomb energy. The energy
will be minimized if the unpaired electrons are reldaby the metal-oxygen-metal
bond. If the metal is magnetic (single electrohgnt AF coupling has a lower kinetic
energy compared to FM orientation. Importantly, llepping does not involve spin-
flip. Therefore the super exchange would lead tARrsystem. The bond angle also
plays a role in the interaction energy.
2.4.2.4 Indirect exchange: RKKY
In metals the exchange interaction between magiats can

be mediated by the conduction electrons. The Ipedlimagnetic ion polarizes the
conduction electron, which is then coupled to aeotlocalized magnetic ion and

influences its magnetic state. The exchange irieracs thus indirect because it does
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not involve direct coupling between magnetic moreerthis kind of indirect
exchange is called Ruderman, Kittel, Kasuya andiddo$RKKY) interaction. The
coupling depends on distance and is given by

cos(Zr ). (2.149)

‘JRKKY (r)ec ;

wherer is the distance andl. is the radius of the Fermi surface. The interacts

long range and has oscillatory dependence on tkendie between magnetic
moments. Hence depending on the separation it earither FM or AF. The

wavelength of oscillation ig / k.

2425 Doubleexchange

If the magnetic ions are in mixed valence statentht is
possible to have a FM exchange interaction amoagoiis. This is known as Double
exchange. It could be understood by consideringnieeaction between Eeand Fé*
ions on the octahedral sites of;6g (magnetite). Due to crystal field splitting, in

octahedral environment the d-orbital splits infpand g level with the latter having

higher energy than the former. Thglevel composes of thd, , d,, andd,, orbitals

xy?

and g level composes of the,and d , ., orbitals. The situation for Feand Fé'

are shown in Figure 2.16. The hopping of the ebectoetween Fé and Fé&" is
possible if they have FM interactions. FM interaatlowers the energy of the system.
2.4.3 Spin-orbit coupling
In general, the orbital and spin angular momeméa caupled weakly
which leads to perturbation in the Hamiltonian @ &nown as spin-orbit interaction.

This leads to fine structure splitting of the etentc energy level.
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The Hamiltonian is given by
Hso:ﬂE'S, (2.150)
where A4 is a constant. The spin-interaction also leadkthhange interaction between

excited state of one ion and ground state of theeroion. This is known as

Dzyaloshinsky-Moriya or anisotropic exchange intécm.

(a)
G
p
Al A A A
tig Y
Fe* Ferromagnetic Fe*
(b)

fiye

Fe* Antiferromagnetic Fe’*

Figure2.16 Double exchange interaction between octahedcallydinated F& and
Fe’* in FeO, (a) Electron hopping is allowed from ¥eao F€* in ferromagnetic
alignment. (b) Forbidden electron hopping in cateamtiferromagnetic alignment

(Adapted from Blundell, 2007).
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2.5 Magnetic anisotropy

The term magnetic anisotropy is used to descriealépendence of the internal
energy on the direction of the spontaneous magigtiz in a magnetic material. It
separates two different directions in the matetradwn as easy axis and hard axis.
The total magnetization of a system will preferlieoalong the easy axis. During a
reversal process, smaller field is required toralige sample along the easy axis
compared to the hard axis. The microscopic oriimagnetic anisotropy arises from
the spin-orbit coupling and long range dipolar nattion between the magnetic
moments (Blundell, 2007). The spin-orbit couplisgyresponsible for the intrinsic
(magnetocrystalline) anisotropy, surface anisotrapg magnetostriction, while the
shape anisotropy is a dipolar contribution. In bol&terials, magnetocrystalline and
magnetostatic anisotropy are the main source so&opy whereas in thin films and
nanostructures, other kinds of anisotropy suchhapes and surface anisotropy are

relevant in addition to these usual anisotropieié®ita and Kleemann, 2009).

25.1 Magnetocrystalline anisotr opy

Magnetic anisotropy is meant as the dependendkeointernal energy
on the direction of spontaneous magnetization. Aergy term of this kind is called
as magnetic anisotropy energy. In general the ntagm@isotropy energy term
possesses the crystal symmetry of the material, kammvn as crystal magnetic
anisotropy or magnetocrystalline anisotropy (Chikmgz 1999). Some
crystallographic directions are preferred over wthdor the orientation of
magnetization due to spin-orbit interaction or qieng of the orbital angular

momentum.
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The simplest forms of crystal anisotropies are timaxial anisotropy. For
example, hexagonal cobalt shows uniaxial anisofroplgich makes the stable
direction of internal magnetization (or easy dii@t) parallel to thec axis of the
crystal at room temperature. The energy associaidduniaxial symmetry is given
by

E: = KVsin® 0+ KVsin' 6+ ... (2.151)
where K, and K, are the anisotropy constantsjs the particle volume and is the

angle between the magnetization direction and timeneetry axis. The anisotropy
constants are dependent on temperature, but aetatape much lower than the Curie
temperature of the material they can be considasedonstant. Normally in case of

ferromagnetic material&, and other higher coefficients are negligible imparison
with K, and many experiments may be analyzed by usindirsteterm only. For

single domain particles with uniaxial anisotroplye tmagnetocrystalline anisotropy
energy can be written as
E" = KVsin®@, (2.152)

where K is usually considered as the uniaxial anisotropystant. This expression
corresponds to two local energy minima @0 and z separated by an energy
barrier KV. This has significant consequences for studying temperature
dependence of single domain particles.

For a cubic system the cubic anisotropy leads ¢toraplicated expression for
the energy (Blundell, 2007).

E§“b‘°=Kl(%sin203inz %+ coéﬁj siﬁ6’+% sih @ sih®@ sid+  (2.153)
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where 6 is the angle between the magnetization and the&isZ-and ¢ is the
azimuthal angle.

2.5.2 Shapeanisotropy

The shape of material also creates an additiomab&opy due to the
demagnetizing energy. A uniformly magnetized sirmdppenain spherical particle has
no shape anisotropy, because the demagnetizingr$aate isotropic in all direction.
However in case of an ellipse, the demagnetizingrgn is smaller if the
magnetization lies along the major axis. In thisecéghe induced poles are further
apart compared to the minor axis case. The shaetapy energy of a uniform
magnetized ellipsoid is given by

e _ % V(N M2+ N M2+ N, M), (2.154)

whereM, M andM, are the components of magnetization &)d N, and N, are

the demagnetization factors relative to KeY, andZ axes, respectively and they
satisfy the conditiorN, + N, + N,=1.
Taking the magnetocrystalline anisotropy into actdor a uniaxial anisotropy
the total energy can be written as
E" = KVsin*4, (2.155)
whereK is the anisotropy constant, in case of shapetofsy, is modified as

K =%%M§(NX—NZ). (2.156)

If K> 0 an easy axis type anisotropy is obtained, edseforK < 0 an easy
plane type anisotropy is obtained. The shape anpptof thin films is given by

(Bedanta and Kleemann, 2009)
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gonim _ L 1M?cos @, (2.157)
:2 0 S

shape

where @ is the angle between the film normal and the mimgiteon. Thus for thin

films, the easy axis is along the film plane.

2.5.3 Surface anisotropy
The surface anisotropy is caused by the breakinlgeosymmetry and a
reduction of the nearest neighbour coordinatiorrfe8a effects in small magnetic
nanoparticles are a major source of anisotropyg@arand Kachkachi, 2003). When
particle sizes are decreased, the magnetic conaisu from the surface will
eventually become more important than those froentbthlk of the particle and the
surface anisotropy will dominate over the magnettetline anisotropy and
magnetostatic energies. Therefore, the changenmmgjry of atoms at the surface of
a thin film has a impact on the magnetic anisotrepyl the easy direction of
magnetization.
To lowest order, the anisotropy energy of a feagnetic can be written as
E,, = Ksin’ég, (2.158)
where @ is the angle between the magnetization and surfacmal andK is the
effective anisotropy constant. Typically, the effee anisotropy can be described as
the sum of three terms

K = 2*:3 FK, - M ?, (2.159)

wheret is the thickness of the filmK, is the surface contribution, an, is the

volume anisotropy consisting of magnetocrystalliaed shape anisotropy. The
expression of the effective magnetic anisotropysofall spherical particles with

diameterd can be written as
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K, = K,+=K, =K, +2K, (2.160)
Vv d

where Sz;rdzandV=%7zd3 are the surface and volume of the particle regpygt

(Bodkeret al,, 1994).

2.5.4 Strain anisotropy
Strain anisotropy is essentially a magnetostrctieffect. Due to
magnetostriction, strains are effective in the nedigation direction. This kind of

anisotropy is usually described by a magnetosgéatgrgy term
strain 3 !
ESrr G M o Scos @', (2.161)

where o is the strain value by surface urg,is the particle surface, arl the angle

between magnetization and the strain tensor axis.

2.6 Magnetic Domains

A ferromagnet of macroscopic size contains manyonsgcalled “magnetic
domains” in the demagnetized state. Within eachalonall the atomic moments are
aligned in one of the easy direction leading tons@eeous magnetization. However,
the direction of spontaneous magnetization vanes)fdomain to domain so as to
minimize the total magnetic energy of the systefme Tagnetostatic energy or the
volume energy is given by

Es =%%NM§V, (2.162)

where N is the demagnetizing factdd,, is the saturation magnetization avidis the

volume. The magnetostatic energy increases withease in the volume. To
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minimize this energy the material breaks into demmaso that the demagnetization
energy is minimized. On a purely statistical baaisavailable easy directions will be
used equally in the material. For example, if themen domains of approximately
equal volume in a demagnetized iron specimen, tingber of domains spontaneously
magnetized in each of the six <100> easy directwitidbe n/6. Therefore the whole
specimen will not show a net magnetization in theeaice of an applied field. Several

factors affecting domain distribution and magnbgbavior may be listed as follows:

magnetocrystalline anisotropy, which determinesrhtiral easy axis of
the crystallites;
- induced anisotropy, produced by strain which cieate easy axis over-
riding the magnetocrystalline contribution;
- shape anisotropy, in which the easy axis is detexdhby minimization of
magnetostatic energy (this applied to small pasigl
- size and orientation of the crystallite composimg $pecimens.

The orientation of magnetization in each domain éime domain size are
determined by magnetostatic, crystal anisotropygmatoelastic and domain wall
energy. All domain structure calculations involvenimization of the appropriately
selected energies.

Domains are associated with domain walls. Domamllsware interfaces
between regions in which the spontaneous magnetizhas different directions. At
the wall the magnetization must change directiosimple picture of a domain which
makes an abrupt change between two domains is shovAgure 2.17. For this

ferromagnetic specimen the easy axigig and a row of atoms is shown parallel to

x-axis, with thel8(® domain wall lying in the/-z plane. In this case the domain wall
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will have a large exchange energy associated Wwlikdause the spins adjacent to the
wall are antiparallel and the exchange energy fareomagnet is a minimum only
when adjacent spins are parallel. To calculateettehange energy, the minimized

structure of a domain is considered.

, :
Easy axis

7

S

V4

Domain 1 Domain 2

Figure2.17 Hypothetical infinitely thin 180° wall (Adaptedoim Bedanta, 2004).

The exchange energy for a pair of atoms with tineesspinSis given by
E, = —2JS cosp (2.163)
wherel is an exchange integral agdis the angle between adjacent spins as shown in

Figure 2.18(c). The series expansiorcoy is

COSp = —¢—22+g—:r— (2.164)

Due to ¢ is very small, the term ig* and higher power can be ignored. So the
exchange energy can be written as

E, = JS¢°-2JS. (2.165)
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The second term in Equation (2.165) is independéangle and has the same value
within a domain as within the wall, and it can @fere be dropped. The extra
exchange energy per spin pair existing within thel ws given by the first term,
IS,

In order to decrease the exchange enerd@B(® change in spin direction occur

gradually oveN atoms is necessary so that #heangle between adjacent spins will
be 7/ N. Then the total exchange energy is reduced bectoseequation (2.165),
it varies asg® rather than ag. Figure 2.18 shows the two simplest cases b8@

domain wall, (a) a Bloch wall and (b) a Néel wallpoth of which the magnetization
rotates from one domain to other in different ways.

In case of the wall plane contains the anisotragoyis, the domain
magnetizations are parallel to the wall and theilebh& no global magnetic charge,
meaning that the component of magnetization peipelad to the wall is the same on
both sides of the wall. However if the magnetizatiotates parallel to the waly-¢
plane in Figure 2.18(a)), there will be no chargesde the wall too. Then the stray
field energy will suppose its minimum zero valudisTwall mode, first proposed and
calculated by Landau and Lifshitz (Landau and LitisHL935) and the first theoretical
examination of the structure of a domain wall waslmby Felix Bloch (Bloch, 1932)
in 1932, and domain walls are accordingly calle@lash walls

In ultrathin films where the film thickness becaneomparable to the wall
width, Block walls cannot occur. Because with dasee of sample thickness, the
magnetostatic energy of the wall that extends tjindte thickness of sample increase
as a result of the free poles at the top and bottiotine wall. The spins inside the wall

may perform theirl8( rotation in such a way as to minimize their magstgitic
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energy. If the spins will rotate in the plane oé thurface, a smaller magnetostatic
energy at the internal face of the wall is acceptedhe price for removing the large
magnetostatic energy at the top surface. Such laisvehlledNéel wallin which the
magnetization rotates in a plane perpendiculah&plane of the wall (see Figure
2.18(b)).

The spins within the wall of Figure 2.18 are notnping in easy directions so
that the crystal anisotropy energy within the wslhigher than it is in the adjoining
domains. While the exchange energy tries to makewtll as wide as possible in
order to make thg angle between adjacent spins as small as posslbEnwhile the
anisotropy tries to make the wall thin so thatdduce the number of spins which are
not pointing in the easy direction. As a resulttlois competition, the wall has a

certain finite width and a certain structure.

~
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Figure2.18 Rotation of the magnetization vector between @ejunct domains

through a thin 180° wall in a infinite uniaxial reaal. Two different rotation modes
are shown, (a) a Bloch wall and (b) a Néel wal). $chematic of the anglégzﬁ)

between two adjacent spins (Adapted from HubertSoidifer, 2000).
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The classical definition of domain wall width inthaced by Lilley is given by

W, = 7,/ AK, , (2.166)
where Ao J is called the exchange stiffness afg is the uniaxial anisotropy.
When the volume of the magnetic material is reduttee magnetostatic energy
is also reduced. For a critical radius it is possiinat the magnetostatic energy is
smaller than the domain wall energy. Below thaiusadhe system would prefer to

stay in a single domain state. The critical radjusfor which the single domain state

is stable compared to multidomain state, is giveiGiHandley, 2000)

JAK
rx9¥ (2.167)

C 2"

IUOMS

Typical values forr, are about 15 nm for Fe and 35 for Co particlese Th

magnetization reversal of single domain particlas occur by various mechanisms
such as Curling, Buckling, Coherent rotation of th@ments and so on. The coherent
rotation of the moments in unison is a simple maatal is quite handy in describing
many experimental observations (OHandley, 2008 Stoner-Wohlfarth model can
be used to explain the coherent rotation of thematization. This model assumed no-
interacting particles with uniaxial anisotropy imieh the spins are parallel and rotate

at unison. In this case one can define a net ntiagnementm,, to the nanoparticle,
with |r?1NP| ~ M. The large magnetic moment is similar to the atomament and is

known assuperspin It is of the order ofl00Qu; . The magnetization reversal of the

superspin in presence of field or temperature @addscribed by theoretical models

Stoner-Wohlfarth and Néel-Brown respectively.
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2.7 Magnetization reversal

Generally, magnetization reversal process in tiimsf can occur either via
domain wall motion and or via coherent rotation.ttms section, we will discuss
briefly the magnetization process in bulk thin #lnand then magnetization via
coherent rotation will be discussed using the Std¥ehlfath model.

2.7.1 Magnetization reversal viadomain wall motion

One important practical characteristic of ferronmetgis the magnetic
hysteresis. The magnetization in applied field delgseon the history of the field
cycle. The hysteresis behavior was first explaibgdPierre Weiss by the assumption
that ferromagnetic materials consist of domains i§8/e1970). These domains are
separated by domain walls and try to minimize teieemergy of the system. A typical

hysteresis loop is shown in Figure 2.19.
If the system is magnetized to the saturation maaten M, by an applied

field, then reducing the field to zero, the magredton reduces to the remanent

magnetizationM,. A magnetic field equal to the coercive field, is needed to

switch the magnetization into the opposite directnd to bring the magnetization to

zero from remanence. The parametevg and H, can be to characterize a

ferromagnet. The previous section has evidencesl specimen exceeds a certain

critical size, it would divide into domains. In éadomain all the magnetizatiov ; is
everywhere parallel and separated by domain wdllsrevthe direction oM, varies

with position.
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Figure 2.19 A typical magnetic hysteresis loop (Adapted froedBnta, 2004).

When s demagnetized ferromagnet is magnetizedhyusprocesses occur. First
the applied field is increased from zero, domairl weotion starts to occur which
requires least magnetic energy. In this processiatto are aligned favorably with the
magnetic field will grow at the expense of domantsch are unfavorably aligned. At
small applied fields the domain walls move throsgtall distance and return to their
original position on removal of the field; these dermed reversible displacements
and correspond to the initial curved part of thegnsization curve. This reversible
process is called adomain-wall bowingor one can also call idomain-wall
relaxation Wall bowing becomes irreversible when the domaall is sufficiently

deformed that expansion continues without furtheraase of field.

The bending of the wall which begins as reverstiale also become irreversible

if during this process the wall encounters furtipgmning sites which prevent it
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relaxing once the field is removed. At intermedittehigh field amplitudes, there is
irreversible mechanism, namely domain rotation cacur in which the anisotropy
energy can be outweighed and the magnetizatiorsgddenly rotate away from the
original direction of magnetization to the crystgllaphic easy axis which is nearest
to the field direction. The final domain procesighest magnetic fields is coherent
rotation of the domains to a direction aligned witie magnetic field, irrespective of

the easy and hard axis.
2.7.2 Magnetization reversal via coherent magnetization rotation

The hysteresis curve for single domain particles lwa calculated using
the Stoner-Wohlfarth (SW) model. Since there arelomains and domain walls, the
magnetization reversal can be explained by coheatation of the magnetization of
single domain particles or superspins. The SW maeésktribes the magnetization
curve of an aggregation of single domain partiglél uniaxial anisotropyeither as a
result of particle shape or from the magnetocrig&al anisotropy. The main
assumption curves of the model are: (i) coheretion of the magnetization of each
particle and (ii) negligible interaction betweere tparticles. In the SW model, the
calculations were made for the ellipsoidal parficle

The coordinate system of SW model is illustrated Figure 2.20. The
equilibrium direction of the particle magnetizatimector is defined by the easy
anisotropy (EA) axis and the direction of the apglfield. When a magnetic field

is applied at an angl¢ to the easy axis of the uniaxial anisotropy ofheticle, then

the magnetization vector leans with an angleslative to the easy axis.
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Figure 2.20 Coordinate system for magnetization reversal paes single domain

particle. An externally applied field at an angleelative to the easy axis causes a net

magnetization to lies at some angk relative to the easy axis (Adapted from

Bedanta, 2004).

The free energy of the system can be written ims$eginisotropy energy as
E = KVsin® 8 - 4, HM,V cog¢ - 6) (2.168)
The equilibrium position of the magnetizatidm is given by

% = 2KV sinf co¥ — y,HMV sitfg—0) = | (2.169)

2K sing co®) = p,HM, silig—6) (2.170)

The magnetization resolved in the field directismgiven by

M =M cos(¢-0). (2.171)
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To consider in the case of a magnetic field iswmadrto the easy axis, so that

is 90°. Then the equation (2.170) and (2.171) become

2K sind co®) = p,HM coso . (2.172)
M = M,sing. (2.173)
Let m= M/ M, is the reduced magnetization and substitute thatemn (2.173)

into (2.172). Then the reduce magnetization cawiitéen as

m= % (2.174)

Saturation is achieved whed = H, = 2K /M = anisotropy field. The reduced field

is defined byh=H/ H, and can be written as

h= % (2.175)

Now the equation (2.170) and (2.171) can be expdeas
sind cos = h sirf¢—0) (2.176)

m = cos(¢—6) (2.177)

Analytic solutions are possible fgr=0 or ¢ =90°. When ¢ =0 the hysteresis
is rectangular and whepi=90°, the hysteresis passes through the origin and mates

show any coercive field as shown in Figure 2.21.
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Figure2.21 Hysteresis curves of a spherical single domainigbarfor different

angles between anisotropy axis and external fiaeldhe framework of Stoner-

Wohlfarth model (Stoner and Wohlfarth, 1948).



CHAPTER I11

RESEARCH METHODOLOGY

3.1 X-ray techniques

3.1.1 Synchrotron radiation
Synchrotron radiation is the electromagnetic radiation emittezhasge

particles (electron or positrons) that are moving at speedstddbkat of light when
their paths are altered, as by a magnetic field. The radiatisnaharoad energy
spectrum from infrared till hard x-ray and the intensity is 10 rgrad magnitude
higher than conventional x-ray tubes.

There are three forms of synchrotron radiation, depending on thesprote
generations. The Bending Magnet (BM) is the simplest procedurprdeide

synchrotron radiation. The radiation emanates in the form of coheawdivergence

1/y, where y =1/y/1-V? /c? = 1/{/1- B2 . It can also be expressed in term of the

electron energy as

y = Eez = 1957E, [GeV]. (3.1)

m.C

The radiated energy in the electron frame of referenceifallse range of neV, but
increases to the x-ray energy range in the laboratory frame cémeéerThe energy of

the emitted photon is given by (Als-NielsenFultz and McMorrow, 2001)

_ 3ehBy?
2m,

E

C

(3.2)
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Figure3.1 Schematic of synchrotron radiation from different sources. Radiati

from (a) Bending magnet (b) Wiggler and (c) Undulator (Attwood, 2007).

E.[eV] = 665E.[GeVB[T], (3.3)
where B is the applied magnetic field. Figure 3.1(a) showsliadon flux versus
energy plot of radiation coming out from a BM.

The other two structures, Wiggler and Undulator consist of pereay of
magnets with alternate field direction applied perpendicular tockiaege particle
motion and are collectively known as Insertion devices. They have Higheamnce
than the BM. The difference between these two depends on the par&meteich is
given by

K =248 _ 0034 EmiB, [T, (3.4)
27m.c

where 4, is the periodicity of the magnets aBg is the magnetic field.
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Figure3.2 Schematic of polarization of radiation from undulators with (a)alilye

polarized and (b) circularly polarized x-rays (Attwood, 2007).

For a WigglerK >> 1 and the intensity « 2N, where N is the number of
periods, while an Undulatak <1 and | o« N°. The undulator produces highest peak
brilliance and lowest divergende’;/\/ﬁ. The flux versus energy from a wiggler and
undulator is shown in Figure 3.1(b) and (c), respectively. The beasualy linearly

polarized in the plane of the electron orbit. If the two opposite mflése magnets

are periodically shifted the polarization can be adjusted. Hoifteog 4,/ 4 a helical

magnetic field is generated and circular polarized photon arenedtdi the shift is

A, 12 then linear polarization along vertical direction is obtained. Eigu2(a) and

(b) illustrate the undulators producing linear and circularly poldrizight,
respectively.

Recently also fourth generation synchrotron sources i.e. Fregdaldaser
(FEL) are available, which provide fully coherent (transverselamgitudinal) x-ray

beam with very high intensity in small pulses.
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3.1.2 X-ray absorption spectroscopy (XAS) experimental set up

X-ray absorption spectroscopy (XAS) is one of the powerful techniques
to study the electronic structure of materials, formal oxidatiate and coordination
number and also used to probe local structure. The XAS experimernésally
performed at the synchrotron radiation source, due to high intensity angly ene
modifiable capability of generated x-ray photon, and the capabilitgbtain the
continuous absorption spectrum over extensive energy range (Koningshadyer
Prins, 1988).

In the x-ray absorption phenomena, where x-ray photon knock out an electron
from the inner shell an electron from higher energy levdlsaiscade down to fill in
the hole and discharging radiation of energy, the discharged eneagypkoton will
be released as demonstrated in Figure 3.3(a) and the fluoresceagecan be
detected. In addition, de-excitation can cause the Auger effectevitverelectron
reduces to lower energy state, a second electron can bealexcitee continuum state
and perhaps go out from the sample as shown in Figure 3.3(b). Theiefoeasure
the absorption coefficient it is possible to measure: the traiesimimtensity, the
fluorescence yield and the electron yield (Auger Yield). Thesatic illustration of
three types of x-ray absorption measurement is shown in Figure 3.4.

3.1.2.1 Transmission mode

This is actually the only real measurement of the absorption
coefficient and it gives bulk information the samples. After therggnef x-ray
photons being changed by x-ray double crystals monochromator, the insensitie
incident x-ray photon beamlg] and the transmitted x-ray photon beah) ére

measured by ionization chambers as shown in Figure 3.5.
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Figure3.3 The excited state (a) x-ray fluorescence and (b) the Auffecte

(Adapted from Koningsberger and Prins, 1988).
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Figure3.4 The three modes of XAS measurement (a) transmission mode, (b)

fluorescence mode and (c) electron yield (Adapted from Bunker, 2010).
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Figure 3.5 Schematic illustration of the experimental setup of transmission-mode

X-ray absorption spectroscopy (Adapted from Stern and Heald, 1983).

Vel

A~ et
lon Chamber{ "
- T M
; gy " :‘-’I‘IO-‘TI- ' - G == -
S== 2 Sample Chambef/ = ¥’

Figure 3.6 XAS experimental set up at the Siam Photon Laboratory, Synchrotron

Light Research Institute, Nakhon Ratchasima, Thailand.
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In this mode, we make sure the x-ray photon beam is well-alignetthheon
sample. The x-ray absorption can be extracted based on equation (2.6y Deri
sample preparation it is important to optimize the thickness otdhgle and the
concentration of the absorbing specie in order to minimize the saturaft the
intense features near the edge. Those parameters are, impjmsiximation, a
function only of the atomic number Z of the absorbing atom and of the chlemi
composition of the sample. The experimental set up of XAS expeaisation at
XAS beam line, Siam Photon Laboratory, SLRI is shown in Figure 3.6.

3.1.2.2 Fluorescence mode

In this case the measured quantity is the fluorescence x-ray
emitted by the sampldJsually the fluorescence detector is placed at 90° to the
incident x-ray photon beam in the horizontal plane, with the sampla aingle
(usually 45°) with respect to the beam. Fluctuations in the numberasfically
scattered x-ray are a significant source of noise in fluonesc¥AS, so the position
of the detector is selected to minimize the elasticallfteseal radiation by exploiting
the polarization of the x-ray beam.

In case of fluorescence mode, the measured signé& merely proportional to

the absorption coefficieniu(E), and needs to be corrected for the fluorescence

guantum efficiency and geometrical factors. As depicted in Figuigb), the
fluorescence yield at the point of absorption is proportional to thg xtansity at

the fluorescence efficiency,. The incident intensity at a deptly will be equal to:

| =1, (3.5)
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The fluorescence photon produced following absorption will then have to
escape from the sample and reach the detector. Thereforag#iseired fluorescence
flux I, at position y within the sample is given by (Trogeal., 1992)

|, =l u,(E)e, e EY. g EZ (3.6)
where u,(E) is the absorption coefficient due to a given core excitation of the
absorbing atom, e.¢(-excitation of Co atomy (E) is the total absorption coefficient
in the sample;, (E)=u,(E) + 14« (E), #;(E;) is the absorption coefficient at the
dominant emission energy, stands for the fluorescence yield efficiency per unit
solid angle,E is the incident beam energy artf] is the line emission energy or

fluorescence photon energy. Equation (3.6) applies to particular y anchs dettin
the samples as shown in Figure 3.5(b). In addition, z and y variables anelel@pada

the relationship igsing =zsind =x. Thus in order to calculate the fluorescence

signal for the entire sample thickness, the equation (3.6) can be written as

{yT(E)yf(Ef) .

di, =1, (E)e,-e" 5 " ]dx. (3.7)

Hence, the integrated fluorescence flux is then obtained by integater the entire

jet thicknesdd:

_(ﬂT(E)+ﬂf (E¢)

1 d sin si X
|, = |O/JA(E)EAWJO gl s s ]dx (3.8)

— |OIIJA(E)€A 1—exp — uT(E)+ﬂf(Ef) d (3 9)
e (BE) + 9u (Ey) sing sind | .

f
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where g=sing /sind. This above-written equation describes the integrated
fluorescence flux at the direction given by the an@le 45° in case of the setup
shown in Figure 3.5(b). For this geometry, we approximated = 90° and the

fluorescence intensity can be written as

_ lO/uA(E)EA _ _ '
= (Ef){l exp[ - (4 (E)+ 1, (E )"}, (3.10)

where g=1, sing= sind= 48 and d'=d/sin(45) The fluorescence intensity is
thus directly proportional to the absorption caséint of the absorber, but in addition,
the geometrical factors and the quantum efficiesu®y now included. Moreover, the
equation (3.10) has two interesting limits whiche ahe best cases for XAS
measurements in fluorescence mode: (1) the thiclpka(Eisebittet al., 1993) and
(2) the thin sample (Jaklevet al., 1977) limits.

For the thick sample limit, one assumes that #mepde thickness is much larger

compared to the absorption length. The fulfillmertthis condition implies that
| 44 (E)+ 11, (E;) d" >> 1, and thus el @ E 1 Hence, the fluorescence

flux coming out of thick sample can be rewritten as

|~ ¢ #a(E) (3.11)
C R i (B)+ 1 (Ey) '

In addition, if the element of interest is diluthen the XAS contribution to the
overall absorption from the denominator can be ewtgtl and detected, /1,) will
be practically equal tq., (E).

In the thin sample limit, both the sample thiclsvesnd the absorption lengths

are small, so that the argument of the exponenttarm becomes
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[,uT(E)erf (Ef)}d’é 1 and thereforeexp[—(,uT(E)+yf (Ef))d’] ~1. We can then

Taylor-expand the exponential term to first-ordbus the equation (3.10) reduces to

#,(E)
) e (E) + w1, (E¢)

e = 1y

[ (B)+ 11 (E)) |d" = lgeuua(B)d (3.12)

As can be seen in both cases, the resulting Xhnayescence can be directly
related to the changes in the absorption coefficénhe central absorbing atom and
thus it should yield quantitatively the same XASedpum, as recorded in x-ray
transmission.

3.1.2.3 Electron yield
In this case the measured quantity is the cugenérated in the
sample through an ammeter. Since the mean freegbattectrons in a material is
very low, thus the total electron yield is surfaemsitive technique.

3.1.3 X-ray absor ption spectrum calculation

In this thesis, the principle theoretical calcidias are performed based on
FEFF 8.2 code. This code is developed to primaalgulate x-ray absorption for the
FEFF (tx) project developed by the Department of Physicsivérsity of
Washington, Seattle. USA. Apart from XAS spectricwation, FEFF code can also
calculate x-ray natural circular dichroism (XNCBpin-dependent calculations of x-
ray magnetic dichroism (XMCD), nonresonent x-ray ssion (XES) and electronic
structure including local densities of states (LDOSEFF code is written in ANSI
FORTRAN 77 with principle investigator John J. Relmd co-principle investigator

Alexei Ankudinov.
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Title CoO rock salt structure
SpaceFm3m
a=4.2667
rmax=10
core=Co
atom

z Co 0.0000 0.0000 0.0000
j_.y O 0.5000 0.5000 0.5000
X

Figure3.7 Detail of an atoms.inp input file to generate fiep” for FEFF

calculation.

FEFF isab initio self-consistent real space multiple-scatteringMB¥code for
simultaneous calculations of x-ray absorption gjpeand electronic structure. The
input file “feff.inp” can be created directly froMTOMS code via “atoms.inp” as
shown in Figure 3.7.

The power of FEFF lies in the relative simpliaifythe required input from the
user. The suitable commands, parameter and atomwsitigns for FEFF-XAS
spectrum calculations can be edited within the tirfpe named “feff.inp”, which is
shown in Figure 3.8. This file can be controlledhasome details, for instance the
generator of input file and the number of atom Whi contained in the cluster. The
following details describe about various cards usedssign the steps of calculation.
The type of atomic potentials and defined atomimtsyls are presented in the next
part, and eventually with the locations of the tadaatoms in the system where the

location of center atom is placed at (0,0,0) iy,@, coordination.
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* This feff.inp file generated by ATOMS, version 2.50

* ATOMS written by and copyright (c} Bruce Ravel, 1992-1999

*  totalmu= 1888.7cm”-1, deltamu= 1632.2cm”-1
specific gravity = 6.408, cluster contains 437 atoms.

* mcmaster corrections: 0.00062 ang”2 and 0.694E-06 ang”4

*

TITLE CoO rock salt structure

EDGE K
502 1.0
* pot xsph fms paths genfmt ff2chi
CONTROL 1 1 1 1 1 1

PRINT 1 0 0 0 0 0

* r scf [| scf n_scf ca]
SCF 5.0 0 30 0.2

* ixc [ Vr Vi]
EXCHANGE O 0 0

*EXAFS
*RPATH 9.38674

# kmax [ delta_k delta_e ]
XANES 4.5 0.07 0.5

¥ r fms [|_fms]

FMS 7.0 0

*

RPATH 0.10000
* emin emax resolution
*LDOS -20 20 0.1

POTENTIALS
* ipot z[label |_scmt |_fms stoichiometry ]

0 27 Co -1 -1 0

1 8 0 -1 -1 i

2 27 Co -1 -1 1
ATOMS
0.00000 0.00000 0.00000 0 Co 0.00000
0.00000 2.13335 0.00000 1 O 2.13335
0.00000 0.00000 -2,13335 1 0 2.13335
0.00000 -2.13335 0.00000 1 0 2.13335
2.13335 0.00000 0.00000 1 O 2.13335
-2.13335 0.00000 0.00000 1 O 2.13335
0.00000 0.00000 2.13335 1 O 2.13335
2.13335 0.00000 213335 2 Co 3.01701
-2.13335 0.00000 2.13335 2 Co 3.01701
-2.13335 2.13335 0.00000 2 Co 3.01701
213335 2.13335 0.00000 2 Co 3.01701
-2.13335 -2.13335 0.00000 2 Co 3.01701
-2.13335 -8.53340 -4.26670 1 O 9.77624
-4.26670 -8.53340 -2.13335 1 O 9.77624
2.13335 -4.26670 8.53340 1 0 9.77624

END

Figure 3.8 Detail of a “feff.inp” input file of CoO with Cosacenter atom for FEFF

calculation.
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FEFF code aids scientist to approach the XAS speoy performing the

possibly precise Green’s function in the absorptioefficient 4(E). For FEFF 8

series, the developers suggested two main develtgadres for XAS calculation.
The two main advantages are the approaches ot@atistent field (SCF) and full
multiple scattering (FMS).

For XAS calculation (especially XANES), the SCpoare used to compute
the electron density and Coulomb potential withiEMS Green’s-function
framework. The self-consistency allows to redisttébcharge in the system in such a
way that charge is transferred between atoms ba@séldeir chemical electron affinity
(i.e., oxidation state). In addition, the SCF cition provides an accura#b initio
estimation of the Fermi energy, which is esseiftiathe correct representation of the
intensity of “white lines” (strong absorption feeta just above the Fermi level).

The SCF loop is initialized by the constructionao§o-called muffin tin (MT)
potential as an approximation to the real (fulltgmtial. The MT potentials are
obtained by placing the free atoms at the positgpecified by the feff.inp data. In
this scheme, all atoms are treated as spherehanddii of the spheres are decreased
up to a certain level determined by Norman criter{dlorman, 1976), with excess
charge placed onto the flat interstitial region.the next step of the SCF loop, the
relativistic Dirac equation is solved for the aboWT potentials to obtain
photoelectron scattering amplitudes and phasesseleantities are used in turn to
construct the Green’s function given in Equatiaa82). FMS card will perform the
calculation for all possible paths within the defincluster. XANES calculation can
be performed under the defined control cards, mb#tem are normally used as the

defaults, excepting FMS and SCF which are importandinaged.
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3.1.4 Linear combination analysis
Linear combination fitting (LCF) is presently thenost common

approach for quantitative XAS analysis. LCF modbaks spectrum from a sample of
unknown speciation with a linear combination of cdpee from standards of known
structure and composition that are candidate sp&daibin the sample.

The underlying principle of LCF is the additive ma of the absorption from
each species in the sample. It can be applied toNE3\, derivative XANES, or
EXAFS spectra. In principle, the total absorptioefticientz can be written as a sum

of coefficients for all the chemical forms or sgecin the sample:

H= z fia, (3.13)

where f, is the fraction of specieshaving the absorption coefficien.

In this thesis, the fractions of secondary phas¢hersamples are examined
using LCF subroutines in Athena (Ravel and NewyilB905). This program
calculates the scaling factor applied to differestandard spectra that provide the
best representation of the measured spectrum ovetefamed energy range.

Mathematically,

Model = > (STD,), (3.14)
whereModel represents the least-squares fit to the sampletrape over a selected
energy range, and, represents the scaling factors applied to eacbtrspe of the

corresponding standal(dSTDi) across that energy range of the fit. The scaktpfs

can be constructed so that they sum to one andadreegative. Ideally, the scaling
factor obtained from LCF represents the fractiohsaxzh standard species within the

unknown sample. The statistical goodness-of-fiapuaater is th& factor.
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The R factor is the sum of the squares of the differerfmetween the data and
the fit at each data point, divided by the sum led squares of the data at each

corresponding point. Thie factor is defined by

> (datg - fit)’
R factor= - . (3.15)

Z datef

In general, R factor values less than 0.05 areidered to reflect a reasonable fit.

3.2 SQUID magnetometer

Superconducting Quantum Interference Device (SQUEDa very sensitive
magnetometer to measure the magnetization of tamgptes with tiny magnetic
moments. The special design of the detection cwilthe Josephson junction provides
the high sensitivity to these measurements. Thsitbéty is of the order of 18 emu
(10 Am?). Essentially two modes of operation exist. Fiegt,a magnetometer, it

measures the static magnetic momept, at various applied fieldsH, and
temperature]. When normalized to the volume of the sample draions the average
magnetizationM. Second, as aac susceptometer additionally a small alternating
magnetic field is applied and the time dependemafaseu(t), Is recorded. SQUID
magnetometers are used in various field of reseawth as in the study of
superconductors, biological materials, thin filmsagnetic nanostructures, magnetic
fluids and geological materials.

In this thesis, a commercial SQUID magnetometer,gmatic property

measurement system (MPMS) from Quantum Design,used for the magnetization
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measurements. The MPMS system includes severaéreliff superconducting

components:
- asuperconducting magnet to generate large madredtis,
- asuperconducting detection coil which couples atidely to the sample,

- a Superconducting QUantum Interference Device (E)Wdbnnected to the

detection coil,
- asuperconducting magnet shield surrounding thelBQU
3.21 Principleof SQUID operation

In the SQUID device, a Josephson junction detixetsnagnetization. It
is shielded by a magnetic shield from the extenmadnetic fields and the sample. The
SQUID is connected to the detection coils (“picK @pil) around the sample space
by superconducting wires. The detection coil (pigk coil) is a single piece of
superconducting wire wound in a set of three coosfigured as a second order
(second derivative) gradiometer as shown in Figuééa). The upper coil is a single
turn wound clockwise, the center coil comprises twams wound counter-clockwise,
and then the bottom coil is again a single turn mebalockwise. In this configuration
the pick up coil is only sensitive to the magneti@y fields from the sample, whereas
any field change outside the coil is not detecidte sample is moved through this
pick up coil. The detection coil, the supercondugtvire and the SQUID input coil
form a closed loop superconducting system. The Eamgspmounted in a tube of
diameter 9 mm and is attached to a rigid sample Tod sample space is maintained
at low pressure and filled with He gas. The detectcoil is surrounded by a

superconducting magnet (type Il), which providesfarm magnetic field over the
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sample. The uniformity of the magnetic field chasdey 0.01% over a sample

displacement of 4 mm.

(a)

Gradiometer coil

Sample holder \

Sample transport i \

assembly S i

sample

1

U

e WL

Superconducting magnet

position ——»

— voltagé

i T~ Vessel for

Liquid Helium

N bt o
™ Liquid nitrogen

Jacket

Probe head containing SQUID, Heater
He valve and He level meter

Figure 3.9 (a) Gradiometer coil with sample and the supercotidg magnets (b)

The response curve fitted with a point dipole agpnation. (c) Schematic of the

SQUID magnetometry (Bedanda, 2006).

The sample is suspended from a rod mounted atoiheoft the cryostat to a

transport mechanism. When the sample is movedcadytithrough the detection coil,

the magnetization can induces an electric curranthe detection coil, which is

inductively coupled to the SQUID sensor. As the gl@mmoves through it the

magnetic flux changes and the SQUID sensor provédessponse curve for voltage

versus distance as shown in Figure 3.9(b). Thipamrse curve is fitted with the

theoretical curve of an ideal dipole and the fa\pdes the value of the magnetization.
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The SQUID magnetometer measures the longitudingnet&ation that means the
magnetization component along the direction of #pplied magnetic field and
parallel to the detection coil. The maximum fielct can be achieved #5 T. The
temperature at the sample can be set in the rarg@ Z 400 K and the temperature
stability of magnetometer is better than 50 mK.uFég3.9(c) shows a schematic of

the SQUID magnetometer.
3.2.2 Josephson junction

The SQUID device consists of closed supercondgdop including
one or two Josephson junctions in the loop’s cirpath. The SQUID function is a
manifestation of two fundamental physical propertimagnetic flux quantization in a

superconducting ring and Josephson Effect.

The magnetic flux inside a superconducting ringjisintized (Kittel, 1986).

The total magnetic flux in the loop is given by

O, = j A-ds = nd, (3.16)
where A is the vector potential is an integer. The flux quantum is given by

D, = 21 ~ 2.07x 10"° Tm? (3.17)
e

The superconducting properties are related to go@opair (electron-electron pair)

and the wave function can be written as
w(7.t) = w,(F.t)expis € 1)), (3.18)
where ¢ is the phase factor, which is same for all Coqqagrs.

When two superconductors are separated by a tinaneér (can be conducting

or insulating), the current density through therilearcan be written as
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| =1,sing, , (3.19)
where | is the critical current densityy, = ¢, — ¢, is the phase difference.
This junction is called a “weak link” or “Josephspmction”, which plays a

crucial role for the detection of magnetic momdiitis is achieved without applying

any voltage across the junction.

If a voltageV is applied across the junction, then the curramtsdy can be

expressed as
| =1_sino (3.20)
where § is given by =0, -wt. The current density oscillates with a frequency

o = 2eV [ n, which is known as Josephson Effect.

3.3 Neutron technique

The neutron is an uncharged (electrically neusabatomic particle with mass
m,=1.675< 10*" kcand spins=1/2. Neutron possesses a magnetic moment, which
is coupled antiparallel to its spin in the orderno& y, i, , wherey, = -1.913is the
neutron gyromagnetic ratio, andy, is the nuclear magneton given by

fy = €h/m, =5.501 1077 JIT.

Neutrons are stable when bound in an atomic nuclkebde having a mean
lifetime of approximately 1000 seconds as a fregigde. The neutron wavelength is
obtained from the de Broglie relation. The velodigtributions of neutrons are given
by Maxwell velocity distribution and are dependemon the temperature of the

moderator. They are detected by nuclear reactibias produce charged using
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proportional counters (witfHe) or scintillation countersl(i). Neutrons are classified
according to their wavelength and energy as “epmia¢’ for short wavelengthsA( ~

0.1 A), “cold” for long wavelengthsA ~ 10 A). The desired range of wavelengths is
obtained by moderation of the neutrons during tpeaduction, either in reactors or

spallation sources.
3.3.1 Neutron source

Most fundamental neutrons experiments are conduetéh slow
neutrons for two reasons. First, slower neutrorengpmore time in an apparatus.
Second, slower neutrons can be more effectively ipoéated through coherent
interactions with matter and external fields. Fneetrons are usually created through
either fission reactions in a nuclear reactor @ilapion in accelerator-based neutron

sources.
3.3.1.1 Fission source

Neutrons have traditionally been produced by dissn nuclear
reactors optimized for high neutron brightnessthiis process, thermal neutrons are
absorbed by uranium-235 nuclei, which split intssfon fragments and evaporate a
very high-energy (MeV) constant neutron flux. Aftee high-energy (MeV) neutrons
have been thermalized to meV energies in the sndiog moderator, beams are
emitted with a broad band of wavelengths. The gndiggribution of the neytrons cab
be shifted to higher energy by allowing them to edanto thermal equilibrium with a
“hot source” or to lower energies with a “cold smeirsuch as liquid deuterium at 25
K. Wavelength selection is generally achieved bad8r scattering from a crystal

monochromator or by velocity selection through acihamical chopper. In this way
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high-quality, high-flux neutron beams with a narravavelength distribution are

made available for neutron experiments.
3.3.1.2 Spallation source

In these sources neutrons are released by bombaadneavy-
metal target (e.g., tantalum), with high-energytipas (e.g., protons) from a high-
power accelerator. The methods of particles acatiter tend to produce short intense
bursts of high-energy protons, and hence pulsesuwutrons. Spallation releases much
less heat per useful neutron than fission (typycd@d MeV per neutron, compared
with 190 MeV in fission). The low heat dissipatiomeans that pulsed sources can

deliver high neutron brightness with significarithgs heat generation in the target.

The main feature that differentiates spallationrses from reactors is the
possibility for operation in pulsed mode. At reactme obtains continuous beams
with a thermalized Maxwellian energy spectrum. Irsallation source, neutrons
arrive at the experiment while the production seuscoff, and the frequency of the
pulsed source can be chosen so that slow neutergiea can be determined by time-
of-flight methods. The lower radiation backgrounad aconvenient neutron energy

information can be advantageous for certain expEnm
3.3.2 Neutron reflectometry

Neutron reflectometry is used to probe the stmgctf surfaces, thin
films or buried interfaces. Polarized neutron mtfhenetry (PNR) is a technique for
studying the magnetization profile near the surfatethin films and magnetic
multilayer materials. This technique involves sh@ia highly collimated beam of
neutrons onto an extremely flat surface and meaguhe reflected intensity as a

function of the scattering vect®@ (momentum transfer vector) perpendicular to the
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reflecting surface. The exact shape of the reflagtiprofile provides detailed
information about the structure of surface, inahgdithe thickness, density, and

roughness of any thin films layered on the substrat

At grazing incidence, it can be distinguished thsmattering geometries,
specular reflection, scattering in the incidencanpl (off-specular scattering) and
scattering perpendicular to the incidence planazjgg incidence small-angle neutron

scattering). The neutron scattering geometry isvshia Figure 3.10.

Incidence
plane Specular
reflection

Figure3.10 Schematic of the neutron scattering geometry frafifferent
perspectives. Specular reflectivity geometry; @@sular scattering plane,
corresponding to the incident plane (dotted pla@@BANS scattering plane (dashed

plane), perpendicular to the incident plane (Adaptem Paul, 2012).
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The correlation lengths can be estimated from ltheetequations of momentum

transfers along three different axes due to thi#esaag geometry for small angles.

—

3, -6, :%’T[sin(ai )+ sing, )] z%[ai v, ] (3.21)

Q. =Q = 277[[005@ Y+ cos(B, )} cosk })

) (3.22)
~ 77[ o’ —al —493].
=~ =, 27 : 2r
Q,=Q = =-cos @, )sin(@, = 7[@] (3.23)

As shown in Figure 3.10, the incident wave ved?;omaking an angley, in the
x-z plane while the scattered wave vectbr making an anglex, in x-z plane and

also 26, in the x-y plane (relevant for diffuse scattering). Differdahgth scales

£=27/Q (ranging from nm tem) can be accessed by using different scattering
geometries in most practical cases. Specular tefigcprobes the structure anr(ﬁZ
or in the depth of the film (3 nrax £ < 1 um). Off-specular scattering probes surface
features alongﬁX (500 nm< & < 50 um) whereas grazing incidence SANS probes
surface features in the range of 3 and < 100um alonng.

Neutron reflectometry is a specular reflection teghe, where the angle of
incident beam is equal to the angle of reflectednieThe reflection is usually

described in terms of a momentum transfer vectenoted Q,, which describes the

change in momentum of neutron after reflecting fitbin material. Conventionally the
z direction is defined to be the film normal directi A typical neutron reflectometry

plot displays the reflected intensity (relativetthe incident beam) as a function of the
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scattering vecto@Z = (47r/ ﬂ)sina. The neutron wavelength used for reflectivity is

typically on the order of 0.2 to 1 nm.

The measured reflectivity can be achieved eitheusipyg a monochromatic
neutron and scanning a large range of incidentesngir by using the broad-band
neutron time of flight method with fixed scatteriaggle. In the case of the time of
flight method the fixed sample geometry ensuresstaomt samples illumination and

essentially constan®, resolution over the availabl®, range. The experimental set

up and principle layout of the apparatus for muplitional reflectometry (AMOR)
station at the Swiss spallation neutron source SIR&ul Scherrer Institute, PSI is

shown in Figure 3.11.

The moderated neutrons pass through a dish chappslect the wavelength
range. The beam is coarsely collimated by neutbmoroing jaws before entering the
experimental measurement area. Fine collimaticecigeved by two slits before the
sample which define the illuminated area and rdgoiuat the sample position. The
beam intensity is monitored just before reaching shmple using a low efficiency
monitor detector. Post sample, the background nsisappressed by two further slits
and shielded detector nose cone. Polarized incideutirons are obtained by using a
polarizer and the polarization of the reflectedtrans is determined using a analyzer
crystal. Both polarizer and analyzer are consistihg multilayer system comprising

magnetic and non magnetic layers.
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Figure 3.11 Schematic diagram of AMOR reflectometer at PSidtaet al., 2004).

3.4 DC magnetron sputtering

Magnetron sputtering is a type of Physical Vapop&sition (PVD), a process
in which a target material is vaporized and depdsiin a substrate to create a thin
film. Conductive materials can be deposited usiniyect current (DC) power supply.
For insulating or semiconducting targets, a rademydency (RF) power supply is
required with an automaticThis method is used to prepare multilayers of the
composition SiQ[Co(13 nm)/CoO(5 nm)/Au(25,30,3%)he by the multilayer
research group of Dr. Amitesh Paul, Technical Ursig of Munich (TUM) and
through collaborations for studying the local stawe of Co atoms and the formation
of various cobalt oxide forms in these samples Bingi the X-ray absorption
spectroscopy technique as well as studying togathethe magnetic properties of
these samples using SQUID and PNR measurements Nainils of the sample
preparation and X-ray diffraction (XRD) are presehelsewhere (Paul and Mattauch,

2004; Paul, Schneider and Stahn, 2007).
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3.5 Precipitation method

In this thesis, the BiFef2and Mn-doped BiFe©samples were prepared by the
research group of Prof. Dr. Santi Maensiri andulgtocollaborations for studying the
local structure of Fe and Mn atoms in these samipjessing the X-ray absorption
spectroscopy technique. These samples were prefgrea precipitation method.
More details of the sample preparation and X-rdfradition (XRD) are presented

elsewhere (Hunpratudi al., 2012; Unruaret al., 2012).



CHAPTER IV
XANESSTUDY OF MANGANESE-DOPED BISMUTH
FERRITE AND COBALT-COBALT OXIDE

EXCHANGE-COUPLED SYSTEM

4.1 XANES measurement of Mn-doped BiFeO;

The nominal BiFeMn,O3 ceramic compositions (with x = 0, 0.05, 0.10, 0.20,
0.30, and 0.40) used in this study were prepared by a precipitation methodn(etnrua
al., 2012; Hunpratulet al., 2012). X-ray diffraction (XRD) measurements were first
carried out to verify theglobal crystal structure of the BFO and Mn-doped BFO
samples. Thdocal structure of the Mn in BFO structure was then determined by
XANES technique. The XANES measurements of Fe andKMxlge were performed
in fluorescent mode with 13-component Ge detector (Canbera) at tley X-r
absorption spectroscopy beamline (BL-8) of the Siam Photon Sourcedqelenergy
of 1.2 GeV with electron currents between 120 mA and 80 mA), Synchrotgbr Li
Research Institute, Thailand. The XANES spectra of all sanwpdes collected at

ambient temperature. Double crystal monochromator Ge(111l) with anyenerg
resolution AE/E) of 3x10* was used to scan the synchrotron X-ray with the photon

energy step of 0.25 eV in the range of 7090 to 7190 eV and 6520 to 6620 eV,

covering the XANES region of Fe and Mredges, respectively.
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4.2 XANES measurement of Co/CoO/Au multilayers

Multilayers (MLs) of the compositionSiO, /[Co(11.0nn) /Co® 5.0nin

Au(25,30,35 nn) J-16 Were prepared by DC magnetron sputtering (egall., 2006).

During deposition, the Ar pressure in the magnetsputtering chamber was
3x10°mbar. The process was started at a base pressufix16f mbar. An

ultraviolet was used to assist oxidation at amp@ssure of 200 mbar at 50 °C for 1 h.
A schematic of layer structures is shown in Figlue The Co ML samples are label
as Co_25, Co_30 and Co_50. The sample numbersedir@othickness of Au layers.
The Co K-edge measurements were performed inldbeesscence mode with a
13-component Ge detector at the x-ray absorpti@ctepscopy beamline (BL-8) of
the Siam Photon Source (electron energy of 1.2 Gwdm current 120-180 mA),
Synchrotron Light Research Institute, Thailand. duldle crystal monochromator Ge
(220) was used to scan the energy of the synchrott@y beam with energy steps of

0.30 eV in the range of 7700 to 7785 eV coverirgXANES region of Cd-edge.

Au N=16

CoO | _

Co N=15
N=2

Au =1

CoO |

Co

SiO,

Figure 4.1 Schematic of layer structure of Co/CoO/Au ML.
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4.3 XANESAnalysis

4.3.1 Identification of Mn site In BiFeO;

The measured Fe and M&tedge XANES spectra measured for BFO
and Mn-doped BFO samples with different Mn contearss compared with standard
FeO3; and MnO; powders, as shown in Figure 4.2 and 4.3, respaygtivor FeK-
edge, the position of absorption edge of all sampksembles that of the J&g
standard, showing that the valence of Fe in BFQcsire is +3, as expected. This
observation also rules out the presence of ther dilsenuth ferrite secondary phases.
Similarly, the MnK-edge spectra of all samples and the®ystandard have similar
positions of the absorption edge. This result iatis that the majority of Mn species
in Mn-doped BFO is M. Furthermore, both spectra contain the same neaitures,
implying that the majority of Mn atoms assumes slaene lattice locations in these

samples. The main feature of the Mredge XANES spectra are composed of two

shoulders and three peaks labeledsgss,, p;, p,, and p,;(as shown in inset of

Figure 4.3). The pre-edges | absorption region around 6542 eV is attributednt®

electric dipole forbidden transition of & électron to an unoccupied 8rbital, which

is partially allowed because of electric quadrupoteipling and/or 8-4p orbital

mixing. The main absorption edge featurs)(is assigned to the purely dipole-
allowed B—4p transition. Featurep,, p, and p, result from the multiple-scattering

contribution of absorbing Mn in Mn{®ctahedra surrounded by Bi.
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Figure4.2 Normalized FeK-edge XANES spectra of BiFgOand Mn-doped
BiFeO; ceramics with the different Mn concentrations wettmparison to the F@s;

standard sample.
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Figure4.3 XANES spectra of MnK-edge of Mn-doped BiFeQOceramics with

comparison to the M; standard sample. Inset presents the broadening and

increasing of, , andp, peaks.



110

The features of MiK-edge spectra of all the samples also look sindahose
of FeK-edge spectra, indicating that the local structureounding Mn atoms in Mn-
doped BFO samples is similar to that of Fe atontschivmeans Mn substituting for
Fe in Mn-doped BFO samples. However, a small siithe absorption edge to the

higher energy and the broadening and increasimgasfdp, peaks can be observed

when Mn concentration increases, as shown in iois€igure 4.3. These results can

be attributed to the formation of secondary phaise ®i,Fe,O,or BiMn,Os structure

appeared in XRD pattern of high Mn-doped BFO samfiiet shown here).

To further identify the lattice location of Mn atenm BFO structureab initio
XANES calculations of Mn at several lattice locagsowere carried out using
FEFF8.2 code (Ankudinov, 1998). This code utilizesfull multiple scattering
approach based oab initio overlapping muffin-tin potentials. The muffin-tin
potentials used in FEFF code were obtained usiffecamsistent calculations with
Hedin-Lundqvist exchange-correlation functions. Teghere with 5.5 A radius
(containing approximately 50-atoms) around the diEoMn atom was used for the
self-consistent calculations. The full multiple geeng calculations included all
possible paths within a large cluster radius of X.&ontaining approximately 150-
atoms). The electronic transitions associated whth XANES measurements must
follow the dipole selection rule.

In BFO perovskite structure, as shown in Figurda),4&here are three probable

Mn sites: Mn substituting on the Bi sit&1( g, , Figure 4.4(b)), Mn substituting on the

Fe site Mn.,, Figure 4.4(c)), and Mn interstitialMn;). The crystal structure of

BiMnO3; and BiMnOs are also shown in Figure 4.4(d) and 4.4(e), respyg. In
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these lattice settingsMn, and Mn_, are surrounded by O atoms, whiMn, is
surrounded by O and Bi atoms. The calculated XAMNB&ctra ofMn;  Mn_,, and

Mn, are shown in Figure 4.5. It is clear that thedesd of calculatedMn., XANES

spectrum match very well with those of the measwmees. On the other hand, the
calculated XANES spectrum oMng can be clearly ruled out and thein,
calculation produces some features with slight lsinty to the measured XANES
spectra. The results intuitively indicate the ttlocation of Mn atoms at B-site (Fe)

in the BFO unit cell Mn.,).

(d) BiMnO, (¢) BiMn,O

Figure4.4 (a) Perovskite crystal structure of BiF£OJ[(b)-(c)] Schematic
illustrations of Mn on Fe site, Mn on Bi site, amderstitial Mn. [(d)-(e)] show the

crystal structure of BiMn@and BiMnOs, respectively.
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Figure45 The measured MrK-edge XANES spectra of Mn-doped BiF£O

ceramics compared with the calculated Kiedge XANES spectra of the different

Mn lattice locations Kn.,, Mn g and Mn).
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4.3.2 Determination of secondary phasein Mn-doped BiFeO3

In order to clarify a small shift of the absorpti@edge to the higher

energy and the broadening and increasing ahdp, peaks, the MiK-edge XANES

spectra of pure BiMn®and BiMnOs are compared qualitatively with those of Mn-
doped BFO samples (as shown in Figure 4.6(a))h@setspectra were obtained by
extrapolating the spectra reported by Yonedal. (Yonedaet al., 2012) and Shukla
et al. (Shuklaet al., 2008), respectively. It can be clearly obsertreat the spectrum
of low Mn-doped BFO sample (x=0.05) certainly resgmats the features of pure
BiMnO3; XANES spectra, while the spectrum of the high Mpeld BFO sample
(x=0.40) mostly represents the features of pure B4 XANES spectra; an
indication of the secondary phase formation. Tarese the quantitative constituent
of the secondary phase, the Mredge XANES spectra of x=0.05 and x=0.40 are
considered as the parent component for creatindirtbar combination spectra. The
proportion of BIMnQ and BiMnOs obtained from the fits are tabulated in the Table
4.1. The fitted XANES spectra with various propang of BIMnGQ and BiMnOs are
shown as a solid curves superimposed on top ofrtbasured XANES spectra in
Figure 4.6(a). To validate this interpretation, thle initio calculation was also

performed.

Table 4.1 Proportion of BIMnQ and BiMnOs in Mn-doped BiFe@samples.

Sample Proportion of BIMNQ  Proportion of BiMnROs  R-factor

(BiFe;..Mn,Os) (x = 0.05) (x = 0.40)
x =0.10 0.967 0.033 0.0004
x=0.20 0.332 0.668 0.0004

x=0.30 0.171 0.829 0.0003
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Figure4.6 (a) Comparison of the extrapolated BiMpn@nd BiMnOs spectra
obtained from Yonedat al. and Shukleet al., respectively, and the measured Mn K-
edge XANES spectra of Mn doped BFO samples. Alsduded are the linear
combination of MnK-edge XANES spectra with various proportions of B® and
BiMn,0s. (b) The calculated MiK-edge XANES spectra of BiMnand BiMnOs.

The fitted linear combination XANES spectra areaikotted.

The FEFF 8.2 code is used to calculate the Haedge XANES spectra of
BiMnO3; and BiMnOs for ensuring all features of extrapolated XANESdp.
Similarly, the calculated MiK-edge XANES spectra with various compositions can
be simulated by using the linear combination of greportion of BiMnQ and

BiMn,0Os, as shown in Figure 4.6(b). More importantly, thatures of the calculated
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XANES spectra confirmed the accuracy of extrapdlaf&NES spectra and are in
good agreement with the corresponding measuredrapelbtained from Mn-doped
BFO samples. This result supports that (1) Mn atoertainly occupy B-site (Fe) in
Mn-doped BFO samples and (2) a small shift of thsogption edge to the higher

energy and the broadening and increasing, ahdp, peaks of MnK-edge XANES

spectra of Mn-doped BFO samples probably occur wu¢he increasing of the
formation of BiMnOs as the Mn content are increased, which cannoebeated by
XRD measurement.

4.3.3 Determination of secondary phase in Co/CoO/Au multilayers

The measured C&-edge XANES spectra measured for the MLs are

compared with standard Co metal (foil), CoO and@gowders, as shown in Figure
4.7. It can be clearly seen that XANES spectra IbfVlLs are likely to be the
superposition of the standard spectra of Co in nfanys. For instance, the pre-edge
peak (7715 eV) is quite similar to that of the Cetah and the highest peak (7725-
7730 eV) can be the superposition of the higheak p# CoO and the peak of Co
metal at around 7730 eV.

In order to determine the weighted proportion of@cand Co layers, the linear
combination analysis (LCA) are considered. By cdesng CoO, Cg0, and Co
metal as the parent components, the XANES spettath Go/CoO/Au MLs are fitted
(lines) with a superposition of XANES profiles dfet parent components using the
LCA method. The fitted was performed using the paek ATHENA (Ravel and
Newville, 2005) with the LCA tool. The best fitseashown in Figure 4.8(a) together
with the measured XANES spectra (solid symbols).this way, the weighted

proportions of Cg, and Co layers can be estimated as shown in Table 4
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Figure4.7 Normalized CK-edge XANES spectra of the Co MLs with the diffaren
Au layer thickness with comparison to the Co me@Gb;0, and CoO standard

samples.
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Table 4.2 Proportion of Co metal, CoO and £0n in the Co/CoO/Au MLs.

Sample Proportion of Proportion of Proportion of R-factor
Co metal CoO Coz04

Co_25 0.793 0.192 0.015 0.00019

Co_30 0.771 0.212 0.017 0.00025

Co_50 0.738 0.224 0.038 0.00013

Furthermore, to examine the weighted proportion€@O, and Co metal forms
in the Co MLs, the calculated XANES spectra of @emetal, CeO, and CoO were
performed using FEFF 8.2 code which is based onnal® multiple scattering
calculation (Ankudinovet al., 1998). The calculated spectra are shown in Eigur

4.8(b). For Co metal (hexagonaljy=2.5074A and c=4.069¢A are used as the
lattice parameters, whereas=4.2667A is used for the lattice constant of CoO

(rocksalt) structure. For Co(CoO) metal, a cluste40(57) atoms [radius of 4.5(5.0)
A] is used to calculate the self-consistent fieldfin-tin atomic potentials within the
Hedin-Lundqvist exchange potential and a 80-atomstel with a radius of 6.0 A is
used for full multiple scattering calculations. Vhiaclude possible paths within a
larger cluster radius of 7.0 A (147 atoms).

The proportions of each of the constituents ardedafor generating the
calculated (an initio) spectra according to theaBtdr obtained from the proportional
fits and compare them with measured XANES spe€rs can easily see that the
calculated XANES spectra are in very good agreenwatit the corresponding
features in the measured spectra of the MLs in bo#drgy positions and shapes. This

confirms the presence of multiple constituentdhmmNMLs fromab initio calculations.
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Figure4.8 (a) Comparison of the measured K@dge normalized XANES spectra
of the Co/CoO MLs (open symbols) and their fite€h) using the LCA method. Also
included are the reference spectra for CoO;0z@nd Co metal. (b) Thab initio
calculated XANES spectra for the reference mater@aé generated using the FEFF
8.2 code. A weighted proportion of the specieshwdrious proportions of Co metal,
Co304, and CoO as obtained from the fits are used tutate the ML spectra, is also

plotted.
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Figure4.9 The ratio RS from the CK-edge spectra obtained from two possible

scenarios for the AF layer (i) with CoO + 40 content and (ii) only with CoO.

The ratio of signalRS is determined by evaluating the ratio betweenGle
signal and the CoO-or the CoO + g signal as obtained from the fit. Therefore,
two possible circumstances for the AF layer aresmered for comparing the ratios
(i) with CoO + C@O, content and (ii) only with CoO content. The plétlre ratioRS
against the Au spacer layer thickness is showrigare 4.9. A better agreement with
the data is obtained while considering circumstdijcd he goodness of fit parameter
(R-factor) decreases by 5-30%. This indicatestti@Co/CoO/Au MLs are composed
of phase-separated regions that differ in the ptapoof Co metal, CgD, and CoO.

From the ratidRSin Figure 4.9, it is interesting to note that W&NES spectra
show an increasing proportion of oxide (AF) matenehich is largely compensated

by a decreasing proportion of Co in the Co/CoO/AusMA plausible change in the
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deposition pressure and temperature, with incrgagaposition time (while growing
thicker Au layers), might have caused=&i% increase the GO, content. CgO4 has
an ordering temperature (E 40 K) lower than CoO, which can vary dependipgru
the FM layer in its proximity (Gangopadhyagt al., 1993). Coupling of the
uncompensated AF spins within the 30 proportion may be quite different from
that of within the CoO proportion, as they havdaidnt anisotropy axes. Therefore,
the presence of multiple constituents with différemagnetic ordering temperatures
will affect the magnetization loop and an increasthe exchange bias field (Girges

al., 2003).



CHAPTER V
SQUID AND PNR STUDY OF RECOVERY OF THE
UNTRAINED STATE IN COBALT-COBALT OXIDE

EXCHANGE-COUPLED SYSTEM

5.1 SQUID measurement of Co/CoO/Au multilayer

Conventional in-plane magnetization loops are measured using a
superconducting quantum interference device (SQUID) MPMS and a pghysica
property measurement system (PPMS) from Quantum Design. AUIBZBQ
measurements were done after the sample was cooled down to 10 Kofvom
temperature (RT) in the presence of a well defined cooling dield ..= +10.0 kOe
(along the y axis) provided by a cryomagnet and then it was subjected to two
consecutive field cycling (first and second). After the second fegseloop we have
completed a third hysteresis loop, which starts and ends in theahré,. ) away
from the initial field cooling direction, before measuring the hgsie loop along the
fourth and fifth field cycles which is along the same directiothasfirst and second
field cycles. Therefore, all measurements were along tleis except for the third
field cycle.

The sample was raised to room temperature and cooled againreach\ie

choose a different amplitude of the reorientation figlld. and also along a different

orientation Q.. in measuring along the third field cycle. The purpose of the third
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field cycle is simply to reorient the spin configuration after first field cooling. The
orientation angles were made possible by using a precision satgiler mttached to

the SQUID.

5.2 PNR measurement of Co/CoO/Au multilayer

The neutron scattering experiments were performed at the pdlareagron
reflectometer (PNR) with polarization analysis AMOR inrmadiof flight (TOF) mode
at SINQ, Paul Scherrer Institute in Switzerland. The neutronureragnts were done
following the very same procedure as described for measuring tHédSfata which
enabled us to measure along the decreasing branch (applied field opposiee
cooling field). The different orientation angles of the sample wvegipect to the initial
cooling field direction were made possible by using a unique preciaiopls rotator
within the cryomagnet at the sample position of AMOR.

Figure 5.1 shows a sketch of the neutron scattering geometry togathehe

direction of the magnetic field during the field cycles. Here thied field H, along
they axis is shown to be antiparallel to the cooling field.. The FM magnetization
(Mew) is making an angle, with respect to the field axis. The reorientation fields are

shown along different orientatioR.. in the sample plane.
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Hre; Qpe =45°

aQ, ~
HRE;QREZQOO

=

Hre; Qre =135

+y
Figure 5.1 lllustration of the neutron scattering geometr, along the ¥ axis is
shown to be antiparallel téi... Mgy is the FM magnetization making an anglg
with respect to the field axis. The reorientation figit. along the x axis (for
Qo.=90°) is also shown along with two other orientationQ.{=45" and

Q. =135) in the sample plane.

5.3 SQUID Analysis

Figures 5.2, 5.3 and 5.4 show SQUID hysteresis loops measured at 10rK for a

in-plane cooling field. The parallel component of magnetizati()NBFM“) were

measured for different strengths of thie. values and for three different orientation
angle Q... The usual asymmetry in the magnetization reversal during rgtefiéld
cycle and the disappearance of the asymmetry during the secahdyioéd can be
clearly seen. We define the exchange bias $hift=(H.,+H,)/ 2, whereH, and
H., are the coercive fields on the decreasing andeasing branches of the

hysteresis loop. Thus, the exchange bias field galdre cooling field axis is
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approximated to be around -630 Oe and -430 Oehtofitst and second field cycles,
respectively. This decrease in the bias field isngwo normally observed training.
The first hysteresis loop reveals a kink around@l®e along the decreasing branch
and at around +100 Oe along the increasing brafobse are typical indications of
different oxidation levels in the CoO layers in gtack. Such a variation of oxidation
affects the exchange coupling that result in aeBes® in the switching fields along the
respective branches (Patlal., 2013).

After the first two field cycles, the third hystsre loop shows the magnetization
for different values ofH .. while completing a field cycle alon@,. = 45°, 90°, and
135° in Figure 5.2, 5.3, and 5.4, respectively.(At. = 135° the magnetization goes
negative forH,.= 0.5 kOe since it changes its direction. Afterhedird field-
cycling process, it was followed by two other cangave hysteresis loop
measurements along the fourth and fifth field cyclespectively. By comparing the
coercive fields of the second and fourth field egclone can find that there is indeed
a reinduction of the unstrained state. Howeverinduthe fifth field cycle the revival
is completely lost. The degree of reinduction gelyavaries with the strength of the

H . values and with the orientation andlg,..

To further analyze the SQUID data, we have plotieel derivative of the

magnetizationy, .= dM /dH , as a function of field corresponding to the difer

loops as shown in Figure 5.5 fét,.= 0.5 kOe , as an example. The two peaks on

either branch of the hysteresis loops indicate ipialswitching fields. We ignore the
smaller peak and concentrate on the main peaksnd1A2 on the decreasing and the
increasing branch, respectively, which representstnof the magnetization (from

majority of the layers) within the layer stack.
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Figure 5.2 SQUID magnetization hysteresis loops for differefi¢ld cycles

measured at 10 K and for various reorientatiord§iet .. along Q.. = 45° in the
sample plane. The stars mark the applied field emlid, for the neutron

measurement along the respective branch of thesloop
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Figure 5.3 SQUID magnetization hysteresis loops for differefield cycles

measured at 10 K and for various reorientatiord§iet .. along Q.. = 90° in the
sample plane. The stars mark the applied field emlid, for the neutron

measurement along the respective branch of thesloop
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Figure 5.4 SQUID magnetization hysteresis loops for differefmtld cycles

measured at 10 K and for various reorientatiord§ief .. along Q.. = 135° in the

sample plane.

In order to quantify the degree of reinduction loé¢ untrained state, we have
taken the following path. Firstly, we calculate tinéegrated areas under each peak
from a Gaussian fit to each and every peak A1 ahdoh each field cycle shown in
Figure 5.5 Secondly, we approximate the degree syimeetry by defining a
parameter X1 for the first hysteresis loop as X1Hyslai/Hysla,. A similar
procedure was selected for the second, fourth, fdtid hysteresis loops as we
estimate X2 = Hys@d/Hys2a, X4 = Hys4,/Hys4,, and X5 = Hysm/Hys5,. Here

Hys1a1 a2, HYSZa a2, HyS41 a2, and Hysa ao are the integrated areas under the
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peaks corresponding to the derivatives of the,fsstond, fourth and fifth hysteresis
loops, respectively, as shown in Table 5.1, 5.2 @& for various fieldsH .. for
Qg = 45°, 90° and 135°, respectively. Finally, weidedl the ratio of the integrated

areas under each peak as C12 = X1/X2, C14 = X1aKd, C15 = X1/X5, and are
tabulated along with the parameten ¥ = 1, 2, 4, 5) in Table 5.4, 5.5 and 5.6 for

various fieldsH .. for Q.. = 45°, 90° and 135°, respectively.

Q= 45°
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-*§1o A, 1t 1r 1r
E /\\ | * A A,
LA M AL
><Eo_ n ! —M L—a é\ﬁ B @ﬁ_
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H,(kOe) H,(kOe) H. (kOe) H (kOe)

Figure 5.5 The field derivative of magnetizatiory, ., as a function of field

measured at a reorientation field,.= 0.5 kOe and along differem®,. in the

sample plane. The Gaussian fits to the peaks direis



129

Table 5.1 The integrated areas under the main peaks Alddsitig branch) and A2

(increasing branch) corresponding to the derivatigethe first, second, fourth and

fifth hysteresis loops for various fields .. for Q.. = 45°.

Hre
(kOe) Hysla1s Hysla, HysZa1 HysZa, Hys4da; Hys4da, Hys5a HysH.
e

0.5 210.87 318.89 315.58 460.95 389.30 518.32 407504.85
212.48 315.43 333.25 452.53 333.43 563.05 7553H9.92
207.69 318.36 357.27 482.00 291.04 544.78 7963.18

212.46 316.58 349.33 467.57 305.34 550.77 80924.47

213.00 313.58 347.25 460.04 308.70 555.57 7713%/.11

O |0 b~ WIN

21291 315.78 348.32 460.24 300.77 561.67 800&1M.33

10 211.64 310.36 324.25 463.99 284.85 572.20 732648.40

Table 5.2The integrated areas under the main peaks Alddsitig branch) and A2

(increasing branch) corresponding to the derivatigethe first, second, fourth and

fifth hysteresis loops for various fields . for Q.. = 90°.

Hre
(kOe)
0.5 207.35 317.54 316.25 469.22 382.80 509.72 426%15.91
1 211.16 311.29 323.18 465.69 321.83 503.83 41385/.75
1.5 20597 330.01 339.06 474.12 299.93 523.28 3887558.19

Hysla: Hysla, HysZai HysZa> Hys4a, Hys4a, HysbHa HysSw

2 212.48 316.54 321.47 452.66 272.90 514.73 46238D.42
25 210.36 339.97 320.36 456.12 300.25 549.32 3284372.97
3 211.26 316.29 359.62 467.09 333.96 548.60 511402.53
5 207.76 318.92 319.52 472.64 303.03 537.43 474533.62
10 207.68 316.18 312.38 475.45 302.38 516.74 496375.19
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Table 5.3The integrated areas under the main peaks Alddsitig branch) and A2

(increasing branch) corresponding to the derivatigethe first, second, fourth and

fifth hysteresis loops for various fieldd,. for Q.. = 135°.

Hre
(kOe)

0.5 205.76 321.47 321.99 504.34 401.00 554.07 249582.90
2 208.86 314.75 308.34 465.30 546.37 544.18 69934%5.25
10 210.08 324.43 319.57 478.43 623.48 51511 724525.23

Hyslai Hysla, HysZai HysZ2a, Hys4ay Hysda, Hys5a HysS.

Table 5.4 The ratio of integrated areas under the main p@dk&ecreasing branch)

and A2 (increasing branch) corresponding to thavdgves of the first, second,

fourth and fifth hysteresis loops for various feld . for Q.. = 45°.

Hre
(kOe)

0.5 0.6613 0.6846 0.7511 0.8072 0.9659 0.8804 @.819
0.6736  0.7364  0.5922 1.2807 0.9148 1.1376 0.5260
0.6524 0.7412 0.5342 1.3634 0.8801 1.2211 0.4785

0.6711 0.7471 05544 1.3683 0.8983 1.2106 0.4905
0.6792 0.7548 0.5556 1.2915 0.8999 1.2224 0.5259

X1 X2 X4 X5 C12 Cl4 C15

|01 A~ W|DN

0.6742 0.7568 0.5355 1.3143 0.8909 1.2591 0.5130

10 0.6819 0.6988 0.4978 1.1477 0.9758 1.3698 0.5942
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Table 5.5The ratio of integrated areas under the main pédk&ecreasing branch)

and A2 (increasing branch) corresponding to thavdeves of the first, second,

fourth and fifth hysteresis loops for various feld .. for Q.. = 90°.

Hre
(kOe)

X1 X2 X4 X5 C12 Cl4 C15

0.5 0.6530 0.6740 0.7510 0.8269 0.9689 0.8695 (@.789
1 0.6784 0.6940 0.6388 0.7842 0.9775 1.0620 0.8650
15 0.6241 0.7151 05732 0.8731 0.8728 1.0889 0.714

2 0.6712 0.7102 0.5302 0.8275 0.9452 1.2661 0.8111

2.5 0.6188 0.7024 0.5466 1.0195 0.8810 1.1321 0.607

3 0.6679 0.7699 0.6088 0.8483 0.8675 1.0972 0.7874

5 0.6515 0.6760 0.5638 0.8416 0.9637 1.1554 0.7741

10 0.6569 0.6570 0.5852 0.8629 0.9997 1.1225 0.7613

Table 5.6 The ratio of integrated areas under the main p@dk&ecreasing branch)

and A2 (increasing branch) corresponding to thavdgves of the first, second,

fourth and fifth hysteresis loops for various feld . for Q.. = 135°.

Hre
(kOe)

X1 X2 X4 X5 C12 Cl4 C15

0.5 0.6401 0.6384 0.7237 0.7708 1.0026 0.8844 G.830
2 0.6636 0.6627 1.0040 1.1728 1.0014 0.6609 0.5658
10 0.6476 0.6680 1.2104 1.3795 0.9695 0.5350 0.4694
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Finally, we plot in Figure 5.6 the ratio of thaagrated areas under each peak
for different strengths of thel ;. values and for three different orientation anglg..

Thus C12 (up-triangles) lies close to unity andirdesf the initial degree of training

with respect to the state whekg,.= 0 Oe andQ.. = 0°. This is compared with the

case every time we heat the ML sample up to roanpéeature and cool down again

to 10 K in H..= +10 kOe as we set for a different valuettf. and Q... The slight

variation of C12 from unity with increasing .. redefines the initial trained state.

15 =
Q. =45

2,4,5)

X1/Xn (n

.
&

—a—(C12
0.0 T : : — —a—C14
1.3 =135° ' " |—e—C15

Normalized area ratio C1n

H.. (kOe)
Figure 5.6 The normalized integrated area ratios Cln = X1(X = 2,4,5) with
respect to the initial training for various reotigtion field H,. and along different
orientationsQ.. in the sample plane. Henas the number of loop cycle. The symbol

sizes are typical of their error bars.
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Here some specific cases are considered and destuésmay be noted that

C14 seems clearly higher than C12, C15 is alway@ioThis is true forQ,. = 45°
and Q.. = 90° and for allH,. with an exception forH..= 0.5 kOe, where C14 is
also lower. On the other hand, foXx,. = 135°, C14 and C15 are always lower than

C12. Following these plots one can deduce on tle tfeat a reinduction of the
training has plausibly occurred where C14 is higttean C12. The plot of C15
indicates that the reinduction of training is ulitely lost after such a revival.

To drive the point on the degree of reinductiordkery further, we summarize
our finding in Figure 5.7 where we plot the ratibtibe normalized integrated areas

C14 with respect to C12 for the thrék,. values. These ratio (C14/C12) reveal that
the reinduction is most efficient42%) for Q.. = 45° and attains a fairly constant

value after H,.= 3.0 kOe. ForQ..= 90° one can see that a maximum of the
reinduction is reached around,.= 2.0 kOe. Note that this is very similar to the
value reported by Brems et al. as well for f2g. = 90° case. Furthermore, it agrees
with their observation that the amplitude of reotéion (L) field needs to be

sufficiently large £1.9 kOe) in order to realize a maximum in reinduct{Bremset

al., 2013). Interestingly, unlike that in th@.. = 45° case, here we find a decrease
(from 35% to 10%) in the reinduction for any funthecrease inH... However, in

the case whe®.. = 135° there is no indication of reinduction.
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Figure 5.7 The ratio of normalized integrated area correspantb the fourth field
cycle with respect to the trained state during gsbeond field cycle (C14/C12) for

various reorientation fieldH,. and along differentQ,. in the sample plane. The

symbol sizes are typical of their error bars.

5.4 PNR Analysis
5.4.1 First and second field cycles

Figure 5.8 shows the specular NSF and SF scajtsigmals measured at
10 K after the system has been cooled down in tesepce ofH .= +10.0 kOe. The
data display at least four orders of magnitude dnojmtensity atQ, = 0.11 A% We
first concentrate on the data that was measuradsaturation field oH_= -10.0 kOe
[Figure 5.8(c)] during the first field cycle. Théabk star markers in Figure 5.2 show
the field measurement. We do not expect any SFabktgrbe present in the data which

were measured at saturation. Thus, the intensitidse SF channel are from the small
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contribution of the NSF intensities which appearshe SF channels due to nonideal
efficiencies of the polarizer and analyzer whichoamts to polarization efficiency

factorP ~ 94%.

The layer thickness, nuclegs, and magneticp,, scattering length density
(SLD) can be obtained by fitting the saturationad&or Co layers in the stack, we get
the information onp, ~3.0x10° A* and p,,~3.0x10° A?. For Au and CoO layers,
p,~4.5x10° A was obtained. The thicknesses and the SLD valie ondividual

layers in the multilayer are found to be close Heirt nominal values and they are

tabulated along with the nuclear and magnetic SioCike Table 5.7. Note that since
R _> R, (asHais negative), we expect a complete alignment ef @ moments
along the field direction at -10 kOe. This mearst i) = 0°.

Next, we examine the data measured at a coerdeveffiH_ = -2.0 kOe [Figure
5.8(a)] andH_ = -2.07 kOe [Figure 5.8(b)] during the first fietgcle (marker by the

blue stars in Figure 5.2). The fit to the datarsgeal that the magnetization reversal
is via domain wall and/or nucleation (DW) proceBEse identification of the reversal
process via DW or rotational reversal from the Skswiemonstrated more than a
decade earlier (Gierlings al., 2002). Here in our model we have consideredtafh

the Co layers to have flipped, (= 0°) along the field direction while the other eight
layers have notd, = 180°). However, due to the fact that the net magnetinah the
system at this field is close to zer® ( ~R _since M., = 0) it is not possible to

determine the preferential directional senseMgf, the with respect to theH_.

direction.
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Figure 5.8 Specular reflectivity patterns (solid symbols) @onith their best fits

(open symbols) as a function @ for the NSF R _(square)R, . (circle)] and SF
[ R, (triangle)] channels measured at (a) close to tieecive fieldH,= -2.0 kOe, (b)
a slightly higher fieldH_,= -2.0 kOe, (c) a saturation field = -10.0 kOe during the

first field cycles, and (d) aitl, = -1.55 kOe during the second field cycle.
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Table 5.7 Fit parameters extracted from the PNR resultsaatration. Herep, and

P, designate the nuclear and magnetic scatteringhedgtsities, respectively.

Multilayer Au CoO Co Error
Thickness (nm) 20.0 5.1 10 + 0.2
p, (x10° A7) 45 4.5 3.0 +0.2
p, (x10° A7) 0.0 0.0 1.0 +0.2

When the sample is measured at a slightly higherooee field, the directional
sense of the FM layers can be clearly sensed. i§hikie to the imbalance in the
torque on the magnetic layers that would be exatethe layers at a field higher than

the coercive field. Here at_ = -2.07 kOe [Figure 5.8(b)], sinc® > R

40

it can

deduce from the fit to the data that more numbg&tseoFM layers (14 out of 16) have
flipped (¢,= 0°) towards theH, direction while the bottommost layep,(= 180°)
has not. The top/bottom FM layeg,(=17°) has a different turn angle which can be
ascribed to a loosely coupled state of the FM layke alteration in coupling strength
is due to the asymmetric sequence of the layetedarstack. The difference between
the top or bottom layer upon their interchange iagnetization angle is not very
clear. It may be note that the SF signals at threertveasuring fieldsk = -2.0 and -
2.0 kOe) did not show significant differences owitognegligible variation in the
perpendicular components of the respective laygmnaiszations.

Next we examine the data measuretHgt= -1.55 kOe [Figure 5.8 (d)] during

the second field cycle. The red star in Figuregh@ws the field of measurement. In

this case, the fits to the data reveal that almtigshe FM layers (14) in the stack are
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undergoing a simultaneous rotational reversal m®oeith ¢,=30°. While the
topmost and the bottommost layer have slightlyedéht turn anglesg, = 50°) from
the rest.

Figure 5.9 shows the layer switching sequencedHfior -2.07 kOe during the
first field cycle andH,_ = -1.55 kOe during the second field cycle. The rsakis

dominated by DM process and by the rotational ialeprocess, respectively. The
rotational senses ®flry for all the layers are seen to be preserved. Hhereotational
senses of the layers are indicated towardsHRedirection asR > R .. One may
recall that apart from a decrease in the coerdeld, frotational reversal process of the
layers is also a strong signature of training in@® systems where the untrained-

state reversal mechanism during the first fieldleyis usually via a DW reversal

process.

N=16

H,=-2.07 kQOe Hy=-1.55 kOe
first field cycle v second field cycle

Figure 5.9 FM layers switching sequence during the firstdielycle atH, = -2.07
kOe and during the second field cycleH= -1.55 kOe. The arrows indicate that the

Mgy orientations in the respective layers. The apield Ha is along they-axis.
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Figure 5.10 (a) SF specular reflectivityR . ] patterns as a function @, measured
during the first field cycle aH,= -2.07 and -10.0 kOe and during the second field

cycle at H,= -1.55 kOe. (b) Plot of the corresponding corréc& signals as a

function of Q..

We compare the measured SF scattering signalpgipaicular component of
Mem) measured at 10 K and at a fieldldf = -2.07 and -10 kOe (at saturation) during
the first field cycle and -1.55 kOe during the satdield cycle, as shown in Figure

5.10(a). The corrected SF signal in Figure 5.1@khe subtracted-off SF signal at

saturation. This can be estimated as the net Stalsagsuming no SF signal to be
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appeared at saturation (neutron polarization idingalr with the magnetization
direction). However, the small increase in the ected SF signal during the first field
cycle, which is unexpected during a DW reversatess, is owing to some instability
within one of the unflipped layer of 16 layers (Paual., 2011). During the second
field cycle we find a significant increase in th@rected SF intensity. This increase is
related to a rotational reversal process and thexdéads to training (Gierlings al.,
2002).
5.4.2 Fourth field cycle with Q.= 45°

PNR measurements during the fourth field cyclesewperformed
keeping Q.= 45°. The blue star markers in Figure 5.2 show fietds of
measurements. The specular NSF and SF scattegnglsimeasured at 10 K and

atH_= -1.44, -1.67, and -1.73 kOe during the fourtldfieycles are shown in Figure
5.11(a), (b) and (c), respectively. The respectievalues were chose slightly higher
than the coercive field which are correspondinthtee different respective values of
Hrc (= 0.5, 3.0, and 10.0 kOe). Notice that each tinreechose to select for a different
Hre value during the third field cycle, we have usediféerent H, value during the
fourth field cycle. This was done in accordancenwiite measured SQUID data.

To considerH .. = 0.5 kOe, the fits to the data reveal magnetinatéversal via
rotation of the FM magnetization majority of thgdas with ¢, = 35°. We also could
find that almost all layers (14 out of 15 the Iajein the stack are rotating
simultaneously with the exception of the tof, € 55°) and the bottom 4, = 65°)
layers which have different turn angles. The rotai sense dfgy for all the layers

are seen to be preserved siggelies in betweerD® and180°.
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Figure 5.11 Specular reflectivity patterns (solid symbols)rgowith their best fits

(open symbols) as a function @ for the NSF R _(square)R, . (circle)] and SF
[R , (triangle)] channels measured at (4)= -1.43 kOe, (b)H,=-1.67 kOe, and (c)
H,= -1.73 kOe during the fourth field cycle for diféat H,.(= 0.5, 3.0 and 10.0

kOe, respectively) values whep, = 45°.



142

In the case oH,.= 3.0 kOe, the fits to the data reveal magnetinat&versal
process of the multilayer is via both a DW (flipg)rand rotational process. In this
case, 12 out of 16 the layers wigh= 0° have flipped while the bottommost did not
flip (¢,=180). A layer above the bottommost layef, & 40°) and two layers from
the top @,= 25°) are found to be rotating. Therefore, we have mhination of
rotation and flipping, depending upon the degreeonipling of the layers.

For H,.= 10.0 kOe, a distinct layer-by-layer flipping seen are occurred.
The scenario is close to the case during the fieid cycle. Here, 13 out of the 16
layers have flipped 4,=0°), while the bottommost layer remain unflipped
(¢,=180). The top layer has a turn angle of aroynd 25°.

The layer switching sequences fbir, = -1.44, -1.67, and -1.73 kOe during the

respective fourth field cycles is shown in the Fegb.12. It can be seen that a gradual
transition of the reversal process from being dat@d by rotational reversal process
followed by a mixed process of DW and rotationalersal and finally taken over by
a pure DW process.

Figure 5.13(a) shows the measured SF scatteringalsig(perpendicular

component oMgy) measured at 10 K and at fields Bf = -1.44, -1.67, and -1.73
kOe during the respective fourth field cycles compaith H,= -10.0 kOe (at

saturation) during the first field cycle. The catexd SF signals in Figure 5.13(b) is
the subtracted-off SF signal at saturation. Onesmnthat a gradual decrease in the

corrected SF signals with increasim,.. The significant decrease ig, (= 0° or
180°) for a majority of the layers in the caseldf.= 3.0 and 10.0 kOe as compared

to that (#,= 35°) for Hy.= 0.5 kOe, is mainly responsible for the decreaséhe
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respective corrected SF signal. It may be notetliththe caseH .= 0.5 kOe, there is

no flipping of the layers. Thus it cannot attribukés to reversal via a DW process.
Since the rotational reversal process is a sigeattitraining, it can readily infer that
in this case there is no revival of the untraintdies This was also expected following

the analysis of the SQUID data.

N=16

Ha=-1.44 kOe Ha=-1.67 kOe Ha=-1.73 kOe
fourth field cycle Hre=0.5 kOe Hre=3.0 kOe v Hre=10.0 kOe

Figure 5.12FM layers switching sequence during the firstdfieycle atH_ = -1.44
kOe (Hgz= 0.5 kOe), -1.67 kOeH.= 0.5 kOe), and -1.73 kOeH(.= 0.5 kOe)
when Q.. = 45°. The arrows indicate that tidrv orientations in the respective

layers. The applied fieldH, is along the y-axis.
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Figure 5.13 (a) SF specular reflectivityR . ] patterns as a function &, measured

during the fourth forQ.. = 45° atH, = -1.44, -1.67 and -1.73 kOe fét,.= 0.5, 3.0

and 10.0 kOe, respectively. (b) Plot of the coroesiing corrected SF signals as a

function of Q..

When H,.= 3.0 kOe, the decrease in the SF signal is duieetdlipping of the

layers which indicates a DW reversal mechanismmfajority of the layers. However,
the remaining SF intensities are due to the ratatb one or two top and bottom
layers. Even though the reversal mechanism for mtyjof the layers is via a DW
process, for minority of the layers is recognizeda@tation. Therefore it can infer that

the sample has signature of mixed reversal prosesse
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Interestingly, in case dfi,.= 10.0 kOe, the reversal process is fully dominated

via the DW process. Here, it can conclude thaigaifscant revival of the untrained
state has indeed take place. Moreover, it mayraté® that théVigy orientation of the

do not depend upon the strengthHbf, but upon theH . strength. Thus the degree of
revival of the untrained state has been shown pemwmie upon theH .. strength.

5.4.3 Fourth field cycle with Q.= 90°

PNR measurements during the fourth field cyclesewperformed
keeping Q.= 90°. The blue star markers in Figure 5.3 show tieéds of
measurements. Figure 5.14(a) and (b) show the kpeblBF and SF scattering
signals measured at 10 K andHj= -1.73, and -1.65 kOe, respectively, during the
respective fourth field cycles corresponding totine different representative values
of H..(= 2.0 and 10.0 kOe). Note that also each time tese to select for a
different H..value during the third field cycle, we have usedifferent H, value

during the fourth field cycle. This was done agairaccordance with the measured
SQUID data.

The layer switching sequences fbi = -1.73, and -1.65 kOe during the
respective fourth field cycles is shown in FiguréS It can see that foH .= 2.0
kOe the situation is typical of a magnetizationersal via the DW process. However,
for Hg.= 10.0 kOe the situation is greatly more complidatEhere is a mixture of
DW and rotational reversal processes. This is stersi with the earlier observations
in similar system by Bremet al. (Brems, Temst, and Van Haesendonck, 2007) as we

can see that with further increase in tHg. strength, the recovery of the untrained

state is reduced.
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Figure 5.14 Specular reflectivity patterns (solid symbols)rgowith their best fits

(open symbols) as a function @ for the NSF R _(square)R, . (circle)] and SF
[R, (triangle)] channels measured at (€)= -1.73 kOe, and (bH,= -1.65 kOe
during the fourth field cycle for differenH,.(= 2.0 and 10.0 kOe, respectively)

values wher),. = 90°.
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N=16

Hy=-1.73 kOe y Hy=-1.65 kOe
fourth field cycle Hre=2.0 kOe Hre=10.0 kOe

Figure 5.15 FM layers switching sequence during the differfenirth field cycles at
H,=-1.73 kOe H..= 2.0 kOe), and -1.65 kOeH(,.= 10.0 kOe) wher2,. = 90°.
The arrows indicate that thdgy orientations in the respective layers. The applied

field H, is along the y-axis.

In Figure 5.16(a), we compare the measured SFtesicat signals

(perpendicular component dfy) measured at 10 K and at fieldsldf=-1.73 and -
1.65 kOe during the respective fourth field cyatesnpare withH_ = -10.0 kOe (at

saturation) during the first field cycle. The catel SF signals, which is the
subtracted-off SF signal at saturation, is showifrigure 5.16(b). The corrected SF
signals can also be regarded as signatures of@gcov nonrecovery of the untrained

State.
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Figure 5.16 (a) SF specular reflectivityR , ] patterns as a function @, measured
during the fourth forQ.. = 90° atH,= -1.73 kOe, and -1.65 kOe fét .= 2.0 kOe

and 10.0 kOe, respectively. (b) Plot of the coroesiing corrected SF signals as a

function of Q..

5.4.4 Discussion on the rotational sense
We can explain our experimental observations witthe extended
Fulcomer-Charap model (Fulcomer and Charap, 19R¢re a single ferromagnetic
domain (FM magnetization) exchange coupled withtiplgl AF grains with rotatable

(responsible for training) and/or nonrotatable goessible for bias field) moments but
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without any direct exchange coupling between thangr (Gredig, Krivorotov and
Dahlberg, 2002; Miaet al., 2005).

Bremset al. (Bremset al., 2013) have shown the results of changing theesen
of direction during field cycling, for instancepaly + and x direction. The recovery
of the untrained state depends upon the directioth® average uncompensated

magnetization vectom,. of the antiferromagnetic grains. The directionahse of
m,- was related to the directional sense of the FMmatgation. The whole sample

magnetization was found rotating in the negativealion during the initial hysteresis
loop which was accounted for in the initial negatdirection ofm,. as well (Minoet
al., 2010).

The rotational sense of magnetization can be d@tedrby following the trend
of the angleg, with respect to the cooling field direction alotfie -y axis for
increasing measurement fields along thg axis. When the angle is positive
(negative), the system experiences a positive (ivegaotational sense. Generally,
more is the angular direction af,. oriented away from the cooling field direction,
more is the torque acting o the FM moments. Theuerin turn leads to
magnetization reversal via rotation instead oflivé reversal process.

In principle, the rotational sense af,., which remains unknown from our

experimental data can be evaluated by energy nuaimon of the total energy in the

system. The total energy is given by

E = Akytysin’(¢' —a)-J, A co{d—¢')—HM,te, cos(y—6) Y A. (5.1)
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Here the uniaxial anisotropy energy constant of Co@ Co arek,. = 2.5x 10

erg/cm® and Key =1.5% 10 erg/lcm?®, respectively.J. . is the interfacial exchange

int

energy which involves the coupling constant betwden FM and AF grains and

t-w (tae) i the FM (AF) thickness. The angles are the respe angles made by
My (¢'), AF easy axiga), FM magnetizatior(¢), andH, () with H. along the
-y axis. A is the area of every noninteracting AF grain cedpto a single FM
domainZA‘. We have considered 100 such AF grains coupletédrd/ grain. The
term corresponding tdk.,, can be neglected due to it is smaller by 2 orddrs
magnitude when compared with the value lgf. From the value ofp, we
approximateM,,, =1051 erg/cn? or 1.25 uB/atom, which givesJ,, (=HoM enten)

=0.86 erg/crh

For the first field cycling case, we can consider 0° assuming the AF easy
to be coinciding with thédgc axis after field cooling. Using the stability cotiohs

dE/d¢' =0 anddE/d@ = 0 we are lead to a system of two equations:

Kpetar SIN2(4' )+ 3, si(6—¢') = O (5.2)

H M gy tey Sin( 7 —0)+ 3, sin(6—¢' ) = . (5.3)
In our case, since we always measures along the afxH_.., so we can
consider y = 0°/18C (parallel or antiparallel to the cooling axis).rHmding the

coercive fields we have usetl= y + 7/ 2,considering the magnetization of the FM
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is zero across the easy axis which gisng' :i or ¢ =-0.33 from
2kAFtAF

equation (5.2) during the first field cycle. Nokat using a similar model, the average
magnetization vector was calculated to be at -@@&ay from the cooling field
direction by Bremst al. (Bremset al., 2007), signifying a negative sense of rotation.
In our case, using PNR alone, we cannot discriraitta rotational sense of the
FM magnetization. However, following the systemataciation of the magnetization

direction (during the fourth field cycles) with dga fields H, we could figure out
that the rotational sense has not changed witlthiaege in theH . values along a
particular direction. This unchanged FM rotatioeahse can be due to the fact that
Hre In our case always starts and end in tkelirection (at least fof2,. = 90°). This

implies that in spite of an unchanged rotationakseof the FM magnetization, a well

pronounced recovery of the untrained state is plessi



CHAPTER VI

CONCLUSIONS AND SUGGESTION

In this work, the powerfukchniques based sgnchrotron X-raybsorption
near edge structure (XANES) was used to examine the logats of Mn atoms in
BiFe;xMnyO3 ceramic compositions. XANES was also employed to determine the
formation of trace secondary phase(s) in Bifn,O3 ceramic compositions and the
Co/CoO/Au MLs. Systematic magnetization measurements by acsuapercting
guantum interference device (SQUID) magnetometry along with deptitive
vector magnetometry by polarized neutron reflectivity (PNR) weez for exploring
the degree of recovery of the untrained state in an exchange-coupled Co/CoQ/Au ML

In Mn-doped BiFe® system, both the experimental and calculated XANES
results showed that the majority of Mn atoms occupied the FersBesite in BFO
lattice. By a linear combination of the calculated Mredge XANES spectra of
various BIMnQ and BiMnOs contents, it was found that the increase of Mn content
led to the formation of BiM#Os.

In Co/CoO/Au MLs system, the XANES result indicated the foromatof
Co304 in the [Co/CoO] bilayers within the multilayer. By a lineasnmbination
analysis of both the measured and calculated XANES spectra, thetjpmopaf Co
metal, CgO, and CoO were obtained for all Co/CoO/Au MLs.

For the investigations of the magnetic interaction between excltangéed

stacked CoO and Co bilayers, the parallel component of magnetizatasuraments
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by SQUID indicated the recovery of the untrained state for twatatien angles,

namely Q.. = 45° andQ.. = 90° along the x-direction. PNR measurements, which

simultaneously involved parallel as well as perpendicular components of

magnetization, revealed that foX,. = 45° it was necessary to apply at le&kt. =
3.0 kOe to achieve a significant recovery. For a higher valuel gf(lup to=10.0

kOe), the recovery saturated while for a lower value, a partiellgvery was only

achieved. FoiQ.. = 90°, it demonstrated a peak in the recovery even With= 2.0

kOe. However, with higher fields, the recovery gradually decreas®dray a partial

recovery was possible. For any other higher angles of orientation @,0= 135°),

no recovery of the untrained state occurred.

This study has clearly demonstrated the combination of XANESuresasnts
and ab initio XANES calculations is a very powerful tool for detemmg the
formation of trace secondary phase(s), not detected by a conventiobakexmique,
in ferroic materials. Furthermore, for Co/CoO/Au MLs system,swggest that the
degree of recovery of the untrained state after the first teld tycles can be
regulated not only wittH . values but also with th@ values below 90°.

However, from the results obtained in this work, there are some tampor
points that are not well understood and further study is needed. In Mn-ddpeg; Bi
system, we should consider synthesizing this system with the wéode of Mn
contents (0< x < 1) as well as BiMn® and BiMnOs standards because
characterizing these compounds would allow more understanding on thedletalil

phase composition of BiMrngD BiMn,Os. Moreover, we should explore a possible
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change in the directional sense of the untrained state by apptiyipcalong the x

direction in Co/CoO/Au MLs system.
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Deter mination of Secondary Phase in Fe/BaTiO; Bilayers by

Synchrotron X-ray Absor ption Near-Edge Structur e Spectr oscopy
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Synchrotron X-ray Absorption Near-Edge Structure (SXANES) exmtim
was performed on Fe/BaTidBTO) samples and compared wib initio XANES
calculation. The F&-edge and Bd ;-edge XANES measurement was carried on
Fe/BaTiQ bilayer samples with increasing thickness of the BTO layewny on
SrTiO; (STO). The measured XANES spectra were obtained in fluoreswele and
collected at ambient temperature with 4-element Si drift tmte€he measured
XANES spectra of FeK-edge and Bals-edge indicated the presence of few
monolayers of antiferromagnetic FeO at the interface withoufdimeation of any
BaFeQ. From thelLs-edge XANES result, it clearly showed the good agreement
between measured armb initio theoretical XANES spectra and confirmed the
absence of any BaFgQOur results also showed the ratios of each constituent of Fe
oxide phases contained in Fe/BTO bilayers. We suggest that XAN&ESurement is
a useful and reliable technique that can be applied to study the mimagesttion of
thin film materials
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Deter mination of the secondary phasein Fe filmson nano-porous
TiO, templates by x-ray absor ption near -edge structure
spectr oscopy
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We demonstrated that X-ray Absorption Near-Edge Structure (XSINfan
be used as an unconventional characterization technique to determpmepbeions
of different crystal phases in thin film samples. TheKFedge XANES measurement
was carried on Fe layers, which varied thickness from 5 nm to 100mi porous
(nanostructured) Ti@template. The measured XANES spectra were obtained in
fluorescent mode and collected at ambient temperature with 4+dleSedrift
detector. The features of Feedge XANES spectra of thin film samples clearly
showed that these spectra were thickness dependent. Our resoltshaled the
ratios of each constituent of Fe oxide phases contained in theayees |of
nanostructure samples. We suggest that XANES measurementefilbansl reliable
technique that can be applied to study the phase composition of nahostrthin

film materials.
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On Preferred Mn Sitein Multiferroic BiFeO3: A View by
SynchrotronX-Ray Absor ption Near Edge Structure Spectroscopy
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Abstract

Synchrotron X-ray Near Edge Structure (XANES) experimentse wer
performed on Mn-doped BiFgGsamples and compared witth initio XANES
calculations. The Fe and Mfredge XANES measurements were carried out on Mn-
doped BiFe@ powders (with 5-40 Mn mole%). Both XANES spectra were obtained
in a fluorescent mode at ambient temperature with a Ge(111l) dowsealcr
monochromator and recorded after performing an energy calibration. #rem
XANES results, it was clearly identified that the oxidatioatestof both Fe and Mn
ions in BiFeQ structure was +3. The features of the measurecKMulge XANES
were consistent withb initio XANES of Mn on the Fe site and inconsistent with Mn
on other sites. The clear agreement between measuredbamaitio theoretical
XANES spectra was the strongest evidence of Mn substituting doin BBiFeQ
structure for low Mn content. More interestingly, at higher Mn contiet presence
of a second phase precipitation of BiMné@nd BiMnOs was evident. This clearly
indicated the Mn solubility limit in the BiFeOstructure, while the two trace
compounds could also be responsible for the relevant properties reported in Mn-dope

BiFeO; materials.
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Synchrotron X-ray Near Edge Structure (XANES) experiments were performed on Mn-doped
BiFeO; samples and compared with ab initio XANES calculations. The Fe and Mn K-edge
XANES measurements were carried out on Mn-doped BiFeO; powders (with 540 Mn mole%).
Both XANES spectra were obtained in a fluorescent mode at ambient temperature with a Ge(111)
double crystal monochromator. From the X ANES results, it was clearly identified that the oxidation
state of both Fe and Mn ions in BiFeOs structure was +3. The features of the measured Mn K-edge
XANES were consistent with ab initio XANES of Mn on the Fe site and inconsistent with Mn on
other sites. The clear agreement between measured and ab initio theoretical XANES spectra was
the strongest evidence of Mn substituting for Fe in BiFeOj structure for low Mn content. More
interestingly, at higher Mn content, the presence of a second phase precipitation of BiMnO5 and
BiMn,Qs was evident. This clearly indicated the Mn solubility limit in the BiFeO; structure, while
the two trace compounds could also be responsible for the relevant properties reported in

Mn-doped BiFeO; materials. © 2014 AIP Publishing LLC. [hitp://dx.doi.org/10.1063/1.4895474]

1. INTRODUCTION

Magnetoelectric or multiferroic materials have attracted
enormous  attention owing (o their potential applications
including data storage. spintronics, and microelectric devi-
ces.!? Among all multiferroic materials studied so far, BiFeO,
(BFO) that exhibits the simultaneous existence of ferroelectric
(FE) and antiferromagnetic (AFM) orders has received great
attention, due to its high Curie point (Te ~ 1103K) and Neél
temperature (Ty ~ 643 K).g'5 BFO has a distorted perovskite
structure with thombohedral symmetry, which belongs to the
R3C space group (the hexagonal setting is used in the present
report). The lattice constants determined at room temperature
are dpe, = 55810 A and ¢, = 13.8757 A.® However, the small
room temperature spontaneous polarization and magnetization,
as well as large leakage current, are the obstruction of the com-
mercial applications of BFO ceramics. Fortunately, the electr-
cal and magnetic properties of BFO can be improved by
doping of other ions or by making low-dimensional structures.

Interestingly, some research groups have modified BFO
nanostructures by doping a small amount of impurities at A
or B site (in ABOs perovskite structure), which offer great
potential to enhance the physical properties of BFO. For
example, the partial substitution of Th at A-site can enhance
hath ferroeleciric and magnetic properties of BFO.” On the
other hand, some research groups have attempted B-site sub-
stitution by high valence state such as Zr** and Ti** 1o
improve [erroelectric rcliability.g':) Recently, One dopant
that has been the subject of interest is Mn., Wang et al.
reported the eflect of Mn substitution for Fe in multiferroic

“Author to whom correspondence should be addressed. Electronic mail:
jaru_tum@hotmail.com
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BFO investigated via the first-principle calculation.'®
Interestingly, there has been no direct experimental determi-
nation of Mn-site in BFO structure. Since the site preference
of Mn ions in BFO structure plays a critical role in determin-
ing the electric and magnetic properties of Mn-doped BFO
malerials as reported in prior theoretical and experimental
investigations,'*™? it is thus important to identify the exact
local structure of Mn in BFO lattice.

The low energy region of X-ray absorplion spectroscopy
(XAS) called XA Near Edge Structure (XANES), which con-
tains the information about the valence state and the local ge-
ometry of the selected elements, has been proven to be a
powerful tool in resolving the local structures around the
absorbing atoms."" In this work. the Fe and Mn K-edge
XANES measurements and ab initio XANES calculations
were used to determine the local structure of Mn in BFO
structure. This letter will provide both experimental and theo-
retical evidences that Mn ions substitute for Fe in BFO
structure,

Il. EXPERIMENTAL PROCEDURES

The nominal BiFe; _ Mn, Oy ceramic compositions (with
x =0, 0.05, 0.10, 0.20, 0.30, and 0.40) used in this study were
prepared by a precipitation method. More details of the sam-
ple preparation and
where.'"#® Xy diffraction (XRD) measurements were
first carried out to verify the global crystal structure of the
BFO and Mn-doped BFQ samples. The local structure of the
Mn 1in BFO structure was then determined by XANES tech-
nique. The XANES measurements of Fe and Mn K-edge
were performed in [luorescent mode with 13-component Ge
detector (Canbera) at the X-ray absorption spectroscopy

measurements are presented else-

© 2014 AIP Publishing LLG
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beamline (BL-8) of the Siam Photon Source (electron energy
of 1.2GeV with electron currents between [120mA and
80mA), Synchrotron Light Research Institute, Thailand. The
XANES spectra ol all samples were collected at ambient tem-
perature. Double crystal monochromator Ge(111) with an
energy resolution (AE/E) of 3 x 107* was used to scan the
synchrotron X-ray with the photon energy step of 0.25¢V in
the range of 7090 to 7190¢V and 6520 to 6620eV, covering
the XANES region of Fe and Mn K-edge, respectively.

Ill. RESULTS AND DISCUSSION

The measured Fe and Mn K-edge XANES spectra meas-
ured for BFO and Mn-doped BFO samples with different Mn
contents are compared with standard Fe203 and Mn>Os pow-
ders, as shown in Figures 1(a) and 1(b), respectively. For Fe
K-edge, the position of absorption edge of all samples resem-
bles that of the Fe,0; standard, showing that the valence of
Fe in BFO structure is +3. as expected. This observation
also rules out the presence of the other bismuth ferrite sec-
ondary phases. Similarly, the Mn K-edge spectra of all sam-
ples and the Mn,(Q; standard have similar positions of the
absorption edge. This result indicates that the majority of Mn
species in Mn-doped BFO is Mn**. Furthermore, both spec-
tra contain the same main features, implying that the major-
ity of Mn atoms assumes the same lattice locations in these
samples. The main feature of the Mn K-edge XANES spectra
are composed of two shoulders and three peaks labeled as
S|, $2. P1. P2, and ps3 (as shown in inset of Fig. 1(b)). The
pre-edge (s1) absorption region around 6542 ¢V is attributed
to the electric dipole forbidden transition of a 1s electron to
an unoccupied 3d orbital, which is partially allowed because
of electric quadrupole coupling and/or 3d-4p orbital mixing.
The main absorption edge feature (s2) was assigned to the
purely dipole-allowed 1s—4p transition. Feature py, p25. and
p3 results from the multiple-seattering contribution of
absorbing Mn in Mn(g octahedra surrounded by Bi. The fea-
tures of Mn K-edge spectra of all the samples also look simi-

lar to those of Fe K-edge spectra, indicating that the local

structure surrounding Mn atoms in Mn-doped BFO samples

10 (b)I I | Mn}l{—edge

Eails

Normalized Absorbance

7100 7120 7140 7160 7IR06520 6540 6560 6380 6600 6620
Photon Energy (eV) Photon Energy (eV)

FIG. 1. (a) Normalized Fe K-edge XANES spectra of BiFe(; and Mn-
doped BiFeQ; ceramics with the different Mn concentrations with compari-
son to the Fe,0; standard sample. (b) XANES spectra of Mn K-edge of Mn-
doped BiFeQs ceramics with comparison to the Mn;Os standard sample.
Inset presents the broadening and increasing of py, and p; peaks.
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is similar to that of Fe atoms, which means Mn substituting
for Fe in Mn-doped BFO samples. However, a small shift of
the absorption edge to the higher energy and the broadening
and increasing of p; and p; peaks can be observed when Mn
concentration increases, as shown in inset of Fig. 1(b). These
results can be attributed to the formation of secondary phase
with BizFesOg or BiMn,Os structure appeared in XRD pat-
tern of high Mn-doped BFO samples (not shown here).

To further identify the lattice location of Mn atoms in
BFO structure, ab initio XANES calculations of Mn at several
lattice locations were carried out using FEFF8.2 code. 718
This code utilizes a full multiple scattering approach based on
ab initio overlapping muffin-tin potentials. The muffin-tin
potentials used in FEFF code were obtained using self-
consistent calculations with HcdimLund{pist exchange-corre-
lation functions. The sphere with 5.5 A radius (containing
approximately 50-atoms) around the absorber Mn atom was
used for the self-consistent calculations. The full multiple
scattering calculations included all possible paths within a
large cluster radius of T8A (containing approximately 150-
atoms). The electronic transitions associated with the XANES
measurements must follow the dipole selection rule. An X-ray
absorbance p(e) s given by the Fermi’s golden rule

poc Y (1D 8(E; — Er + o) (n
i

where |i). |f), E;. and Ey are the initial and final states and
their energies, respectively. @ and D are the photon fre-
quency and dipole operator.

In BFO perovskite structure, as shown in Fig. 2(a), there
arc three probable Mn sites: Mn substituting on the Bi
site (Mng;, Fig. 2(b)), Mn substituting on the Fe site (Mng,
Fig. 2(c)), and Mn interstitial (Mn;). The crystal structure of

@ ©
‘..; e
te
"I'u @&
~ﬁ§¢“" b4
(8] “
‘% o,
6 L. @
0:0
© &
(¢} Mng,

(d) BiMnO; (e) BiMn,0O+

FIG. 2. (a) Perovskite crystal structure of BiFeQ;. [(b) and (c)] Schematic
illustrations of Mn on Fe site, Mn on Bi site, and interstitial Mn. |(d) and
(e}] show the crystal structure of BiMn(; and BiMn, Q5.
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BiMnO; and BiMn»Os is also shown in Figs. 2(d) and 2(e),
respectively. In these lattice settings, Mng; and Mng. are sur-
rounded by O atoms. while Mn; 1s surrounded by O and Bi
atoms. The calculated XANES spectra of Mng;, Mng.. and
Mn; are shown in Fig. 3. It is clear that the features of calcu-
lated Mng, XANES spectrum match very well with those of
the measured ones. On the other hand., the calculated
XANES spectrum of Mng; can be clearly ruled out and the
My calculation produces some features with slight similarity
to the measured XANES spectra. The results intuitively indi-
cate the lattice location of Mn atoms at B-site (Fe) in the
BFO unit cell (Mng, ).

However, in order to clarify a small shift of the absorp-
tion edge to the higher energy and the broadening and increas-
ing of py and p» peaks, the Mn K-edge XANES spectra of
pure BiMnO; and BiMn»Os are compared qualitatively with
those of Mn-doped BFO samples (as shown in Fig. 4(a)), as
these spectra were obtained by extrapolating the spectra
reported by Yoneda et al." and Shukla et al.*” respectively.
It can be clearly observed that the spectrum of low Mn-doped
BFO sample (x=0.05) certainly represents the features of
pure BiMnO; XANES spectra, while the spectrum of the high
Mn-doped BFO sample (x = 0.40) mostly represents the fea-
tures of pure BiMn,Os XANES spectra; an indication of the
secondary phase formation. To estimate the quantitative con-
stituent of the secondary phase, the Mn K-edge X ANES spec-
tra of x=0.05 and x =040 are considered as the parent
component for creating the linear combination spectra. The
fitted XANES spectra with various proportions of BiMnOs
and BiMn,Os are shown as a solid curves superimposed on
top of the measured XANES spectra in Figure 4(a). To vali-
date this interpretation, we also performed ab initio
calculation.

The FEFF 8.2 code is used to calculate the Mn K-edge
XANES spectra of BiMnO; and BiMn,O5 for ensuring all

Calculation Mn K-edge

w
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=
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6520 6540 6560 6580 6600 6620
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FIG. 3. The measured Mn K-edge XANES spectra of Mn-doped BiFeOs
ceramics compared with the calculated Mn K-edge XANES spectra of the
different Mn lattice locations (Mng,. Mng;, and Mn;).
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(Calculation)
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FIG. 4. (a) Comparison of the extrapolated BiMnO; and BiMn,Os spectra
(obtained from Yoneda et al.'” and Shukla et al.*” respectively) and the
measured Mn K-edge XANNES spectra of Mn doped BFO samples. Also
included are the linear combination of Mn K-edge XANES spectra with vari-
ous proportions of BiMnO; and BiMn,Os. (b) The calculated Mn K-edge
XANES spectra of BiMnO, and BiMn,0Os The fitted linear combination
XANES spectra are also plotted.

features of extrapolated XANES spectra. Similarly, the calcu-
lated Mn K-cdge XANES spectra with various compositions
can be simulated by using the lincar combination of the pro-
portion of BiMnO; and BiMn,0Os, as shown in Figure 4(b).
More importantly, the features of the calculated XANES
spectra confirmed the accuracy of extrapolated XANES spec-
tra and are in good agreement with the corresponding meas-
ured spectra obtained from Mn-doped BFO samples. This
result supports that (1) Mn atoms certainly occupy B-site (Fe)
in Mn-doped BFO samples and (2) a small shift of the
absorption edge to the higher energy and the broadening and
increasing of py and py peaks of Mn K-edge XANES spectra
of Mn-doped BFO samples probably occur due (o the increas-
ing of the formation of BiMn>Os as the Mn content are
increased, which cannot be revealed by XRD measurement.
Therefore, the combined XANES measurement and XANES
calculation is a powerful technique to probe the local struc-
ture of Mn atoms within the BFO lattices and can be applied
to examine the trace secondary phase formation, not detecta-
ble by a conventional XRD measurement.

IV. CONCLUSIONS

In summary, Fe and Mn K-edge XANES measurement
and ab initio XANES calculations are employed to deter-
mine the local structure of Mn atoms in Mn-doped BiFeO;.
Our measured Mn K-edge XANES spectrum clearly matches
our XANES calculation of Mn atom substituting for Fe and
inconsistent with that of Mn atom at other lattice locations,
indicating that the majority of Mn atoms occupies the Fe site
or B-site in BFO lattice. The calculated linear combination
of Mn K-edge XANES with various proportion of BiMnO;
and BiMn,Os suggests that the increase of Mn content leads
to the formation of BiMn,0s. The combination of XANES
measurements and ab initio XANES calculations is demon-
strated to be a very powerful tool for identilying local struc-
ture, oxidation state of a dopant in multiferroic BiFeO;
materials. Finally, the technique reported here is also useful
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in determining the formation of trace secondary phase(s), not
detected by a conventional XRD technique. in BFO
materials.
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Incident ion energy to matrix electrons of a material is dissipated within a narrow cylinder surrounding
the swift heavy ion path. The temperature of the lattice exceeds the melting point and upon quenching
causes nanometric modifications. We present here a unique ex sifu approach in manipulating the
uncompensated spins in antiferromagnetic layers of ferro-/antiferromagnetic exchange coupled
systems on a nanometric scale. We use the impact of relativistic heavy ion (1-2GeV) irradiation on
such systems. We find an increase in the bias field and a restoration of the reversal via domain
nucleation in the frained state. These are identified as plausible results of ion-induced
antiferromagnetic ordering with little or no effeet on the layer structure. This study demonstrates,
therefore, the possibility of nanoscale tailoring of exchange coupled systems that survive even in the

trained state. © 2012 American Institute of Physics. [hitp:/fdx.doi.org/10.1063/1.4729472]

The passage of ions through matter has an interaction time
~107175 (e.g., a 5 MeV/nucleon 1on has a velocity ~10% of
the speed of light) and can create atomic point or extended
defects within a hot cylindrical zone (~ 10 nm radius) of atoms
in quasi-thermal equilihrium.' The slowing down of ions results
from energy loss in solids. This can be either by inelastic colli-
sions of the ions with electrons or by elastic collisions with the
nuclet of the target atoms. A simple choice of the ion energies
determines if it is in the regime of collision cascades or of elec-
tronic excitation with subsequent electron-phonon coupling. S,
[keV/nm] is the nuclear stopping power that dominaies for the
keV range of ions whereas S, [keV/nm] is the electronic stop-
ping power that dominates for the MeV range of ions.

It has been shown earlier that the coercive field and
magnetic anisotropy of magnetic multilayers (MLs) can be
accurately controlled by low energy irradiation in the clastic?
or by high energy ions in the inelastic’ regime. Particularly.
local manipulations of magnetization in the inelastic regime
are (a) confined to a few nanometers only (b) without signifi-
cant modification of the interface structure, and (c¢) applica-
ble for ex situ changes. Thus irradiation techniques offer
means of magnetic-tailoring devices in information technol-
ogy such as in exchange biased system

We have taken the example of ion irradiation in
exchange bias systems which demands a complete under-
standing® of various other hias-related phenomena, such as
coercivity enhancement.™” asymmetric hysteresis loops,*1¢

“'Author to whom correspondence should be addressed. Electronic mail:
amitesh.paul@frm2.tum.de. Tel.: 0049 89-28914717. Fax: 0049 8§9-
28914713,
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and last but not the least the training effect.”” An important
issuc has been the loss of magnetic memory upon repeated
field cycling in exchange biased spin-valve systems. Direct
manipulation of the antiferromagnetic (AF) spins in
exchange biased systems enables us not only to tune the bias
field but also to have a control over the coupled magnetiza-
tion reversal mechanism.

In the low-energy ion regime, ballistic mixing causes
atomic rearrangements, which subsequently modify the
magnetic properties. It is possible to increase or decrease
exchange bias field H, and also change its direction by
in-situ irradiation.'"* The effect is due to orders of magni-
tude more energy as compared to thermal energy deposition
(c.g., field cooling).'*'* High energy heavy ions are liable to
produce amorphization in a perturbed cylinder along the ion
path beyond a threshold of energy transfer.

In this work, we demonstrate a unique way of affecting
the uncompensated AF spins of an archetypical exchange
coupled system as we irradiate it with GeV energy ions. The
irradiations are done after deposition of the films in absence
of any in-situ field. We show here that the irradiated samples
have an increase in their Hep. More interesting is the manipu-
lation of the magnetization reversal mechanism that persists
even in the trained state. Such unique manipulation of rever-
sal mechanism has not been reported thus far.

We have investigated a ML of the composition
Si0, /[Co(11.0nm)/CoO(5.0 nm) /Au(22.5nm)]y_,.. The
usual pressure in the magnetron sputtering chamber was
3% 107 mbar in Ar atmosphere during deposition with a
base pressure of 1 x 1077 mbar. We employ an ultra-violet
light assisted oxidation at an O pressure of 200 mbar at

© 2012 American Institute of Physics
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50°C for 1h.'® Irradiations were performed at GSI Helm-
holtzzentrum fiir Schwerionenforschung. Four 15 x 15mm’
samples were cut from a single homogeneous piece
(30 % 30 mm2) for the wrradiation. Thereby one can rule out
any changes in their characteristics due to deposition condi-
tions. The 1on fluences used are 1 x l(}u, and 1 x 10" ions/
cm® for 8.4MeViamu of 197Au™ (1.6GeV) and 238UT
(2GeV) ions. Calculations using the transport of ions in mat-
ter (TRIM) code (J. P. Biersack TRIM91) indicate that GeV
ions travel through the entire stack of our specimens.
Conventional in-plane magnetization loops are meas-
ured using a superconducting quantum interference device
(SQUID) MPMS from Quantum design. Depth sensitive vec-
tor magnetometry was done using polarized neutron scatter-
ing at the TREFF reflectometer at FRM-2. We measure
specular and off-specular intensities which contain signifi-
cant information regarding the vertical and the lateral corre-
lations of the layer structure and the magnetic structure, The
neutron wavelength is fixed at 4 = 4.73 A. Details on the
technique and a corresponding review can be found else-
where."” In our experiment four different cross sections can
be distinguished, namely. non spin-flip (NSF) (R.; and
R__) and spin-flip (SF) channels (R._ and R_ ) measuring
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the respective longitudinal and transverse component of
magnetization with respect to the guiding field. We use a
cooling field Hpe = +4.0kOe down to 10K directed along
an in-plane direction for all specimens. The K-edge Co x-ray
absorption near-edge structure (XANES) measurements
were  performed the fluorescent mode with a 13-
compoment Ge detector at the x-ray absorption spectroscopy
beamline (BL-8) of the Siam Photon Source (electron energy
of 1.2GeV, beam current 80-120mA), Synchrotron Light
Research Institute, Thailand. A double crystal Ge (220)
monochromator was used to scan the synchrotron x-ray with
a photon energy step of (0.30eV. Additionally, at Berliner
Elekironenspeicherring Gesellschaft fiir Synchrotronstrah-
lung GmbH (BESSY) in the CISSY end-station at the high-
flux beamline U41-PGM, the photon energy is swept through
the L3 (778 ¢V) and L2 (798 ¢V) edges of Co. The absorp-
tion cross-section is measured by collecting the energy selec-
fluorescence  yield using a commercial XES300
spectrometer with an energy resolution of 0.43¢V. Micro-
structural characterization has been done uwsing cross-
sectional transmission electron microscopy (XTEM).

Figure 1(a) shows the hysteresis loops corresponding to
the room temperature and the field cooled states of the as-

in

live

16
LR
o
5
E FIG. 1. SQUID magnetization hysteresis
o loops for the [Co/CoO/Au]s ML of (a) as-
% deposited specimen and for different fluen-
g ces of (b—) Au ion irradiation and (d), (e) U
ion irradiation. The measurements are done
E i3] at room femperature and at 10K after cool-
L h (e)CojxlO U ing down at Hge. The differently shaded
5 4. : | | arrows (vertical and rotating arrows) indi-
© -4000 -2000 ) 0 2000 4000 cate the magnetization reversal mechanism
= F'9|d'(09) i along the respective branches of the loops.
1004Co.. Au o EE— The green circles indicate the fields of neu-
a8 ey asmaE® %I tron measurements shown later. (f) TRIM
§ (f) AdAAAALA AL G4 simulations on Co-Au target showing the
° 50 i ok 1 electronic energy loss as compared to the
x 40 e onp 1 nuclear energy loss with respect to the ener-
ul 20 [:g:x]' E: ;,":XL ] gies of Au and U ions. The ion energies used
: o [dBldx], | —0— | ',a:]" are indicated by lines. (g). (h) Plots of Hy,
3 ; . ; (squares) and Hc (circles) as a function of
0.0 05 1.0 1.5 20 irradiation fluence of Au and U ions respec-
ion energy (GeV) tively during the first and second field
-1000
. - cycles.
~800 =B+ Au lons
={0= U ions
-750 s
s {800 —
—_ . @
@
3 o
Q. 700 . =
8 ! o
T 650 27 ). -800
i s =@ Auions
600 <=0+ U ions o =0+ U ions
som0” 100t 00 sox107  10x10”
irradiation fluence iradiation fluence
first field cycle second field cycle



253102-3 Paul et al.

deposited specimen. A characteristic negative exchange bias
and an asymmetric reversal: domain wall and nucleation
(nonuniform reversal) in the decreasing (applied field oppo-
site to the cooling field) branch is indicated by vertical
arrows and coherent rotation (uniform reversal) in the
increasing branch indicated by rotating arrows can be seen.
This asymmetry disappears, as usual. during the second field
cycling with a decrease in the bias field. Figures 1(b) and
1(c) and Figures 1(d) and I(e) show similar hysteresis loops
for the Au irradiated and U irradiated specimens, respec-
tively. For the Au irradiated specimens and for the U
1% 10" jons irradiated specimen. even though one can see
an increase in the H.,, the magnetization reversal mechanism
remain quite similar to that of the as-deposited specimen.
The most interesting thing happens in the magnetization re-
versal mechanism for the U 1 10" jons irradiated speci-
men. The loop is divided into two distinct parts. There are
distinct steps at around 1650 and 1500 Oe (during the first
and second field cycles, respectively) which are signatures of
non-uniform reversal. While the upper part is fairly similar
to that of the unirradiated (as-deposited) one, the lower part
has undergone a significant shift. This extra shift leads to a
distinct increase in exchange bias. Note that not only the first
half of the first cycle (decreasing branch) shows the nonuni-
form reversal (indicated by vertical arrows) but also the sec-
ond half of the first field cycle and also the increasing branch
of the second field cycle. Henceforth we concentrate on the
U I x 10" ions irradiated specimen as it is most affected by
the irradiation. The H,, and H,, are plotted with irradiation
fluence of the ions in Figure 1(g) and 1(h).

Controlled columnar defects produced by swift heavy
ions in high temperature superconducting materials have
been shown to improve their pmperlies.lg However, in our
system, GeV heavy ions could not produce any latent track
damage visible by electron microscope since Co/Au system
being metallic is not a good track-recording material, Figure
2 shows the XTEM pictures for the as deposited and the sam-
ple irradiated with 1 x 10" i(ms/cm2 U ions. Interesting,
however, is that the layer structure remain pretty much unaf-
fected after irradiation only the columnar Au grains in the
as-deposited sample appear fractured in the sample irradiated
with U ions.

Figure 3 shows the specular reflectivity data (NSF and
SF) and the oft-specular SF intensities corresponding to two
different applied fields (H,). indicated by circles in Figure
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1(e) for the U 1 x 10" jons irradiated ML. We also plot the
spin asymmetry (SA) signals (difference in R__ and R, di-
vided by the sum of the two) as we compare it with the as-
deposited specimen at saturation.'? Relative variation of the
multilayer Bragg peak intensities is quite evident here. Fits
to the reflectivity data revealed a small increase in the AF
layer (~1-2nm) at the Co-CoO interface. The NSF intensity
map shows vertically correlated multilayer interfaces added
up in phase and forming the Bragg sheets in reciprocal space
at the first Bragg peak position of 15mrad. A small increase
in the SF intensity at Q=U.()2f5t. measured during the first
field cycle close to the coercive field (as compared to that in
saturation), is only due to an increased instability induced in
the system as the layers are on the verge of flipping and can-
not be attributed to coherent rotation of the layers (a similar
behavior is observed during the second field cycle as well).
This is further corroborated by an increase in the off-
specular SF intensities near the critical edge around the coer-
cive field, a typical signature of random non-collinear
arrangement of small scale (<1 gm) domains just before flip-
ping.m‘m Distorted wave Born approximation (DWBA) has
been applied in simulating the corresponding SF intensity
map.

The observed increase in H,, can be intuitively
explained by intrinsic defects within the Co-Co.0, layers
due to changes in oxidation atmosphere during the passage
of high energy ions. This obviously can be related to stronger
pinning of the domain walls at the defect sites. Figure 4(a)
shows the measured Co K-edge XANES spectra of the sam-
ples and the reference speetra of CoO, Co30y, and Co metal.
By considering CoO, Co30y, and Co metal as the parent
components, the spectra of all the samples are fitted with
varying proportion (indicated within the figure) using linear
combination analysis (LCA) method in ATHENA.?! The cal-
culated spectra using the FEFF 8.2 codes” based on ab initio
multiple scattering is also compared with the measured data.
A very good agreement with the measured XANES spectra
in both energy positions and shapes lead us to infer that all
the MLs are composed of Co metal and CoO in phase-
separated regions (Co304 content remains similar =2%).

We show the L-edge spectra from our U-irradiated MLs
in Figure 4(b). One can see two broad peaks with broadened
bases, a typical signature of localized character of the 3d
states. We do not observe any shift in the absorption energies
as they are separated by 15.3¢V for the MLs and also note

FIG. 2. XTEM micrographs of [Co/CoO/Au},s ML
for (a) as-deposited and (b) U I x 10" jon-
irradiated sample.
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that the peak-to-peak distance of the L, 5 absorption lines
remains unchanged. The amount of core-hole screening by
delocalized valence electrons is therefore negligible.” To
avoid the lifetime broadening and the experimental broaden-
ing contributions it is helpful to opt for the so called branch-
ing ratio calculated as I(Lz)/[I(L>) + I(L3)]. The peak
intensity ratio is shown in Figure 4(c).** The ratios are caleu-
lated from the arca under the respective peaks using the
IFEFFIT package.” The changes in the intensity ratio (trans-
fer of the spectral weight between the two edges) is a mea-
sure of the angular part of the spin-orbit operator. It shows a
decreasing trend with fluence of U ions which further corrob-
orates with the increasing Co valency. Therefore, the
increased Hy, in our samples can be attributed to the gradual
decrease in the ferromagnet (FM)-AF proportion ratio with
irradiation fluence as shown in Figure 4(c). Note that our AF
thickness is below a typical critical AF thickness of
~10nm.**

In the eclectronic slowing-down regime, most of the
energy of the incident ions is transferred to the host elec-
trons, resulting in a high electronic ionization (ionic spike
~107"5) and/or a high temperature increase of the elec-
tronic subsystem (thermal spike ~107"%5). Recently it has
turned out that “coulomb explosion™/ion spike produces a
“heat” spike and thus these are early and late aspects of the
same process. According to the thermal-spike model, the
energy locally deposited in matter is quickly shared among
the electron gas by electron-electron interactions and then
transferred to the neighboring atoms by electron-phonon (E-
P) and phonon-phonon interactions.”” The temperature along
the ion path can be of the order of 5 x 10*K within a cylin-
drical range of 5—10 nm along the ion path which is followed
by rapid quenching (10" Ks™") resulting in latent tracks. S,
induced defects can be created in Ti, Co. and Fe as they ex-
hibit stronger electron-phonon coupling than in Ag, for
example. The calculated threshold of defect creation induced
by §. for Co is about 28-34keVnm™' for 5-20MeV/amu
jons.™® Figure 1(f) shows the dominance of electronic energy
loss over nuclear energy loss for 1.6GeV Au and 2GeV U
ions in a Co/Au system calculated by TRIM. For our system,
the S, = 4£| is greater than 73keVnm ™" and 97!\;&‘\"““1"
for Au and U, respectively (oc ion atormic number Z°), which
can give the latent track radius of about 22— 10nm.” The lat-
tice temperature increase is proportional to'S,, which renders
the related E-P coupling factor relatively higher for U ions
than that for Au.

lon-induced magnetic manipulation allows us o
increase H,, and recover untrained magnetization states in
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an otherwise trained exchange coupled system, The method
demonstrated here is limited to nanometric scale with little
influence on their interface structure. Such local manipula-
tion holds promise for post production extrinsic treatment of
integrated magnetic memory devices or sensors by choosing
“specific” (energy/nucleon) ion energies.
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We report on the effect of nonmagnetic spacer layers on the interface magnetism and the exchange bias in the
archetypical [Co/CoQ];s system. The separation of the magnelic bilayers by Au layers with various thicknesses
day = 25 nm leads to a threefold increase of the exchange bias field ( Hz,). Reflectometry with polarized neutrons
does not reveal any appreciable change in the domain population. This result is in agreement with the observation
that the granular microstructure within the [Co/Co0O] bilayers is independent of dy,. The significant reduction
of the magnetic moments in the Co layers can be attributed to interfacial disorder at the Co-Au interfaces.
Element-specific x-ray absorption spectroscopy attributes part of the enhancement of H,, to the formation of
Co30y in the [Co/CoO] bilayers within the multilayers. A considerable proportion of the increase of H,, can
be attributed to the loss of magnetization at each of the Co-Au interfaces with increasing d,,. We propose
that the interfacial magnetism of ferro- and antiferromagnetic layers can be significantly altered by means of
metallic spacer layers thus affecting the exchange bias significantly. This study shows that the magnetism in
magnetic multilayers can be engineered by nonmagnetic spacer layers without involving the microstructure of

the individual layers.

DOI: 10.1103/PhysRevB.87.014431

1. INTRODUCTION

As new magnetic hard-disk-drive products are designed
for higher storage densities in magnetic recording materi-
als, the “superparamagnetic effect” has become increasingly
important.! As the grains become smaller (50-100 nm),
due to thermally activated fluctuations. the magnetization
of the grains may become unstable. One approach to delay
superparamagnetism is to increase the magnetic anisotropy or
the unidirectional anisotropy.

The exchange bias phenomenon can be described as a
form of a unidirectional magnetic anisotropy that arises due
to the interfacial exchange coupling between a ferromagnet
(FM) and an antiferromagnet (AF) and can effectively delay
the superparamagnetic limit.” In most usual cases, the AF
ordering temperature is lower than that of the FM. below
which one observes a horizontal shift of the hysteresis
loop. However, temperature-dependent competition between
interfacial exchange and AF anisotropy energies can result
in bias fields even for materials with higher AF ordering
temperature.® Conventionally, a cooling field ( Hx) provides
the unidirectional anisotropy while the shift is observed
opposite to the applied field (H,) direction. Over the last
decade many salient features of the exchange bias effect have
been clarified. It turns out that only a very small percentage
of moments at the AF interface are pinned while the rest
of the moments rotate rigidly with the FM. It also turns
out that it is energetically favorable to form domains in the
antiferromagnet. They account for the lowering of the energy

1098-0121/2013/87(1)/014431(18)
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cost associated with the reversal of the FM that determines
the strength of the bias field (Hp) X0 Exchange bias is
also associated with many salient features such as coercivity
enhancement.”® asymmetric hysteresis loops.”!® and training
effects.!!

One of the interesting problems in multilayer physics
is the influence of the interface between the magnetic
film and the nonmagnetic spacer on kinetic. magnetic, and
magnetooptical properties of thin-film systems. Information
concerning effects of (a) an underlayer grain morphology
and a grain crystallographic orientation (texture of the
grains) on magnelic properties,'? (b) induced magnetic mo-
ments via s-d hybridization,”* (c) interface alloying.'* and
(d) canted magnetic structure are intrinsic to interfaces
between magnetic-nonmagnetic magnetic layers.' These are
highly relevant to systems that are used as magnetic field
sensors, read heads, or memory devices.

It may be noted that exchange bias systems are often
coated with a Au film, in order to protect them against further
oxidation.'® Moreover, Au is often used as metallic leads for
spin-valve structures. Thus the Au/FM (or AF) interfaces and
their effect on exchange bias cannot be ignored. In general.
the introduction of a nonmagnetic (NM) metallic spacer such
as Cu, Ag, or Au between the FM and FM/AF layers modifies
the interface coupling between them. Therefore it is of great
interest to obtain information about the spin directions in the
vieinity of the interfaces. This aspect, however, remains largely
unexplored. In fact, there are no studies on the impact of the

©2013 American Physical Society
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AF/Auor FM/Au interface magnetism including the effects of
roughness and interdiffusion on the exchange bias phenomena.
The aim of this study is. therefore, to systematically investigate
the magnetisation of exchange coupled bilayers of Co/CoO
that are separated by nonmagnetic Au spacer layers.

Contrary to the expectations, we show here that the ex-
change bias field increases gradually with increasing thickness
of the Au spacer layer. As expected. the magnetization reversal
mechanism remains asymmetric for the two branches of the
hysteresis loops, however, it shows significantly increased
coerciveness along both branches with increasing thickness
of the Au layers. These effects occur despite the fact that the
diameter of the magnetic grains attains a similar size as the Au
spacer thickness and that the FM domains show no significant
variation in their size. [t appears that the impact of the metallic
Au spacer adjacent to an AF or FM is very significant for
exchange bias systems in general as it can alter the interfacial
magnetism.

II. SAMPLES AND MEASUREMENTS

A. Sample preparation

Over the years, Co/CoO has served as a prototypical
exchange bias system. even though it is not actually techno-
logically practical. In fact, very recent extensive investigations
are on the same AF/FM combination.'®" It is ideal for
investigation due to its large biasing field.” very distinet
asymmetry of magnetization reversal,” large enough training
effects.'! and most interestingly, the AF moment configuration
can be frozen-in in a variety of ways during the process
of field cooling® without affecting the overall structure as
the AF ordering temperature is far below room temperature
(negligible interdiffusion at the interfaces).

We have investigated multilayers of the composition Si0, /
[Co(11.0 nm)/CoO(5.0 nm)/Au(25,30,50 nm)|n— s and com-
pare them with SiO,/[Co(11.0nm)/CoO(7.0 nm)]n_20/
Au(30 nm). A schematic of the layer structure is shown in
Fig. 1. During deposition, the Ar pressure in the magnetron
sputtering chamber was 3 x 10~ mbar. The process was
started at a base pressure of 1 x 107 mbar. We employ an

Co_1 Co_25, 30, 50

FIG. 1. (Color online) Schematic of the layer structures, namely.
Co_1 having no spacer layer and Co_25. Co_30, and Co_50 having
the bilayers separated by Au spacer layers.
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ultraviolet light assisted oxidation at an O, pressure of 200
mbar at 50 °C for 1 hour.!

B. Measurement techniques
1. Magnetometery

Conventional in-plane magnetization loops are mea-
sured using a superconducting quantum interference device
(SQUID) MPMS and a physical property measurement system
(PPMS) from Quantum design. We use a cooling field Hpc =
+4.0kOe within the sample plane for all specimens inducing
an exchange bias as the system is cooled down to 10 K.

2. X-ray scattering and microscopy

X-ray diffraction patterns from the samples confirm the
[111]ge structure for the Au and Co layers. The microstruc-
tural characterization was performed using cross-sectional
transmission electron microscopy (XTEM). Studies with
transmission electron microscopy have been carried out on
cross-sectional samples prepared by standard mechanical
(diamond) polishing followed by Ar' ion milling at 4 kV
for about | hour. A conventional bright-field imaging mode
was used.

3. Polarized neutron scattering

Polarized neutrons are an excellent probe for investigating
the in and out of plane correlations of the ferromagnetic
domains. Depth-sensitive polarized neutron scattering mea-
surements are performed at the neutron reflectometer TREFF
at FRM 11 using polarization analysis. The specular as well as
the off-specular data were measured. The neutron wavelength
was fixed at A =4.73 A. Details on the technique and
a corresponding review can be found elsewhere.” In the
experiment, four different cross sections are measured, namely,
non-spin-flip (NSF) (R and R__) and spin-flip (SF) (R, _
and R__.) channels . Here. the subscripts + and — designate
polarizations of the neutron beam parallel or antiparallel to
the guide field. respectively. The specimens are field cooled in
H = 4.0 kOe to 10 K inside a cryostat at the instrument. The
NSF intensities provide the amplitude of the projection of the
magnetization along the polarization direction of the neutrons
(Mj). while the SF intensities provide information about the
magnetization components perpendicular to the polarization
direction (M_). The latter contributions are exclusively of
magnetic origin.

4. X-ray absorption spectroscopy

An increase in the bias field H,, can originate from the
formation of defects within the antiferromagnetic Co, Oy, layer
or from deviations in the stoichiometry during the course of
the oxidation of Co to CoO?' leading to a stronger pinning
of the domain walls at the defect sites thus resulting in an
increase of Hap.2* To verify the formation of such defect sites
that can be inadvertently related to the degree of oxidation of
the Co layer (few nanometers), it is necessary to investigate the
proportion and stoichiometry of the CoO layers in the system.
Such a detailed examination of the chemical species can be
effectively done by x-ray absorption spectroscopy (XAS).

014431-2
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TABLE 1. Samples and their saturation magnetization and exchange energy. The bilayers Co/CoO of sample Co_1 are not separated by Au

spacer layers.

Mg Magnetic moment E
Composition Label (emu cm™) g /Co(FM) (erg cm—?)
[Co(11.0 nm)/CoO(7.0 nm)]ao/Au(50 nm) Co_l 1694 + 100 201102 0.75 £ 0.05
[Co(11.0 nm)/Co0(5.5 nm)/Au(25 nm)]y Co_25 1132 134 0.72
[Co(11.0 nm)/Co0(5.0 nm)/Au(30 nm)] s Co 30 992 1.18 0.73
[Co(11.0 nm)/Co0(5.0 nm)/Au(50 nm)] s Co 50 726 0.86 0.79

XAS is generally used to obtain information about the local
arrangement of atoms around the absorbing atoms. In particu-
lar, the x-ray absorption near-edge structure (XANES) region
corresponds to the excitation of core electrons to unoccupied
bound states or to low lying continuum states. It thus turns out
that the angular momentum and site projected partial density
of empty states, with some broadening, resemble the XANES
absorption spectra.

The Co K-edge XANES measurements were performed
in the fluorescent mode with a 13-component Ge detector
at the x-ray absorption spectroscopy beamline (BL-8) of the
Siam Photon Source (electron energy of 1.2 GeV, beam current
120-80 mA). Synchrotron Light Research Institute, Thailand.
A double crystal monochromator Ge (220) was used to scan
the energy of the synchrotron x-ray beam with energy steps of
0.30eV.

Further, we performed Co L, edge XAS measurements
on the specimens. The XAS spectra result from Co 2p—
3d dipole transitions (2p* and 2p'/? core-shell electrons
to unoccupied 3d orbitals).?> Comparing with the ab initio
calculations of the L-edge and K -edge structure of Co, CoO,
and Co;0y, it is possible to identify the individual constituents
of magnetic species in the system.

The absorption cross section is measured by collecting
the energy selective fluorescence yield using a commercial
XES300 spectrometer with an energy resolution of 0.89 eV at
the CISSY end station of the high-flux beamline U49/2-PGM 1
installed at the Berliner Elektronenspeicherring Gesellschaft
fiir Synchrotronstrahlung GmbH (BESSY). The photon energy
is swept through the L3 (778 eV) and L2 (798 eV) edges
of Co. The detector consists of a multichannel plate in
conjunction with a resistive anode assembly. We integrate
the x-ray emission spectroscopic signal to get the Horescence
signal.

In principle, x-ray magnetic dichroism (XMCD) can
selectively probe the induced magnetic moment of Au in
Co/Au multilayers and separate it into spin and orbital
terms.”® However. XMCD (sensitive to p, d. and f-electron
polarization) is a surface sensitive technique as the probing
depth in the soft x-ray regime is ~5.0 nm in the electron
yield (EY) mode and ~100 nm in the fluorescence yield (FY)
mode. FY dichroism measurements are extremely sensitive
to saturation and self-absorption effects, complicating the
evaluation. Thus it is almost impossible to investigate the
interface of an ML with a thicker spacer at deeply buried
interfaces (as in the present case).

Alternatively. by using the low-temperature nuclear orienta-
tion (LTNO) technique, one can detect the average magnitude
and alignment of the nuclear spins which can be due to the

induced nuclear polarization in the nonmagnetic Au spacer (s-
moment polarization).'” Canting of the induced Au magnetic
moments was found to originate at the AF(FM)/Au/AF(FM)
interface as well as canting of the Co moments (reducing
the net moment of the uncompensated spins) was observed
carlier in AF/Au/FM interfaces. However, a detailed in-
spection of the interface magnetization (depending upon
the structure of the interface) was limited by the level of
resolution available with the technique, and it also requires
milli-Kelvin sample environment, which is not commonly
available.

III. RESULTS AND DISCUSSION

A. Magnetization

The labeling of the samples along with the saturation
magnetization per unit volume (Mgy) and the magnetic
moment per Co (FM) atom is given in Table I. The exchange
coupling energy?” per unit surface area is usually given by

E = —JgM s Mpytpy cos 8
= — Ha, Mppitpy cos 8.

The unidirectional anisotropy energy is characterized by
the exchange coupling constant Jg. The unidirectional
anisotropy Kg is included in JEMapMpy in terms of the
exchange field H., = JgMar. Here, tey is the thickness
of the FM layer and § is the angle between Mgy and
the easy axis of the FM. My and Maf are the respective
magnetizations. We define the exchange bias shift Hen =
(Hca + Hep)/2 and the coercive field He = (Hea — Hey) /2.
where Hey and He; are the coercive fields on the decreasing
and increasing branches of the hysteresis loop, respectively.
Also given in Table | are the exchange coupling energy E as
obtained from the respective FM layer thickness. the exchange
bias field values and the saturation magnetizations for the MLs
from the magnetization measurements.

1. Hysteresis loops

Figure 2(a) shows the hysteresis loops as measured with
a SQUID for an in-plane cooling field and longitudinal
magnetization measurements at 10 K for the sample Co_l.
The results are reproduced from Ref. 32. For comparison.
hysteresis loops for the samples Co_25, Co_30, and Co_50 are
shown in Figs. 2(b)-2(d). Clearly seen is the usual asymmetry
in the magnetization reversal and the disappearance of the
asymmetry after the first field cycle. The room-temperature
(RT) data [triangles in Figs. 2(b)-2(d)] show that the saturation
field is around 100 Oe [for clarity, see the inset of Fig. 2(b)].
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FIG. 2. (Color online) SQUID magnetization hysteresis loops for
the (a) [Co/CoO]yy ML (from Ref. 32) and far [Co/CoO/Au];s ML
for Au layer thicknesses of (b) 25 nm: Co_25 (¢) 30 nm: Co_30 and
(d) 50 nm: Co_50. The measurements are done at room temperature
(triangles) and at 10 K (after cooling down in Hrc = +4 kOe). The
inset in (b) shows the RT data in lower field values. The blue dotted
lines indicate the switching field Hc q during the first field cycle. The
thin solid lines are guides to the eye.

For Co_25 and Co_30, the coercive fields at RT and the
exchange bias fields at 10 K are approximately 20 Oe and
~=—3580 Oe/~ —670 Oe, respectively. The corresponding RT
data for Co_50 shows that the coercive field has increased to
40 Oe. Such a broadening of the hysteresis loop at RT can be
generally attributed to defects within the magnetic layers. We
point out that the exchange bias field along the cooling field
axis is estimated to be around —1000 Oe for the 50 nm spacer
ML, as compared to /=—400 Oe for the ML specimen with no
spacer.
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The hysteresis loops in Fig. 2(a) show at least three Kinks
near—780,—1400, and around —1676 Oe along the decreasing
branch. These kinks are an indication for CoO layers having
different oxidation levels. Similar kinks can also be seen during
the first cycle in Figs. 2(b)-2(d). The last switching fields
show an increasing magnitude with increasing thickness of
the spacer layer.

In a previous work, Paul et al. have found very similar
characteristics while varying the oxidation conditions for the
bottom and top Co layer in a Co/CoO/Co based spin-valve
system.?! Note that similar subloops in oxidized Co dots
were initially attributed to the effect of the aspect ratio for
patterned samples,”® even though they have been commonly
observed in nonpatterned specimens as well. Intuitively, a
varying stoichiometry of the Co,O, layers, that may also
depend on the number of bilayers, affects the strength of the
exchange coupling between the AF and FM layers. Therefore
an optimized stoichiometry can lead to an enhancement of
the switching fields. Of course, the grain size may affect the
switching fields as well.

The net magnetization in the Co_1 ML (for example) shows
a decrease of 5% after the first switching field along the
decreasing branch of the hysteresis loop. This corresponds
to 1 FM layer out of the 20 FM layers composing the ML,
indicating that one of the 20 layers has already switched
while the other 19 layers are on the verge of flipping.
A similar argument can explain the magnetization data of
the other samples. i.e.. by a layer-by-layer flipping of the
heterostructure.

2. Magnetization versus temperature

Figures 3(a) and 3(b) show the temperature dependence
of the magnetization M of the samples Co_25 and Co_50 as

Co 25
12 M.UD.IO.C.'O.IDO6!1:8..‘.'...'!
—e—HFC(4 kOe) s
R s
8 - IJ @ |
~z o
= —e—ZFC ,--;
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€ gl —e—zFc o 1
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E ....-...
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FIG. 3. (Color online) ZFC and HFC magnetizations as a function
of increasing temperature (7) in a small external field of H =
100 Oe for (a) Co_25 ML and (b) Co_50 ML.
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FIG. 4. (Color online) (a) SQUID magnetization hysteresis loops
for the Co_1 and Co_25 MLs showing the sub-loops shifts. The
measurements are done at 220 K (after cooling down in Hge =
—+4 kOe). (b) The temperature variation of the coercive fields and
the exchange bias fields for the two MLs.

measured at 100 Oe using a PPMS. The merging point of the
zero field cooled (ZFC) and field cooled (HFC, H = 4 kOe)
data provide the blocking temperature Ty of the system. Tg
characterizes the onset of instabilities of the AF as thermal
excitations creep in. The similar Ty of both polycrystalline
specimens indicates that their grain sizes are very similar.”
However, we find three distinet steps in Co 23 before the
loops merge at Ty = 240 K. In Co_50, the steps are smeared
out.

The samples show also a significant difference in the
macroscopic magnetization during ZFC and HFC. The ZFC
values at low T are smaller for Co_25 than for Co_50. The
HFC values are larger for Co_25 than for Co_50. These results
indicate that the anisotropy in the Co_50 sample is larger.

3. Initial domain configurations due to Au spacer

Apart from the local inhomogeneities (roughness, defects)
due to variations in the AF crystallite/grain sizes and con-
comitant domain size distribution, a distribution of local Ty
is typically observed. It is well known that a thicker AF
layer leads to an increased stability of the AF domains.?
Above a critical thickness (as in the present case). this may
lead to splitting of the hysteresis loop into two subloops
shifted in opposite directions when measured just around the
blocking temperature. This subloop shifts and the temperature
variation of the coercive fields can be seen in Figs. 4(a) and
4(b), respectively. for the Co_l and Co_25 MLs. A marked
difference is seen as we compare the MLs with and without
the spacers. It is clear that the Co_1 ML does not show the
subloop shifts. This clearly indicates that these shifts in the
Co_25 ML are due to the presence of Co-Au and/or CoO-Au
interfaces as they together are responsible for a FM imprint
onto an AF. Thus there is a particular difference in the initial
AF-FM domain configurations in such systems, which can
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FIG. 5. (Color online) (a) Representative ac susceptibility mea-
surements at different frequencies are shown for the Co_25 ML.
(b) The field derivative of the magnetization as a function of field
measured at various temperatures without applying an ac field is
plotted for the Co_25 ML. They show the evolution of multiple
switching with temperature along both branches of the hysteresis
loop.

be a topic of future investigation. Usually, an imprint of the
FM domain structure onto the AF during zero-field cooling
procedure divides the AF into two types of regions locally
oriented in opposite directions.® Note that in the present case,
the cooling field is above the saturation field of the FM and
the FM orders before the AF. Here, a proportion of the AF
spins/domains (affected by the thermal activation) is aligned by
the cooling field, while another proportion remains unaligned.
After field sweeping, this proportion gets realigned along the
direction opposite to that initially set during the first field
cooling.

4. Susceptibility
Susceptibility data of Co_235 are shown in Fig. 5(a). The
in-phase susceptibility (Rey,. = dM/d H,) data measured at
10 K and at a driving field of 10 Oe (rms) after HFC
from RT indicates also the occurrence of three reversal steps
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FIG. 6. (Color online) Dependence of H,, and He on the thick-

ness of the spacer layer as obtained from the SQUID magnetization

hysteresis loops for [Co/CoO/Au] MLs. The coercive fields He

and the first switching fields He.o show an increase with increasing
thickness. The dotted lines are guides to the eye.

(indicated by arrows) along the decreasing branch and two
reversal steps along the increasing branch. The response from
the samples hardly shows any frequency (10 Hz—10 kHz)
dependence. A much lower signal along the decreasing branch
indicates that the domain dynamics along this branch is a slow
process. at least slower than the response time corresponding
to the 10 Hz of ac field. The reversal steps are more evident
following the field derivative of the magnetization d M /d H, as
a function of field in Fig. 5(b) following the data measured at
various temperatures without an ac field. The evolution of the
switching fields with temperature is consistent with the data
in Fig. 3(a). The behavior for all other samples is very similar
and is therefore not shown.

5. H., and He with Au spacer thickness

The plot of Hep, and He versus the spacer layer thickness in
Fig. 6 shows an increasing magnitude with increasing spacer
layer thickness. Also plotted is Hey and the first switching
field He.g. While an increase in He can be associated with
an increased number of nonpinned hysteretic AF grains.
an increase in Hg, indicates an increase in the number of
pinned domains or a stronger pinning by each domain in the
polycrystalline specimens. Microstructural investigation could
help in understanding such behavior further.

B. Microstructure

From the perspective of magneto-electronics, device char-
acteristics are controlled by the magnetic evolution due to grain
structure modulation. Each bit usually contains hundreds of
grains. Magnetic recording relies on the statistical averaging
over these grains to obtain a satisfactory signal to noise
ratio. As the bit size continues to decrease, the grain size
needs to be reduced too. The reduction can be achieved
by controlling the surface properties of the coated and/or
the noncoated substrate. However, eventually, the grains will
become superparamagnetic. Thus a control over grain size
is essential. Sputtered species have a high kinetic energy
and surface mobility allowing rearrangements in the structure
during film growth.

It was reported earlier that the exchange bias field can be
increased with the number of bilayers with successive FM-AF

184

PHYSICAL REVIEW B 87, 014431 (2013)

interfaces. This is due to decreasing grain—size-mediated
FM-AF exchange coupled domains stacked in successive
layers with gradually smaller sizes.'”” For polycrystalline
specimens, within the random anisotropy model, the exchange
interaction averages over the anisotropy of the individual
grains. This would, in general, increase the effective exchange
length. However, with an increasing number of smaller grains
(with an increase in the number of bilayers). as the exchange
length is reduced to the order of individual grain sizes (=350 nm
in the present case), the random anisotropy model will break
down. This will lead to the formation of individual exchange
coupled grains—exchange coupled to the uncompensated AF
moments preferably located at the grain boundaries. The spin
alignment in individual FM domains is determined. domain by
domain, by the spin directions in the AF grains. This is unlike
the case of nanocrystallites where the grain sizes (<exchange
length) concomitantly reduces the average anisotropy of
the system and make them soft (lowered coercivity).*® In
exchange-coupled systems, the rotatable anisotropy field value
is proportional to the magnetization of the small AF grains, it
increases with the exchange coupling strength, which in turn
increases the coercivity.’! An increase in the coercivity with
smaller AF grain sizes is basically due to an increase in the
number of rotatable grains (proportional to the sum of the
projections of these magnetizations along the bias direction).

Paul er al.* have reported earlier on the magnetization
reversal for (i) a continuous sequence of successive FM-AF
layers (no spacer layers) and that for (ii) a sequence of FM-AF
bilayers that are separated by a nonmagnetic spacer layer
(Au). The main difference in their magnetization reversal
mechanisms is the following: the separated multilayers (ML)
showed a usual asymmetric reversal—a nonuniform (domain
wall motion and domain nucleation) reversal for the decreasing
branch (Hpc anti-|| H,) of the hysteresis loop and a uni-
form (coherent rotation) reversal for the increasing branch
(Hpc ||Ha). In contrast. the continuous multilayer showed
symmetric and sequential reversal (nonuniform) for both
branches of the hysteresis loop.

In this regard, it is interesting to note that in contrast to the
unlike case of a continuous ML (case (i) above), in a sequence
of bilayers Co-CoO that are interrupted by the presence of
thick Au layers, the evolution of the grains may be interrupted
depending on the thickness of the Au spacer layer. as the
grain size is limited by the layer thickness* For a thick
enough Au layer, the grain structure of the underlayer is not
propagated to the next Co layer. This is similar to a decoupling
of the intergranular interactions.™ It is therefore unlikely that
the thickness of the nonmagnetic spacer will influence the
magnetic grains as they are all nucleated on a similar spacer
layer. Therefore one may speculate that the magnetic behavior
does not change with an increasing thickness of the spacer
layer. The aspect of grain structure evolution can be verified
by cross-sectional TEM.

Figure 7 shows XTEM micrographs depicting repetitions
of three layered structures with sharp interfaces for the MLs
with (a) 25- and (b) 50-nm of spacer thickness. The thickness
of the individual layers is in agreement with the nominal
thickness. Magnifications of a trilayer interface show the
existence of columnar grains with a width of ~25 nm and
50 nm for the 25-nm and 50-nm sample, respectively.
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FIG. 7. (Color online) XTEM micrographs of [Co/CoO/Au],s ML for Au layer thicknesses of (a) 25 and (b) 50 nm. Vertically correlated
Au grains are visible for both MLs. There are no visible differences for the Co-CoO grains, which are basically unaffected by the size of the
underlying Au grains. A schematic of the granular layer structure is shown alongside.

Note that the almost square-shaped Au grains are vertically
correlated. The results confirm the common observation in
sputtered and evaporated thin films that the grain size is of
the same order as the film thickness. The grains of the Co
layer, however, are approximately 11 x 20 nm and are very
similar for Co_25 and Co_50. A similar size of grains d ~
11.5 nm is also estimated from the width of the Co peak from
x-ray diffraction measurements. Therefore there is no visible
microstructural difference in the Co layers.

An increased coercivity in exchange coupled systems is a
clear indicator for a dominance of domain wall pinning, as the
AF domain walls act as pinning sites for the neighboring FM
domains.?? Thus if we presume the grains to evolve (decrease)
with increasing number of layers in a ML stack then an
increase in the number of AF domain walls or increased grain
boundaries is expected for those domain walls to form. In the
case, that the evolution is interrupted (as in the present case).
the number of AF domains will remain similar. In any case.
this would concomitantly influence the FM domains.

When comparing the ML microstructures, particularly for
Co_25 and Co_50, the enhanced coercivities of the FM layers
do not appear to correlate in a systematic way with the AF
grains. Due to a distribution of grain size. one can expect
exchange decoupled AF grains (associated with individual
grain spins) at the interface and exchange coupled FM grains.
The FM and AF layer coupling can be via exchange and
dipole-dipole interactions. However. the additional anisotropy
giving rise to the enhanced coercivity can also have its
origin within the bulk of the AF layer due to the grain
structure that affects the AF magnetocrystalline anisotropy.*”
Hence the enhanced coercivity might be a combination of the
effects in both the bulk and interfacial grain spins of the AF
layers.

Since the XTEM pictures do not show a significant
variation of the grain structures with an increase in the spacer
layer thickness. the coupling of the interfacial grains can be
considered to be responsible for the increase of the coercivity.

It may be possible that due to the different oxidation states
of the AF layer. ie., CoO. Co304. and Coy03, the individual
grains are coupled differently to the FM grains. Such different
oxidation states may originate from changes in the deposition
conditions within the chamber while depositing a thicker
spacer layer. CoO in astoichiometric relationshipCo : O = | :
1 is not the only binary oxide phase that forms under readily
attainable oxygen partial pressures. The thermodynamically
favored form of the cobalt oxide is often Co;Oy4. In contrast to
the two cobalt oxides mentioned above, the metastable form
Co,05 may be difficult to form.

C. Specular and off-specular neutron scattering
1. Scattering geometry

The neutron scattering geometry is shown in Fig. 8. We
define the ML surface in the x-y plane and the 7 axis
along the surface normal. In the specular scattering geometry

FIG. 8. (Color online) Schematic of the neutron scattering geom-
etry. In reflection geometry, the beam is collimated in the reflection
plane and relaxed along the y axis. whereas in the GISANS geometry
scattering along the y axis is resolved. Here, k; is the incident wave
vector at an angle «;. The scattered wave vector A} makes an angle
a; and 26, along two different scattering planes. The grey shaded
region represents the coherence ellipse covering several (or single)
domains (shaded in green) and the mean magnetization making an
angle ¢4 with the polarization axis. which is along the v axis.
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FIG. 9. (Color online) NSF intensity maps (R__) from Co/CoO/Au MLs measured on HADAS/TREFF at saturating field along the
decreasing branch of the hysteresis loops for Co_1 and Co_25 and Co_50 ML samples after field cooling at 4.5 kOe and measured at 10 K.

The color bar encodes the scattered intensity on a logarithmic scale.

(i.e., angle of incidence ¢; equal to the exit angle ay), the
reflectivities follow from energy and in-plane momentum
conservation laws as normal wave-vector transfers Q' are
probed. However, when the in-plane translational symmetry
is broken by interface waviness (roughness) or by magnetic
domains on a length scale shorter than the in-plane projection
of the neutron coherence length I along Q"(:Q—I.Q}.) then
the off-specular scattering contributions along the in-plane
momentum transfer vector (Q)) arise.

At grazing incidence, there can be three scattering geome-
tries: specular reflection. scattering in the plane of incidence
(off-specular scattering), and scattering perpendicular to the
plane of incidence (Grazing Incidence SANS). We can esti-
mate the extent of correlation lengths from the three equations
of momentum transfers along the three different axis owing to
the scattering geometry for small angles:

- ol . 2r
O == T[sm(ai} —+ sinfay)| = T(m +ay), (1

- - 4
0, =0 = T[cos(af)cost?.gl,r ) — cos(a;)]
2 ol o 5
gT(?’77726‘}), (2)

)

= 511

- 2 . 4 3
Q,=0|= T(:(Js(txf]5111(29f} = T(E'I}, (3)

Here. the incident wave-vector defined by k;. makes an angle
@; inthe x-z plane with respect to the x axis, while the scattered
wave vector k; makes angle a5 in the x-z plane and also 26 in
the x-y plane (relevant for diffuse scattering). Different length
scales £ = 2 ranging from nanometers to micrometers can
be accessed by using different scattering geometries in most
practical cases. Specular scattering provides the scattering
potential of the ML perpendicular to the film plane. The typical
probed length scales are in the range 3 nm < ¢ < 1 pm.
Off-specular scattering scans provide the lateral correlations
along Q. (500 nm < & < 50 pm), whereas grazing incidence
SANS scans probe the surface (3 nm < & < 100 nm) along
év. From the above equations, one may also note that for a

given geometry when o ~a; ~ 8y < 1. the projection éy ~

Q: > Ox.

2. NSF scafttering

The scattering-length densities (SLD) of a magnetic spec-
imen are given by either the sum or difference of the nuclear
(p,) and magnetic (p,,) components. The + signs refer to
the spin-up and spin-down states of the incident neutron
beam with respect to the magnetization of the sample. The
non-spin-flip (NSF) scattering amplitude provides information
about p, & p,,cosg,, and the spin-flip (SF) channels measure
pasin’g. if the domain size is larger than the projection of the
neutron coherence length along the sample plane (7). Here, ¢
is the angle between the magnetization M and the applied field
H,. which corresponds usually to the neutron quantization
axis.

a. Intensity maps. Next, we show the specular and off-
specular NSF intensity maps in Fig. 9 for the Co_1, Co_25,
and Co_50 samples corresponding to the channel R__. The
intensity along the diagonal &; = a is the specular reflection
along the scattering vector Q ;. In the experimental geometry.
only é, is resolved whereas the signal along év is integrated
hecause the collimation along the y axis is relaxed. The NSF
intensities are shown at a saturating field along the decreasing
branch of the respective hysteresis loops where the MLs are
in the single domain state. The observed superlattice peaks
from the specimens (see Fig. 9) confirm the periodicity of
the multilayer structure. The off-specular scattering along the
Bragg sheets occurs due to pronounced structural vertical
correlation of each of the MLs.

b. Specular scattering. The neutron reflectivity does not
only carry information on the mean magnetization direction
but also on the layer-by-layer vectorial magnetization. In
corroboration to the drop of the net magnetization at the first
switching field (H, = 0.75 kOe) along the hysteresis loop of
the Co_1 ML. the fits to the neutron reflectivity data. indeed.
show the switching of one out of the twenty FM layers at an
applied field H = 1.0 kOe. Similar to the Co_I ML.,*? we find
layer-by-layer flipping for the Co_25 and C0O_50 MLs as well.
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FIG. 10. (Color online) Specular reflectivity patterns (solid symbols) along with their best fits (open symbols) for the NSF [R,, (red) and
R__ (black)] and SF[R_ (green) and R (blue)] channels measured at a saturation field, for the MLs with different spacer layer thicknesses.
Q; = 1" [sin(e;) + sin(e ¢ )]. where @; and @ ¢ are the incident and exit angles, respectively. The fits shown here are done by considering model
A for !he MLs Co_1 and Co_25 and model C for the ML Co_50. The corresponding nuclear (black) and magnetic (red) SLDs are shown

alongside.

which is indicated by their multiple switching fields along the
respective hysteresis loops.

Figure 10 shows the specular reflectivity data (NSF and
SF) corresponding to the three MLs at a saturation field
(H, = —4.0kOe) on alogarithmic scale. The relative variation
of the multilayer Bragg peak intensities due to different
periodicities of the MLs is quite evident here. Earlier. the layer
magnetizations for Co_25, measured at their first switching
field by Paul et al.,*® revealed that at least four layers from
the stack have flipped and the remaining twelve layers are at
the onset of flipping. Here. we find the layer magnetizations
for the Co_50 ML, also remain collinear at its first switching
field, whereby nine of the sixteen layers have flipped with
the field. The value of the mean magnetization angle ¢4 for
the individual layers in the stack (0% or 180 with respect to the

field) are taken from the fitted values of the specular patterns
(NSF and SF). We do not find any significant increase in the
SF specular signals confirming their nonuniform reversal that
is expected for these MLs, as we measure along the decreasing
branch of the first field cycle. The best fits to the reflectivity
data revealed a good agreement with the nominal thicknesses
and the p, and p, values as listed in Table 1I. The other
parameters such as interface roughness are kept similar for all
samples. The respective nuclear and magnetic SLD values are
plotted alongside.

Note that the bulk value of the Co moment is ~1.73 g/
atom, here j g designates the Bohr magneton.™ The estimated
magnetic moment from the corresponding values of p,, as
obtained from the least square fit to the Co_l ML neutron
reflectivity profile measured at saturation is ~1.66 j1z/atom
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TABLE II. Fit parameters extracted from the PNR results. p, and p,, designate the nuclear and magnetic scattering length densities.
respectively. In sample Co_1, there are no spacer layers between the Co/CoO bilayers. Also given are the respective magnetic moments as
calculated from the magnetic scattering length densities and the exchange energy E. The magnetic moments are calculated following model
A: considering no dead layer, model B: considering 1.0 nm of dead layer, and model C: considering reduced moment for the entire magnetic

layer. The Au layer in Co_l protects the sample against oxidation.

Multilayer Au CoO Co Co-Au (dead layer) error
Co_1 thickness (nm) 52.6 7.1 11.0 - +0.2
(A) D (x1076A77) 45 45 23 - +0.2
P (x1076A2) 0.0 0.0 4.1 - +0.1

Co_l1 thickness (nm) 52.6 7.1 10.0 1.0 +0.2
(B) 0 (x 1078472 45 4.5 23 2.3 +0.2
P (x1076A72) 0.0 0.0 4.1 0.0 +0.1

magnetic moment (¢ g /atom) 1.66 +0.1

E (erg cm™2) 0.62 +0.1

Co_25 thickness (nm) 225 35 11.0 +0.2
(A) Pn (x1076A2) 45 4.5 23 +0.2
P (x1076AD) 0.0 0.0 4.1 +0.1

magnetic moment (/g /atom) 1.66 0.1

E (erg cm™2) 0.92 +0.1

Co_50 thickness (nm) 48.0 5.0 11.0 +0.2
(A) Pn (x1070A2) 4.5 4.5 2.3 +0.2
P (x107°A7%) 0.0 0.0 4.1 +0.1

Co_50 thickness (nm) 48.0 5.0 10.0 1.0 +0.2
(B) o (10704 4.5 4.5 23 23 +0.2
P (x1070A°2) 0.0 0.0 4.1 0.0 +0.1

Co_50 thickness (nm) 48.0 5.0 11.0 +0.2
(©) Py (x1078A2) 45 45 23 +0.2
P (x1076A2) 0.0 0.0 35 — reduced +0.1

magnetic moment (/¢g /atom) 1.45 +0.1

E (erg cm ) 1.35 +0.1

+0.05. Note that this is 17.4% less when compared with
the moment obtained from the magnetometric measurements
using the SQUID/PPMS (see Table I). One may recall
that p, = Mgy 2.853 x 107 A~2ecm’emu™!. The magnetic
moment for the Co 50 ML as obtained from the PNR data
fits, is ~1.45 pg/atom % 0.05 (13% reduction from the Co_|
value). The reduced magnetic moment of the Co layers as
obtained from the magnetometry measurements lead us to
infer that there can be plausible magnetic dead lavers at the
Co-Au interfaces as we increase the Au spacer thickness. Such
formation of dead layers on magnetron sputtered samples are
commonly attributed to the interdiffusion that occurs during
the deposition process.*

c. Models for fitting. In order to verify the formation of
weakly coupled noncollinear domains at the interface, we
compare the PNR profiles for the Co_I and Co_50 specimens.
These systems were chosen for comparison because the
changes of the magnetic moment are maximum for these
two MLs.

First, we compare the NSF simulated data (on a linear scale)
over a certain range of Q. where the changes are explicit,
considering different probable models. The simulations in
Fig. 11 are shown for both the MLs as we consider three models
with (A) no magnetic dead layer (closed symbols), (B) 1.0 nm
of magnetic dead layer (open symbols) at the Co-Au interfaces
(see Table II), and a third model (C) with reduced moment
throughout the entire Co layer thickness for the Co_50 ML
(lines). The Co_I ML obviously does not have Au spacers

after each Co-CoO bilayer rendering model (C) irrelevant for
it. One can clearly distinguish the impact of the models on
the profiles and therefore our inferences from the fits can be
considered unambiguous.

d. Spin asymmeiry. Furthermore. the measured spin-
asymmetry (SA) profile is plotted versus Q: in Fig. 12, The
spin asymmetry is expressed as the ratio of the difference and
sum of R, and R__ reflectivities measured at a saturation
field of —4.5 kOe. This normalized difference is sensitive to
the magnetization profile across the film and is less sensitive
to interface roughness.

We follow the fit qualities in Figs. 11 and 12 for the
Co | ML and Co 50 ML profiles using the model A, B.
and C. Note the different ranges of the @, in Fig. 11 chosen
for the two samples in order to compare the differences of
model fits. One can see from both figures that the fit quality
deteriorates for the case with model B (dead layer) in case
of Co_1 ML. This confirms that there are no dead layers
in this specimen. All Co layers (in each bilayer repetition)
have an uniform magnetization throughout the entire thickness
of the layer. A very similar situation is encountered for the
Co_25 ML as well. However, from the Co_50 ML profile.
one can see that a slight improvement in the fit quality
has been achieved by using model C, ie., by considering
a 13% reduction in the moment for the entire Co layer
(11.0 nm). No significant improvement in the fit quality can
be achieved by using model B (dead layer at the Co-Au
interface).
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FIG. 11. (Color online) NSF simulations [R, (red) and R
(black)] with @. for the (a) Co_1 and (b) Co_50 MLs. The simulations
are shown to compare for the models considering (A) no magnetic
dead layer (closed symbols), (B) 1.0 nm of magnetic dead layer (open
symbols) at the Co-Au interface. and a third model (C) with reduced
magnetic moment throughout the entire Co layers for the Co_50 ML
(lines). Note the different ranges of Q- chosen for the two samples in
order to show the differences in model fits distinctly.
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FIG. 12. (Coloronline) Spin asymmetry (SA) (black square) with
QZ in order to compare the magnetization in the (a) Co_1 and
(b) Co_50 MLs. The simulations are shown for the models consider-
ing (A) no magnetic dead layer (black line). (B) 1.0 nm of magnetic
dead layer (red line) at the Co-Au interface, and a third model (C)
with reduced magnetic moment throughout the entire Co layers for
the Co_50 ML (blue line).
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FIG. 13. (Color online) Simulated SA is plotted with Q} for the
Co_50 ML considering different degrees of reduction in magnetiza-
tion of the Co layer as obtained from the PNR data and also from the
PPMS data.

Figure 13 shows the simulated SA versus é; for various
reductions of the magnetic moment of the Co layer in Co_50
ML. One can see that when the moment (or p,,) is reduced
by 57% (which is estimated from the PPMS measurements)
a strong deviation is encountered as compared to the best
fit which is simulated considering only a 13% reduction in
the magnetic moment. Note that these values are compared
for the apparent saturation field measurements, thus one can
rule out the possibility of canting in the film plane (however
out-of-plane canting may be possible).

e. Discrepancies in magnetic moment. In the present case.
from the changes in Mgy as obtained from PPMS (see
Table I) and as obtained from PNR (see Table II), the
exchange coupling E can be calculated. It turns out that
E ~ 0.75 £0.05 erg cm 2 is almost independent of the spacer
layer thickness of the MLs as obtained from the PPMS
measurements. The E values, as obtained from the PNR
measurements however, show a two times increase for the
Co_50 (~1.35 4 0.1 erg cm~2) ML as compared to the Co_1
ML. This of course follows from the respective difference in
reduced magnetizations (particularly for the Co_50 ML) as
obtained from the two techniques used.

Discrepancies in the estimates of the magnetic moment
are commonly reported for SQUID based magnetometers and
PNR measurements.”” This becomes more visible, probably
for oxidized layers, due to plausible inhomogeneities. Mea-
surements at TREFF were done with a 2.0 mm beam diverging
by ~0.1¢ at a distance of 1500 mm from the 15-mm sample
along Q.. The neutron coherence lengths /; (along Qx) and
ly (along Q4)* thereby turn out to be few micrometers and
few angstrom. respectively, which can be estimated using the
uncertainties in é,‘r and é_v as

| 1

Iy ~ s " 4)
! AQy %\/(Q’;AQ’,')E +(arAay )
1 1
b 8 (5)
'R0, " Eas

Here, I; being < than the illuminated sample area (~2.0—
0.65 mm), the intensities on the detector are an incoherent
sum of the coherently scattered intensities from the coherent
ellipse. This can make a significant difference for samples
with laterally and vertically inhomogeneous magnetic entities
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FIG. 14. (Color online) SF intensity maps (R._) along with their simulations within DWBA from Co/CoO/Au MLs measured on
HADAS/TREFF at the first switching fields along the decreasing branch of the hysteresis loops for Co_l and Co_25 and Co_50 ML samples
after field cooling at 4.0 kOe and measured at 10 K. The color bar encodes the scattered intensity on a logarithmic scale.

varying from one coherence volume to the other. The PPMS
measurements, on the other hand, are from a signal averaged
over 5 fpy-mm? sample volume.

3. SF scattering

a. Intensity maps. Figure 14 shows intensity maps for
the Co_l. Co_25. and Co_50 samples corresponding to the
channel R,_. The SF intensities are shown at a field that is
close to the first switching fields along the decreasing branch
of the respective hysteresis loops. These intensities eventually
disappear at saturation, demonstrating their magnetic origin.
A small contribution from the NSF intensities appears in the
SF channels due to a reduction of the efficiency of #5% of
the polarizer and the analyzer components. Note that no Bragg
sheets are visible in the SF channels unlike that in the NSF
channels.

Here, we consider three possible scenarios for the Co_1
ML for fields close to the coercive field: (i) Paul er al.*® have
shown earlier that the reflectivity profile near coercivity is
best simulated considering an almost equal number of layers
oriented along the applied field direction and opposite to it.
(ii) The magnetization is close to zero due to the formation of a
multidomain state with random orientation of the domains, and
(iii) the magnetization is oriented along an axis perpendicular
to the polarization axis. corresponding to a coherent rotation
of magnetization. In all these three cases, the projection of the
longitudinal magnetization onto the neutron polarization axis
(y axis) is proportional to {cos ¢4} (=0), while the projection

of the transverse component with respect to the polarization
axis onto the x axis is proportional to {sin? ¢,). However, in
the case of a random distribution of domain magnetization
directions, the dispersion is {cos? ¢ )—(cos¢a)? # 0. For a
coherent rotation this dispersion is essentially zero. Thus one
can distinguish between a situation of random distribution
of domains and that between a coherent rotation. In case of
domains that are smaller than the neutron coherence length
along the x axis, off-specular scattering is expected as well.
The situation becomes more involved when an equal number of
layer magnetizations is oriented along and opposite—but are
strictly collinear—to the polarization axis. It is then difficult
(or even impossible) to infer the domain size as there is no
SF oft-specular scattering in absence of fluctuations around
the mean magnetization M direction even if the domains are
smaller than the neutron coherence length.

The absence of well defined Bragg sheets in Fig. 14, in the
off-specular scattering from Co_25 and Co_50 MLs indicates
a lack of vertical correlations. In contrast to the Co_1 ML,
both Co_25 and Co_50 MLs show a significant increase in the
off-specular intensities. They occur due to fluctuations of the
magnetization of the domains around the mean magnetization
angle indicating an instability that is induced in the system at
the onset of flipping of the magnetization of the layers. Flipping
is likely when the size of the domains becomes comparable to
the width of the domain walls.

b. DWBA simulations. The specular and the off-specular
intensity is simulated within the distorted wave Bormn
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approximation (DWBA).* The simulations are conducted by
taking into account spin-dependent reflection and refraction.
Finally. the cross section is convoluted with the instrumental
resolution function (see Fig. 14). Inhomogeneities of the
ML like magnetic roughness at the interfaces are taken into
account to first order starting from an ideal multilayer with
flat interfaces. We assume for all measurements that the mean
magnetization is collinear with the neutron polarization axis,
which is along the y axis. Note that the coherence arca is
substantially extended along the x axis (see Fig. 8). This area
is restricted via the uncertainty in the momentum transters
(AQyy ~ f—”) along the x and y directions. The uncertainties
are a consequence of the angular divergences due to the beam
collimation opted in the measurements.

The off-specular scattering gradually disappears when the
field becomes larger than the first switching field (see Fig. 14).
Within our model, we allow M to Huctuate from domain
to domain around the mean angle by A¢, = 307 averaged
over the coherence volume for Co 25 and Co 50. These
fluctuations can be longitudinal (cos(d¢4)) (AM || M) as
well as transverse (sin®(A¢,)) (AM L M). The structural
parameters are obtained from the fits to the specular patterns.

Transmission and reflection amplitudes show singularities
at the points of total reflection, i.e., at the critical edges.
Figure 14 clearly shows these singularities. i.e., the Yoneda
wings, which in turn are accompanied by an enhancement
of the diffuse scattering. Such enhancements can be seen in
the SF maps in cases when the domains are smaller than the
neutron coherence length along the x axis, i.e.. as and when
the coherence ellipse covers several domains. One usually
encounters an asymmetry of the secattered neutrons in the
SF channels due to the inverse population of the incoming
and the outgoing neutrons selected by the polarizer (different
critical edges for up and down neutrons) and flipped by the spin
flippers.*® One can also see, particularly for the Co_50 data
and its simulation, that the Yoneda wings are associated with
streaks running parallel to the o; and ¢ axes. These sireaks
are commonly observed when the SLD values of one of the
constituents of the ML form a shallow potential well (Co) with
respect to a wider and higher SLD value (Au). The effect is
related to the difference in the phases of the transmitted and
reflected waves.

It is well known that a decreasing demain size leads to a
concomitant increase in the number of grain boundaries (as
domains can be associated with the grain size) and thereby
an increase in the number of uncompensated spins in the
AF as in the case of Co_l type (nonseparated) MLs.'>*
However. for the Co_1 ML, the magnetic correlation length
cannot be properly estimated. This is because, at the reversal
point. 50% of the layers are directed along the applied field
and the remaining 50% are directed opposite to the applied
field direction. Thus the net magnetization is close to zero.
Furthermore. there are no indications of small scale variations
around the mean magnetization angle close to the critical angle
of total reflection (even at its reversal point) and also that these
domains are either vertically uncorrelated (no Bragg sheets are
observed in the SF channels) and/or larger than the neutron
coherence length projected along Q,. Whereas, in the cases
Co_25 and Co_50 ML specimens, the typical FM vertically
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uncorrelated domain sizes are of ~1-2 pm (estimated from
the observed enhanced SF scattering intensities around the
total reflection edges in each of the specimens), which are
consistent with previous measurements on similar samples.*
Note that we could not observe any appreciable change in the
domain size with the spacer layer thickness, at least not for the
separated MLs.

Generally, as the grain sizes become small enough that
they are comparable to the domain wall width, where domain
walls can form within one grain, the magnetization direction
corresponds to the anisotropy direction varying from grain to
grain. For grain sizes below the critical size, one can opt for
the random-anisotropy model, which takes into account the
magnetic alignment between the grains that competes with
the anisotropies of the individual grains. The spontancous
spatial magnetic correlations, extended over many individual
erains, thus depend strongly on grain size.***" Interestingly,
nonevolving domain sizes in our separated MLs are in
corroboration with the underlying grains (which are only of
few nm in size) as they are also of very similar dimensions
irrespective of the separation between the magnetic layers.
This actually. in a way, confirms that the grain structure
variation that was evident for the continuous multilayer was
restricted in case of the separated multilayers. This information
is significant enough as a variation in the domain sizes would
have had an effect on the exchange bias as well.

D. X-ray absorption spectroscopy
1. K-edge spectroscopy

Figure 15(a) shows a comparison of the measured Co K-
edge XANES spectra from the MLs (solid symbols) and the
reference spectra from each of the possible constituents that
can produce the absorption edge for example. CoO, Co30y,
and Co metal. By considering CoO, Co3;0;. and Co metal as
the parent components, the XANES spectra of the three Co
MLs are fitted (lines) with a superposition of XANES profiles
of the parent components using the linear combination analysis
(LCA) method. The fitting was performed using the package
ATHENA*? with the LCA tool. The fits are shown in Fig. 15(a)
together with the measured XANES spectra. In this way, we
estimate the weighted proportions of Co, O, and Co layers.

Further, we calculate the Co metal, Co3 Oy and CoO spectra
(open symbols) using the FEFF 8.2 code. which is based on ab
initio multiple scattering calculations.*® The calculated spectra
are shown along with the measured spectra for the MLs.

For Co metal (hexagonal), a =2.5074 A and c=
4.0699 A are used as the lattice parameters. Whereas a =
4.2667 A is used for the lattice constant of CoO (rocksalt)
structures. For Co(CoQ) metal, a cluster of 40(57) atoms
[radius of 4.5(5.0) A] is used to calculate the self-consistent
field muffin-tin atomic potentials within the Hedin-Lundqvist
exchange potential and a 80-atom cluster with a radius of 6.0 A
is used for full multiple scattering calculations. They include
all possible paths within a larger cluster radius of 7.0 A (147
atoms).

Next, we vary the proportions of each of the constituents
in the caleulated (ab initio) spectra according to the R ratio
obtained from the proportional fits and compare them (open
symbols) with measured XANES spectra. One can easily see
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FIG. 15. (Color online) (a) Comparison of the measured Co K-
edge normalized XANES spectra of the Co/CoQ MLs (solid symbols)
and their fits (lines) using the LCA method using the package ATHENA.
Alsoincluded are the reference spectra for CoO. Co30,, and Co metal.
The ab initio calculated XANES spectra for the reference materials
using the FEFF 8.2 code are also included. A weighted proportion of
the species, with various proportions of Co metal, Co;0,. and CoO
as obtained from the fits and are used to calculate the ML spectra, are
also plotted (open circles). (b) The ratios R from the K-edge spectra
are plotted for the total thickness of the MLs using two possible
scenarios discussed in the text.

that the calculated XANES spectra are in very good agreement
with the corresponding features in the measured spectra of the
MLs in both energy positions and shapes. This confirms the
presence of multiple constituents in the MLs from ab initio
calculations.

The ratio of the signal. R is determined by evaluating the
ratio between the Co-signal and the CoO- or the CoO 4 Co;0y
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signal as obtained from the fits. Here, we have considered two
possible scenarios for the AF layer in comparing the ratios
(i) with CoO 4 Co30y4 content and (ii) only with CoO content.
We have plotted these ratios in Fig. 15(b) as a function of
the total ML thickness. In case of Co_1, the layer thicknesses
being little different from the other MLs, the ratio cannot
be strictly compared for the same thickness ratio. A better
agreement with the data is obtained while considering scenario
(i). The goodness-of-fit parameter (R factor) decreases by
5-30%. This indicates that the Co MLs are composed of
phase-separated regions that differ in the proportion of their
respective constituents (Co metal, Co;0y, and CoQ).

From the ratio R in Fig. 15(b). it is interesting to note that
the XANES spectra show an increasing proportion of oxide
(AF) material, which is largely compensated by a decreasing
proportion of Co in the Co_25, Co_30, and Co_50 MLs. A
plausible change in the deposition pressure and temperature,
with increasing deposition time (while growing thicker Au
layers). might have caused an &4% increase in the Coz0y4
content. Co30, has an ordering temperature (T = 40 K)
lower than CoO, which can vary depending upon the FM layer
in its proximity.** Coupling of the uncompensated AF spins
within the Co30y4 proportion may be quite different from that
within the CoQ proportion. as they have different crystalline
structures which can even lead to different anisotropy axes.
Therefore the presence of multiple constituents with different
magnetic ordering temperatures in a way corroborates with the
magnetization loops and the multiple switching fields that has
been discussed in the magnetization section.

Apart from the effect of the Co;0, content, in general, an
increase in the exchange bias field as has been observed here,
may be associated with (a) an increase in the AF proportion
(the AF thickness of our MLs is below a typical critical AF
thickness of ~10 nm).* (b) a decrease in the FM proportion
(increasing the surface to volume effect). and (c) plausible
formation of smaller AF domains*® (domains are preferably
stabilized at the grain boundaries) with an increase in the total
film thickness.'> A ~30% change in the AF-FM thickness
ratio corroborates well with the 35% change in the exchange
bias field for the corresponding MLs. The XAS data definitely
provide important clues to the fact that there are indeed
changes in the magnetic layer thickness or proportions that
have occurred due to the spacer layer. This information is also
significant enough to proceed further with the investigation.

2. L-edge spectroscopy

L-edge spectra from the Co/CoO multilayers as measured
at RT in the remanent state are shown in Fig. 16(a). As
commeon for transition metals and transmission metal oxides,
the spectra are dominated by two peaks separated by a few
milli-electron-volts. The two main peaks L 3 arise from the
spin-orbit interaction of the 2p core shell. The total intensity
of the peaks is proportional to the number of empty 3d valence
states above the Fermi level. While spectra from a metal show
typically two broad peaks reflecting the width of the empty
d bands. oxides exhibit a multiplet structure arising from the
spin and orbital momentum of the 3d valence holes in the
electronic ground state and from the coupled states formed
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FIG. 16. (Color online) (a) Plot of the L-edge XAS for the
multilayers. (b) Ratios of the area under the absorption peaks L,
and L,. The lines are guide to the eye.

after x-ray absorption between the 3d valence holes and the
2p core holes.”’

In our MLs we observe two broad peaks with broadened
bases, a typical signature of the localized character of the
3d states. We do not observe any fine structure (negating
hybridization of the d orbitals with the s orbital of the Au
spacer). We neither observe a shift in the absorption energies
nor a change in separation of the peaks thatamounts to [5.3 eV
for the MLs investigated. Therefore the amount of core-hole
screening by delocalized valence electrons is negligible.*®

The branching ratios B = I(L;)/[1(Ly)+ I(L3)] (see
Ref. 49) are calculated from the area under the L, and Lz
peaks as shown in Fig. 16(h) using the IFEFFIT package.*” The
advantage of using B is the minimization of the effects of
line broadening by the finite lifetime of the transitions and
experimental broadening contributions.

The changes in B being a measure for the amplitude of the
angular part of the spin-orbit operator showing a 12% decrease
with increasing spacer layer thickness which further partially
corroborates with the increasing Co valency or changes of
the local magnetic moment. Theoretical and experimental
studies have shown that the ratio of a 3d transition metal
atom generally increases with its magnetic moment. However,
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a clear relation, or a sum rule. relating these two quantities has
not been established, and the absolute value of the magnetic
moment cannot be obtained directly from this ratio. Recently,
XMCD spectra from Co-Au multilayers have demonstrated
that changes in the neighborhood of the Co atoms can suppress
its magnetism due to impurities and interdiffusion*! The
increased thickness of the Au layers might have lead to an
enhanced concentration of Au impurities around the Co atoms.
The reduced magnetization of Co with the increasing thickness
of the spacer layer is in agreement with the PPMS [sce
Figs. 3(a) and 3(b)] and PNR measurements [see Figs. 12(a).
12(b), and 13].

E. Interface magnetism

Furthermore. we discuss the various possibilities that can
be responsible for the observed magnetic behavior with spacer
thickness such as (a) exchange coupling across the spacer,
(b) interfacial dilution, and (c) perpendicular anisotropy.

a. Exchange coupling. In the present scenario, the unusual
thickness dependence of the spacer layer on exchange bias
therefore raises the question of whether there is RKKY type
coupling or magnetostatic coupling or any other mechanism
that might determine the enhanced exchange coupling. besides
the variations in relative proportion of AF-FM. In magnetic
multilayers, magnetic moments can be looked upon as im-
mersed in a sea of the conduction electrons of the spacer
layer which gives rise to damped long-range oscillation of
the interlayer exchange coupling as a function of the spacer
thickness. >3 The magnetostatic interaction between two FM
films, separated by a nonmagnetic spacer. is caused by the stray
fields (magnetostatic coupling) with antiparallel magnetiza-
tions. However, following Néel's theory (in presence of a cor-
related roughness), an interlayer coupling can be induced that
is ferromagnetic in nature and decreases exponentially.®* In the
possible coupling mechanisms discussed above, the coupling
strength definitively dampens down at around 2.0-5.0 nm of
spacer thickness, again ruling out such a possibility in our case.

Possible long-range interaction across a spacer layer is
common in magnetic multilayers. For example. Gierlings
et al.' investigated the effect of a Au spacer across a similar
Co-CoO system where they could find induced magnetic
moments in Au by local s-d hybridization with the d band
of the nearest Co atoms. A canted magnetic structure in the
film plane, thus realized at the interface across a Au spacer
of £1.0 nm, reduces the exchange coupling. Very recently.
Meng erf al.'” and Valev et al.>> have reported an interlayer
coupling between CoO and Fe separated by at least 4.0 nm
(10 monolayers) of Ag and 3.5 nm of Cu spacer layer,
respectively. The pinning centers deep inside the AF layer,
contributing to the exchange bias field are also indicative
of the long range aspect of it.® Note that in our case. the
thickness of the Au spacers are at least an order of magnitude
larger. Moreover, PNR shows that there is no in-plane canted
spin structure. This may rule out spin-canting due to possible
pin-hole formation between the two consecutive Co-CoO
layers on either side of the Au layer.

b. Interfacial dilution. In this regard, it is natural to think
of interfacial dilution for a magnetic/nonmagnetic interface.
In an earlier case, a decrease of the thermal stability of the
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AF was conjectured.'* It was shown that the bias field can be
slightly increased (only by around 100 Oe) by Cu dilution in
IrMn based exchange biased system. Moreover, such a dilution
effect affects the blocking temperature of the system as well. In
the present case, we can rule out any dilution effect as we do not
observe any significant change in the blocking temperatures
for our multilayers. We may also rule out diffusion of Au
impurities into the Co and CoO layers as Co and Au are
immiscible (positive heat of mixing) at or below RT and we
sec no magnetic dead layers by PNR.

¢. Perpendicular magnetic anisotropy. In ultrathin films,
perpendicular magnetic anisotropy (PMA) effects may com-
monly result from interface and/or magnetoelastic effects apart
from more intrinsic magnetocrystalline anisotropy. Magnetoe-
lasticity is dominant with decreasing film thickness which can
make PMA restricted to low thicknesses (typically 1 nm).
Stohr has shown that the orbital moment on a Co atom
becomes anisotropic (below 10 monolayers or ~2.5 nm)
through quenching effects by the anisotropic ligand fields
of the neighboring Au atoms (which can be as thick as
28.0 nm).*’ Recently, Paul ef al. have also observed strong
PMA in [Co(2.0 nm)/Au(2.0 nm)]s, multilayers. Note that the
Co layer thicknesses were restricted to 8 monolayers instead
of usual range of 1-2 monolayers.”’

The thickness of the Co layers in the present case are
11.0 nm (~44 ML) thus one should not expect any PMA
in this range. However, for the Co_50 ML, as compared
to the Co_25 ML, we find ~13% decrease in the magnetic
moment (when measured along the sample plane, either by
PPMS. PNR. or L-edge spectroscopy). The reduced magnetic
moment indicates that there can be a relative increase in PMA.
Schematics of possible scenarios for the magnetic structures of
the layers are shown in Fig. 17. As an example, we have shown
the cases for two the MLs namely, Co_25 and Co_350 at the
FM- interfaces. From the K-edge spectroscopy. we observe
the following. (i) For FM(Co)-Au interfaces: #230% decrease
in the proportion of Co thickness (increase in the Au layer
thickness can affect the interface with the Co layer). This will
reduce the effective magnetic Co thickness from [1.0 nm to
around 8.0 nm. Such a decrease can be due to canting of
the Co moments at the interfaces. This would then obviously
increase the probability of PMA. (11) For AF(CoO + Co304)-

FIG. 17. (Color online) The schematics of the layer structures at
the Co-Au and Au-CoO interfaces of the two MLs Co_25 and Co_50.
The arrows represent the out-of-plane FM spins (red) and the in-plane
FM spins (green).
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Au interfaces: 224% increase of the Co3Oy4 proportion within
the AF layers. This can. on the other hand. increase the number
of uncompensated spins within the AF. On the other hand. they
can have increased un-oxidized proportions of Co (Co,0,).
Since the absolute thickness of such an unoxidized layer is very
small (below 10 monolayers), with increased possibility of Au
at its neighborhood. the unoxidized Co magnetic moments
can turn out of plane. Thus one can argue that the observed
increase in the bias field can be attributed to the canting of
the Co moments at the Co-Au interface (effective reduction
in the FM layer thickness) and/or increased proportion of
uncompensated moments within the CoO layers.

Presumably, the uncompensated AF moments within the
CoO are located at approximately 1-2 nm from the interface
and a canting of those spins would have reduced the bias field as
aresult of net reduction in the number of uncompensated spins.
Similarly, with an induced magnetism in Au at the Co-Au
(FM-Au) interface, there would have been a decrease in the
bias field (effective increase of the FM layer). On the other
hand. an induced magnetism within the AF, adjacent to a FM
(AF-FM interface), can only reduce the bias field rather than
increasing it.*® However, the effect of an induced magnetism
at the CoO-Au (AF-Au interface) interface would have been
interesting to investigate. Thus we can rule out any induced
moment either at the FM-Au or AF-FM interfaces or canting
of the AF moments.

Paul et al. have recently reported that with the application
of a perpendicular cooling field (perpendicular to the film
plane) one can induce an exchange bias in Co/CoO/Au MLs
which is directed out of plane.?® This unconventional exchange
biasing was possible mainly due to the difference in uniaxial
anisotropy energies of the Co (~5 x 10° erg em=)* and the
Co0 (~25 x 107 erg em™)® layer apart from the possible
intrinsic tendency of PMA at the Co-Au interfaces. In the
present context, we performed similar measurements on our
MLs. An increasing tendency of induced bias in the out-of-
plane direction would essentially confirm the increasing out-
of-plane canted proportion of the Co moments, with increasing
spacer thickness. In other words, the larger the number of out-
of-plane uncompensated moments is the larger the reduction
of the moments in the film-plane will be.

Figure 18 shows the longitudinal magnetization measured
at 10 K for an out-of-plane cooling field (Hpe = +4.0 kOe)
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—=—Co 1 H..= +4.0kOe
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FIG. 18. (Color online) Magnetization loops for the substrate,
Co_l. Co_25, and Co_50 MLs for out-of-plane cooling field.
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for the Co_1, Co_25, and C_50 MLs. The signal can be
compared with the background signal from a Si substrate
measured with the same conditions in the PPMS, showing
a typical linear paramagnetic slope. One may note that a
hysteresis (opening up of the loop) is seen only for the Co_25
and Co_50 MLs and not for the Co_1 ML. This is expected
since the Co_l ML does not contain any Au spacer layer.
This obviously indicates the increased tendency of PMA with
increased spacer layer thickness. Out-of-plane canting of the
Co moments have resulted in the net reduction in the moments
in the film-plane. Additionally, we find a distinet but small
vertical shift of the hysteresis loops for all of our MLs (and not
for the substrate). Vertical shifts are related to uncompensated
moments at the FM-AF interfaces or noncollinear magnetic
structure at interfaces.%! Depending upon their origin (which,
however. remains unclear) that can be in the AF and/or
in the FM, they can be, in principle, correlated or uncor-
related to the H,, values. Thus nonmagnetic spacers are
shown to affect the interface magnetism without changing the
microstructure.

Canting of the Co moments or induced magnetism of the
Au layer can be looked upon as due to s-d hybridization.
However. whether the hybridization is at the Co-Au interface
or at the CoO-Au interface is beyond the scope of the available
techniques. We suggest that a deeper insight into the impact
of the AF/Au or FM/Au interface magnetism including the
effects of roughness and interdiffusion on the exchange bias
phenomena has to be undertaken for a better understanding.

IV. CONCLUSION

We observe a systematic increase in the exchange bias fields
and the coercive fields with increasing thicknesses of the Au
layer that are immersed between the Co/CoO bilayers which
may be an important route to improve future devices using the
exchange bias. The structural evolution of the ferromagnetic
grains as seen by XTEM measurements is interrupted by
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growing Au layers of appropriate thickness. The grains in
the Au layers are of the order of the Au layer thickness. The
Au layer decouples the structural and magnetic properties of
the magnetic bilayers thus inhibiting the evolution of domains
across the heterostructure. Evidence of this is provided by
off-specular polarized neutron scattering. Interestingly. the
magnetic moment per atom in the FM layers is seen to decrease
with increasing thickness of the Au spacer layer. This is
confirmed by PPMS and PNR measurements. Subloop shifts
of the hysteresis around the blocking temperature indicates a
different initial AF-FM domain configuration for samples with
Au spacers (as compared to that without spacers).

The increase in the bias field. to some extent, accounts for
the relative proportions of the FM and AF species as inferred
from the XANES and the XAS measurements. However, a
larger extent of the increment is owed to reduced magnetic
moment of the Co layer as inferred from the magnetometry
and PNR measurements. Such a reduction is plausibly owed
to the out-of-plane orientation tendencies of the Co moments
at the Co-Au interfaces. By performing perpendicular field
cooling, we could demonstrate an increasing tendency of the
Co moments to orient out-of-plane which effectively explains
the in-plane decrease of the magnetic moment with increased
Au spacer thickness. Perpendicular field cooling is thus seen
as a novel way to characterize the uncompensated spins at the
interface of such exchange coupled systems. Further detail on
the interfaces, for example, hybridization at the AF/NM and
FM/NM interfaces and changes in the AF-FM domain config-
urations (due to the NM) can be topics for future investigations.
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Recovery and nonrecovery of the untrained state in an exchange-coupled system
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We report depth sensitive investigations of the magnetic interaction between exchange-coupled stacked CoO
and ferromagnetic Co bilayers (separated by thick Au layers) as we explore the degree of recovery of the untrained
state after the first two field cycles. Such a recovery is expected by field cycling a reorientation field ( Hgg) along a
direction (Qpg) away from the initial field cooling direction. Measurements as a function of Qgg and the strength
of Hpg (along each direction) map the influence of Qgg on the reversal mechanism in the layers and thereby the
degree of recovery. Our results are consistent with the earlier observations in similar systems that was realized
with Qgg = 90°. We ascribe these partial and/or significant recoveries to the unchanged sense of rotation after
initial field cooling of the ferromagnetic magnetization upon each field cycling. Furthermore, in our system, we
find that this recovery can be regulated by choosing various other Hgg and Qg values without changing the
rotational sense. The best recipe for recovery is identified for Qgp = 45°, that can be achieved partially with
Hye = 3.0 kOe and remain significant even with Hgg = 10.0 kOe. In this study we not only understand the
fundamental mechanism in the recovery of training. but also instigate its technological prospects by lifting the
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directional restrictions of the reorientation field.

DOIL: 10.1103/PhysRevB .91.224428

I. INTRODUCTION

Interfacial exchange coupling between a ferromagnet (FM)
and an antiferromagnet (AF) can “lock™ the magnetization
into the FM in a well-defined direction. This effect, which in
a phenomenological picture takes the form of a unidirectional
magnetic anisotropy. is known as exchange bias [ 1]. A cooling
field Hpe (cooling below the ordering temperature of AF)
essentially determines the state of the FM which in-turn
determines the strength of the bias field Hgg [2-4].

We focus on a polycrystalline Co (ferromagnet)/CoO
(antiferromagnet) exchange bias system. It is ideal for the
investigation due to its large biasing field [5], very distinct
asymmetry of magnetization reversal 2], large enough training
effects [6], and most interestingly the AF moment configura-
tion can be frozen-in in a variety of ways during the process
of field cooling [7] without affecting the overall structure as
the AF ordering temperature is far below room temperature
(leading to negligible interdiffusion at the interfaces). The
difference between subsequent (partial) magnetization reversal
loops is called the “training effect.” The training effect can be
linked to a deviation of the average interfacial magnetization
vector of the AF CoO grains with respect to the initial field
cooling direction. Even though the microscopic origin of the
training effect is still under debate, it is generally agreed to
be due to some initial nonequilibrium arrangement leading to
such a metastable state of the AF spins [5,8—11]. Therefore, itis
perceived that the metastable state can somehow be rearranged
to reinduce the original state.
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1098-0121/2015/91(22)/224428(13)

224428-1

PACS number(s): 61.05.fj, 75.70.Cn, 75.60.Jk

Brems et al. [11] attempted to restore the untrained state,
L.e.. the untrained state with its pronounced asymmetry was
largely reinduced by a moderate magnetic field, applied
perpendicular (L") to the initial cooling field in a Co/CoO
bilayer system. In fact a very similar phenomenon was reported
earlier by the same group on stripes of CoO/Co as well [12].
The only difference being the strength of the cooling field
that may determine the degree of asymmetry in reversal in the
latter version. Very recently, Brems ef al. [13] have reported of
tracking the average rotation sense of the magnetization vector
of a 20 nm Co layer upon magnetization reversal in a similar
CoO/Cobilayer system. Their inference on the rotational sense
relied upon the anisotropic magnetoresistence (AMR) signal
measured along 45° with respect to the cooling field and also
the L" field directions.

It may be noted that the AMR measurements rely on the
current distribution within the sample and are difficult to infer
on any reinduction of the untrained state within a multilayered
system. particularly when domains are involved. AMR values
are weak when a sample consists of different domains of equal
proportions that can rotate clockwise or counterclockwise.
Moreover, the direction of the reorienting magnetic fields (with
different magnitudes) in the works of Brems et al. were always
restricted along or opposite to the direction L to the initial
cooling field.

Using depth sensitive polarized neutron reflectivity (PNR),
Paul eral. [ 14.15] reported earlier that such a partial restoration
of the untrained state was indeed possible even within a
Co/CoO/Au multilayer. Since the bilayers of the multilayer
was separated by a thick nonmagnetic Au layer at each AF-FM
interface. it was expected to behave as a repeated stack of
independent Co/CoO bilayers. Interestingly. the PNR data
showed that the 1" field cycling has inflicted an additional

©2015 American Physical Society
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modification at the Co/CoO interface magnetization. One may
note that PNR is sensitive to each and every interface along
the depth of the whole multilayer stack and to the direction of
the parallel magnetic moment (though not to the directional
sense of the perpendicular magnetic moment). However, such
a conclusion on interface magnetism in the work of Paul e al.
suffered from two shortcomings. First, the PNR data were
limited to a relatively low value of the accessible scattering

vector (0.05 Ail) and second, the particular specimen was
subjected to a single field value along the L" direction.

In this paper we report on the investigation of reinduction
of the untrained state in a Co/CoO/Au multilayer using
different values of the reorientation field (Hgg) and along
three different orientations (Q2gg) with respect to the cooling
field direction. Simulations have indicated earlier that the
reinduction of the untrained state depends on the amplitude
and direction of the reorientation field. We have done a detailed
investigation of the phenomena by measuring the parallel
component of magnetization using a superconducting quantum
interference device (SQUID). Furthermore. using PNR we
have investigated the parallel as well as the perpendicular
components of magnetization for each representative case

identified in the SQUID data.

II. SAMPLES AND MEASUREMENTS

We have investigated multilayers of the composition
Si0,/[Co(13.0 nm)/CoO(5.0 nm)/Au(20.0 nm)],¢ prepared by
dc magnetron sputtering [10]. During deposition. the Ar pres-
sure in the magnetron sputtering chamber was 3 x 10~ mbar.
The process was started at a base pressure of 1 x 10~ 7 mbar.
We employ an ultraviolet light assisted oxidation at an O,
pressure of 200 mbars at 50°C for | h [4].

Microstructural characterization has been done using cross-
sectional transmission electron microscopy (XTEM). The
samples were prepared by standard mechanical (diamond)
polishing followed by Art ion milling at 4 kV for about | h.
A conventional bright-field imaging mode was used.

Conventional in-plane magnetization loops are measured
using a SQUID, MPMS from Quantum Design. All SQUID
measurements were done after the sample was cooled down
to 10 K from room temperature (RT) i the presence of a
well defined cooling field of Hge = +10.0 kOe (along the
—y axis) provided by a cryomagnet and then it was subjected
to two consecutive field cycling (first and second). After the
second hysteresis loop we have completed a third hysteresis
loop (which starts and ends in the Qgg directions) before
measuring the hysteresis loop along the fourth (and fifth)
field cycle (which is along the same direction as the first and
second field cycles). Thus, expect for the third field cycle. all
measurements were along the y axis.

The sample was raised to room temperature and cooled
again each time we opt for a different amplitude of the
reorientation field Hgg and also along a different orientation
Qgg in measuring along the third field cycle. The purpose of
the third field cycle is merely to reorient the spin configuration
after the first field cooling. The orientation angles were made
possible by using a precision sample rotator attached to the
SQUID.
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The neutron scattering experiments were performed at
the polarized neutron reflectometer with polarization analysis
AMOR in a time of flight (TOF) mode at SINQ. Paul Scherrer
Institute in Switzerland. The neutron measurements were done
following the very same procedure as described for measuring
the SQUID data which enabled us to measure along the
decreasing branch (applied field opposite to the cooling field).
The different orientation angles of the sample with respect to
the initial cooling field direction were made possible by using
aunique precision sample rotator within the cryomagnet at the
sample position of AMOR.

Depth sensitive neutron scattering under grazing incidence
with polarization analysis (PNR) [16-18] were used for our
investigation on a microscopic scale. A detailed description
of the PNR technique and measurements can be found in
Refs. [16.19]. The reflectivity was recorded as a function of
scattering vector.

0=k —ky, ()

2w . . 2
G, =01= Tlsm(aj) + sinfog)| = T[m +og], (2)

2w
2, =0)= T[C()sv:uff) — cos(gy)]. (3)

Here the incident wave vector defined by E, makes an
angle o in the x-z plane with respect to the x axis while
the scattered wave vector k} makes angle o In specular
scattering geometry, the normal wave vector transfers @ are
probed while off-specular scattering contributions along the
in-plane momentum transfer vector Q arise, when the in-
plane translational symmetry is broken by interface waviness
(roughness) or by magnetic domains on a length scale shorter
than the neutron coherence length (/) along Q).

The nonspin flip (NSF) scattering amplitude provides
information about p, = pmcos¢a. and the spin flip (SF)
channels measure p2 sin® ¢4, if the domain size is larger than
the projection of the neutron coherence length along the sample
plane (/)). Here, p, is the nuclear and py is the magnetic
scattering length density (SLD). We designate ¢4 as the angle
between the direction of FM magnetization (Mgy) and the
neutron spin quantization axis. The neutron polarization vector
is guided by the field applied to the sample (H,) along the
¥ axis.

With spin analysis of the reflected neutron beam. it is pos-
sible to measure independently the NSF and SF reflectivities.
PNR is sensitive to the directions of the parallel (Mgag))
and perpendicular (Myay) components of the magnetic
moment. In the experiment three different cross sections were
distinguished, namely NSF channels : (R, and R__) and SF
channel : (R_,). Here 4+ and — signs are used to distinguish
the intensity contributions R representing the polarization
component || and anti-|| to the guiding field, respectively.
R./—_ contains the sum/difference between pp and pm.
whereas the SF signal contains only the magnetic information
via pm.

The NSF reflectivities involve squares of the combinations
of (1 —cos¢y) and (1 + cos@a) terms while SF reflectivities
involve (sin? ¢a) term. Thus, within the one dimensional

224428-2
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Hge; Qgp=45"

FIG. 1. (Color online) Ilustration of the neutron scattering ge-
omeltry. H, along the +yv axis is shown to be antiparallel to Hyc. My
is the FM magnetization making an angle @ 4 with respect to the field
axis. The reorientation field Hyg along the —x axis (for Qpp = 907) is
also shown along with two other orientations (2gg = 45° and 1357)
in the sample plane.

analysis of the polarization vector (for noncollinear structures)
itis not possible to discriminate the tilt angle ¢ha from (¢ps + 1)
[16].

Figure 1 shows a sketch of the neutron scattering geometry.
Here the applied field H, along the y axis is shown to be
antiparallel to the cooling field Hrc. Mpn is making an angle
@, with respect to the field axis. The reorientation fields
Hpg are shown along different orientations Qg 1n the sample
plane.

III. RESULTS AND DISCUSSIONS
A. Microstructural measurements

Figure 2 shows the XTEM micrographs of the sample. A
multilayer structure with three different interfaces can be seen.
The sample has a repeated sequence of around 21 nm of Au,
Il nm of Co and 3.5 nm of CoO layers in the stack. These
thicknesses are close to their nominal values.
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B. Magnetization measurements

Figures 3. 4, and 5 show the SQUID hysteresis loops
measured at 10 K for an in-plane cooling field. The parallel
component of magnetizations (M) were measured for
different strengths of the Hpg values and for three different
orientation angles Qpg.

Clearly seen is the usual asymmetry in the magnetization
reversal during the first field cycle (black curve) and the
disappearance of the asymmetry during the second field cycle
(red curve). We point out that the exchange bias field along
the cooling field axis is estimated to be around —630 and
—430 Oe for the first and second field cyeles, respectively.
This decrease in the bias field is due to commonly observed
training. The first hysteresis loop shows a kink around —1500
Oe along the decreasing branch and at around +100 Oe
along the increasing branch. These are typical indications of
different oxidation levels in the CoO layers in the stack. Such
a variation of oxidation affects the exchange coupling that
results in a decrease in the switching fields along the respective
branches [17].

After the first two field cycles the third hysteresis loop
(magenta curve) shows the magnetization for different values
of Hrg while completing a field cycle along Qg = 457,907,
and 135° in Figs. 3, 4, and 5, respectively. At Qpg = 135°
the magnetization goes negative for Hgg = 0.5 kOe since it
changes its direction. After each third field-cycling process,
it was followed by two other consecutive hysteresis loop
measurements along the fourth (blue curve) and fifth (green
curve) field cycles, respectively.

Comparing the coercive fields for the second and fourth
field cycles, one can find that there is indeed a reinduction of
the untrained state. During the fifth field cycle. however, the
revival is completely lost. The degree of reinduction of course
varies with the strength of the Hyy values and with the angle
S2RE.

Next we plot the derivative of the magnetization Yy, =
dM /d H, as a function of field corresponding to the different
loops as shown in Fig. 6 for Hyg = 0.5 kOe, as an example.
The two peaks on either branch of the hysteresis loops indicate
multiple switching fields. We neglect the smaller peak and

FIG. 2. (Color online) XTEM micrographs of the [Co/CoO/Au];s multilayer.
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FIG. 3. (Color online) SQUID magnetization hysteresis loops for
different field cycles measured at 10 K and for various reorientation
fields Hgg along Qge = 45° in the sample plane. The black. red,
and blue circles mark the applied field values H, for the neutron
measurements along the respective branch of the loops.

concentrate on the main peaks Al and A2 on the decreasing
and the increasing branch, respectively, which represents most
of the magnetization (from majority of the layers) within the
layer stack.

In order to quantify the degree of reinduction of the
untrained state, we have taken the following path. Firstly,
we calculate the integrated areas under each peak from
a Gaussian fit to each and every peak Al and A2 for
each field cycle shown in Fig. 6. Secondly, we estimate
the degree of asymmetry by defining a parameter X1 for
the first hysteresis loop as X1 = Hysl 41/Hysl 2. A similar
procedure was opted for the second. fourth, and fifth hys-
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FIG. 4. (Color online) SQUID magnetization hysteresis loops for
different field cycles measured at 10 K and for various reorientation
fields Hyg along Qe = 90° in the sample plane. The blue circles
mark the applied field values H, for the neutron measurements along
the respective branch of the loops.

teresis loops as we estimate X2 = Hys2x,/Hys2a2. X4 =
Hysda; /Hysdao. and X5 = Hys54; /Hys5 ;. Here Hys1 ag a0,
HSY24; 2. HSY4 4142, and HSYS54, 42 are the integrated
areas under the peaks corresponding to the derivatives of the
first. second. fourth. and fifth hysteresis loops, respectively.
Finally. we plot in Fig. 7 the ratio of the integrated areas
undereach peak as C12 = X1/X2,C14 = X1/X4,and C15 =
X1/X5. Thus C12 (red up-triangles) lies close to unity and
defines the initial degree of training with respect to the state
where Hgg = 0 Oe and Qgg = 0°. This is compared with the
case every time we heat the sample up to RT and cool down
again to 10K in Hee = +10kOe as we set for a different value
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FIG. 5. (Color online) SQUID magnetization hysteresis loops for
different field cycles measured at 10 K and for various reorientation
fields Hgg along Qpg = 135° in the sample plane.

of Hgg and Qgg. The slight deviation of C12 from unity with
increasing Hgg redefines the initial trained state.

Let us now look into some specific cases. It may be noted
that on the one hand while CI4 (blue squares) is distinetly
higher than C12, C15 (green circles) is always lower. This is
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true for Qg = 45° and Qg = 90° and for all Hgg with an
exception for Hgg = 0.5 kOe, where C14 is also lower. On the
other hand. for Qpp = 135°, C14 and C135 are always lower
than C12. Following these plots one can infer on the fact that a
reinduction of the training has plausibly taken place where C14
is higher than C12. The C135 plot indicates that the reinduction
of training is eventually lost after such a revival.

To drive the point on the degree of reinduction/recovery
further, we summarize our findings in Fig. 8 where we plot
the ratio of the normalized integrated areas C14 with respect
to C12 for the three Qg values. Here one can see that the
reinduction is most efficient (~42%) for Qrg = 457 and altains
a fairly constant value after Hgg = 3.0 kOe. For Qgg = 907,
one can see that a maximum of the reinduction is reached
around Hgg = 2.0 kOe. Note that this is very similar to the
value reported by Brems er al. as well for the Qgg = 90° case.
This is in a way a vindication of our estimation procedure.
Moreover. it agrees with their observation that the amplitude
of the reorientation (L) field needs to be sufficiently large
(~1.9 kOe) in order to realize a maximum in reinduction [ 13].
Interestingly, unlike that in the Qg = 43° case, here we find a
decrease (from 35% to 10%) in the reinduction for any further
increase in Hgg. In the case when Qg = 135°, however, there
is no indication of reinduction.

C. Neutron scattering measurements
1. First and second field cycles
We show the specular NSF and SF scattering signals
measured at 10 K in Figs. 9(a)-9(d) after the system has been
cooled down in the presence of Hpe = +10.0 kOe. The data
show at least four orders of magnitude drop in intensity at
=i "
@, =0.11'A . Note that we have measured up to a high
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104 ? 1stloop || 2nd loop [ 4th loop || 5th loop |
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FIG. 6. (Color online) The ficld derivative of magnetization Y, as a function of field measured at a reorientation field Hyz = 0.5 kOe
and along different orientations Qgg in the sample plane. The Gaussian fits to the peaks are shown in lines.
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FIG. 9. (Color online) Specular reflectivity patterns (solid sym-
bols) along with their best fits (open symbols) as a function of Q,
for the NSF [R__ (black) and R, (red)] and SF [R_, (blue)]
channels measured at (a) close to the coercive field H, = —2.0 kOe.
(b) a slightly higher field H, = —2.07 kOe, (c) a saturation field of
H, = —10.0 kOe during the first field cycle. and (d) at H, = —1.55
kOe during the second field cycle.

Let us first concentrate on the data that was measured at
a saturation field of H, = —10.0 kOe [Fig. 9(c)] during the
first field cycle. The black circles in Fig. 3 show the fields
of measurements. Since the data were measured at saturation
we do not expect any SF signal to be present. The intensities
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TABLE 1. Fit parameters extracted from the PNR results at
saturation. Here p, and p, designate the nuclear and magnetic
scattering length densities, respectively.

Multilayer Au CoO Co Co-Au Error
Thickness (nm) 20.0 51 105 2.3 +02
o (1078 A7) 45 45 3.0 4.0 +02
P (%107 A_E} 0.0 0.0 30 1.0 +0.1

in the SF channel are therefore from the small contribution
of the NSF intensities which appears in the SF channels due
to nonideal efficiencies of the polarizer and analyzer which
amounts to a polarization efficiency factor P == 94%.

From the fits to the saturation data we get the informations

on pa 3.0 10°5A and pm 2 3.0 x 104 A2 for the
Co layers in the stack. For the Au and CoO layers. p, &
45 x 1079 A~ was obtained. Additionally, we find a reduced
magnetic layer fayco 7 2.7 nmwith p, &~ 4.0 x 107° A and
pm ~ 1.0 % 107° A~ at the Co-Au interface possibly due to
canting as has been reported earlier in similar systems [17].
The thicknesses and the SLD values of the individual layers in
the multilayer are found to be close to their nominal values and
they are tabulated along with the nuclear and magnetic SLDs
in Table I. Note that since R__ > R, (as H, is negative),
we expect a complete alignment of the Co moments along the
field direction at —10.0 kOe. 1.e., ¢, = 0°.

Next we inspect the data measured at Hy, = —2.0 kOe
|Fig. 9(a)] and H, = —2.07 kOe [Fig. 9(b)| during the first
field cycle (marked by the black circles in Fig. 3). The fits
to the data set reveal that the magnetization reversal is via
domain wall and/or nucleation (DW) process when measured
at a coercive field of H, = —2.0 kOe. The identification of
the reversal process via DW or rotational reversal from the
SF signals was demonstrated more than a decade earlier [2].
Here in our model we have considered eight of the Co layers
to have flipped (¢4 = 0°) along the field direction while the
other eight layers have not (¢4 = 1807). The error bars in the
turn angles are not more than £5°. The rotational sense of the
magnetically weak intermediate lavers (/co-au) has been always
kept similar to that of the Co layers in the stack. However, due
to the fact that the net magnetization in the system at this field
isclosetozero (Ry. 2 R__ since Mgy = 0) it is not possible
to determine the preferential directional sense of the Mg with
respect to the Hge direction.

This scenario becomes somewhat different when the sample
is measured at a slightly higher field. Then the directional
sense of the FM layers can be clearly sensed. This is due to the
imbalance in the torque on the magnetic layers that would be
exerted on the layers at a field higher than the coercive field.
Here at H, = —2.07 kOe [Fig. 9(b)]. since R__ > R, .. one
can infer from the fit to the data that more numbers of the FM
layers (14 out of the 16 layers) have flipped (¢4 = 0°) towards
the H, direction while the bottommost layer (¢4 = 1807) has
not. The top/bottom FM layer (¢p4 = 17°) has a different turn
angle which can be attributed to a loosely coupled state of
the FM layer. The variation in coupling strength is due to the
asymmetric sequence of the layers in the stack. A distinction
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Hy=-2.07 kOe
first field cycle

Hy=-1.55 kOe
second field cycle

FIG. 10. (Color online) FM layer switching sequence during the
first field cycle at H, = —2.07 kOe and during the second field cycle
at H, = —1.55 kOe. The arrows indicate the My orientations in the
respective layers. The applied field H, is along the —y axis.

between the top or bottom layer upon their interchange in
magnetization angle is not very clear thus the references to the
top or bottom layers are merely for the sake of identification.
It may be noted that the SF signals at the two measuring
fields (Hy = —2.0 and —2.07 kOe) did not show significant
differences due to negligible variations in the perpendicular
components of the respective layer magnetizations.

Next we inspect the data measured at H, = —1.55 kOe
[Fig. 9(ch] during the second field cycle. The red circle in Fig. 3
shows the field of measurement. In this case we find from the
fits to the data that almost all the FM layers (14) in the stack
are undergoing a simultaneous rotational reversal process with
¢ = 30°. Here again the topmost and the bottommost layer
have slightly different turn angles (¢4 = 50°) from the rest.

In Fig. 10 we show the layer switching sequences for H, =
—2.07 kOe during the first field cycle and H, = —1.55 kOe
during the second field cycle. The reversal is dominated
by the DW process and by the rotational reversal process,
respectively, The rotational senses of My for all the layers are
seen to be preserved. Here the rotational senses of the layers are
indicated towards the H, direction as R__ > Ry,. One may
recall that apart from a decrease in the coercive field, rotational
reversal process of the layers is also a strong signature of
training in Co/CoO systems where the untrained-state reversal
mechanism during the first field cycle is usually via a DW
reversal process.

InFig. | I(a) we compare the measured SF scattering signals
(perpendicular component of Mpy) measured at 10 K and at a
field of H, = —2.07 and —10.0 kOe (at saturation) during the
first field cycle and —1.35 kOe during the second field cycle.
The corrected SF signals in Fig. 11(b) is the subtracted-off
SF signal (due to the inefficiencies of the optical elements)
at saturation. This can be approximated as the net SF signal
assuming no SF signal to be present at saturation (neutron
polarization is collinear with the magnetization direction).
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FIG. 11. (Color online) (a) SF specular reflectivity [R_.] pat-
terns as a function of Q, measured during the first field cycle at
H, = —=2.07 and —10.0 kOe and during the second field cycle at
H, = —1.55 kOe. (b) Plot of the corresponding corrected SF signals
as a function of Q,.

The small increase in the corrected SF signal (black curve)
during the first field cycle, which is unexpected during a DW
reversal process, is due to some instability within one of the
unflipped layers in the stack of 16 layers [18,20]. During the
second field cycle (red curve) we find a significant increase
in the corrected SF intensity. This increase is related to a
rotational reversal process and thereby leads to training [2].

2. Fourth field cycle with Qg = 45°

PNR measurements during the fourth field cycles were
performed keeping Qgrg = 45°. The blue circles in Fig. 3
show the fields of measurements. In Figs. 12(a)-12(c) we
show the data measured at 10 K and at H, = —1.44, —1.67,
and —1.73 kOe, respectively during the fourth field eycles.
The respective H, values were chosen slightly higher than the
coercive fields which are corresponding to the three different
representative values of Hgg (= 0.5, 3.0, and 10.0 kOe). Note
that each time we chose to opt for a different Hpg value during
the third field cycle, we have used a different H, value during
the fourth field cycle. This was done in accordance with the
measured SQUID data.
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FIG. 12. (Color online) Specular reflectivity patterns (solid sym-
bols) along with their best fits (open symbols) as a function of Q,
for the NSF [R__ (black) and R, (red)] and SF [R_, (blue)]
channels measured at (a) H, = —1.43 kOe, (b) H, = —1.67 kOe,
and (¢) H, = —1.73 kOe during the fourth field cycle for different
Hgg (= 0.5, 3.0,and 10.0 kOe, respectively) values when Qg = 45°.

When Hgg = 0.5 kQOe, the fits to the data reveal magne-
tization reversal via rotation of the FM magnetization for
majority of the layers with ¢4 = 35°. Here also we could
find that almost all layers (14 out of the 16 layers) in the
stack are rotating simultancously with the exception of the
top (¢s = 55°) and the bottom (¢4 = 65°) layers which
have different turn angles. The rotational senses of My for
all the layers are seen to be preserved since ¢4 lies in between

” and 180°.

In the case of Hpg = 3.0 kOe, the fits to the data reveal
magnetization reversal process of the multilayer is via a DW
(flipping) or a rotational process within the individual layers.
In this case, we find 12 out of the 16 layers with ¢4 = 0°
have flipped while the bottommost layer did not flip (¢4 =
180°). Two layers from the top (with ¢4 = 25°) and a layer
above the bottommost layer (with ¢4 = 40°) are found to be
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Qz
i QY

Hy=-1.73 kOe
Hre=10.0 kOe

FIG. 13. (Color online) FM layer switching sequence during the different fourth field cycles at H, = —1.44 kOe (Hgg = 0.5 kOe).
—1.67 kOe (Hgg = 3.0 kOe), and —1.73 kOe (Hgg = 10.0 kOe) when Qg = 45°. The arrows indicate the Myy; orientations in the respective

layers. The applied field H, is along the —y axis.

rotating. Thus, we have a combination of rotation and flipping,
depending upon the degree of coupling of the layers.

For Hpg = 10.0 kOe we find a distinct layer-by-layer
flipping scenario. The scenario is close to the case during the
first field cycle. Here 13 out of the 16 layers have flipped (¢4 =
07), while the bottommost layer remain unflipped (¢, = 180°).
The top layer has a turn angle of around ¢, = 25°.

In Fig. 13 we show the layer switching sequences for H, =
—1.44, —1.67, and —1.73 kOe during the respective fourth
field cycles. Here we can see a gradual transition of the reversal
process from being dominated by a rotational reversal process
followed by a mixed process of rotational and DW reversal
and finally taken over by a pure DW process.

InFig. 14(a) we compare the measured SF scattering signals
(perpendicular component of Mgy) measured at 10 K and at
fields of H, = —1.44, —1.67, and —1.73 kOe and during the
respective fourth field cycles and compare them with H, =
—10.0 kOe (at saturation) during the first field cycle. The
corrected SF signals in Fig. 14(b) is the subtracted-off SF
signal at saturation.

We find a gradual decrease in the corrected SF signals
(brown, dark yellow, and pink curves) with increasing Hpg.
The significant decrease in ¢4 (= 07 or 1807) for a majority of
the layers in the case of Hpg = 3.0 and 10.0 kOe as compared
to that (¢4 = 357) for Hgg = 0.5 kOe, is mainly responsible
for the decrease in the respective corrected SF signals.

One may note that in the case of Hgg = 0.5 kOe. there
is no flipping of the layers. Thus one cannot attribute this to
reversal viaa DW process. Since the rotational reversal process
is a signature of training, one can readily infer that in this case
there is no revival of the untrained state. This was also expected
following the analysis of the SQUID data (Fig. 8).

When Hgg = 3.0. the decrease in the SF signal is due
to the flipping of the layers which indicates a DW reversal
mechanism for a majority of the layers. The remaining SF
intensities, however. are due to the rotation of one or two top
and bottom layers. Even though the reversal mechanism for
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FIG. 14. (Color online) (a) SF specular reflectivity [R_,] pat-
terns as a function of Q, measured during the fourth field cycle for
Qpp =45 at H, = —1.44. —1.67, and —1.73 kOe for Hpz = 0.5.
3.0, and 10.0 kOe, respectively. (b) Plot of the corresponding
corrected SF signals as a function of Q,.
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the majority of the layers is via a DW process. for the minority
of the layers it is identified with rotation. Thus one can infer
that the sample has signatures of mixed reversal processes. In
other words, there is only partial revival of the untrained state.

Interestingly, in the case of Hgg = 10.0 kOe, the reversal
process is fully dominated via the DW process. Here one can
infer that a significant revival of the untrained state has indeed
taken place. One may also note that the orientations of the
Mgy do not depend upoen the strength of H,, but upon the
Hgg strength. Thus the degree revival of the untrained state
has been shown to depend upon the Hyg strength.

3. Fourth field eycle with Qgy = 90°

PNR measurements during the fourth field cycles were
performed keeping Qrg = 90°. The blue circles in Fig. 4 show
the fields of measurements. In Figs. [5(a)-15(c) we show
the data measured at 10 K and at H, = —1.73 and —1.65
kOe. respectively. during the respective fourth field cycles
corresponding to the two different representative values of
Hgg (=2.0 and 10.0 kOe). Here also each time we chose to
opt for a different Hgg value during the third field cycle, we
have used a different H, value during the fourth field eycle.
This was done again in accordance with the measured SQUID
data.

In Fig. 16 we have shown the layer switching sequences for
H, = —1.73 and —1.65 kOe during the respective fourth field
cycles. Here one can see that for Hgg = 2.0 kOe the situation
is typical of a magnetization reversal via the DW process.

Q,..=90 deg.
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x 10° H,=-1730 Og (4", cycle)
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FIG. 15. (Color online) Specular reflectivity patterns (solid sym-
bols) along with their best fits (open symbols) as a function of @, for
the NSF [R__ (black) and R, (red)] and SF [R__. (blue)] channels
measured at (a) H, = —1.73 kOe and (b) H, = —1.65 kOe during the
fourth field cycle for different Hyg (= 2.0 and 10.0 kOe, respectively)
values when Qg = 90°.
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Ha=-1.65 kQe
Hre=10.0 kOe

Hy=173koe ¥
fourth field cycle Hre=2.0 kOe

FIG. 16. (Color online) FM layer switching sequence during the
different fourth field cycles at H, = —1.73 kOe (Hgg = 2.0kOe) and
—1.65 kOe ( Hpg = 10.0 kOe) when Q2pg = 90°. The arrows indicate
the My orientations in the respective layers. The applied field H, is
along the —y axis.

For Hpg = 10.0 kOe. however, the situation is far more
complicated. There is a mixture of DW and rotational reversal
process. This is consistent with the earlier observations in
similar systems by Brem ef al. [11] as we can see that with
further increase in the Hgg strength, the recovery of the
untrained state is reduced.

InFig. 17(a) we compare the measured SF scattering signals
(perpendicular component of Mpy) measured at 10 K and at
fields of H, = —1.73 and —1.65 kOe during the respective
fourth field cycles and at H, = —10.0 kOe (saturation) during
the first field cycle. The corrected SF signals in Fig. 17(b) is the
subtracted-off SF signal at saturation, The corrected SF signals
can also be regarded as signatures of recovery or nonrecovery
of the untrained state.

4. Discussion on the rotational sense

We can explain our experimental observations within the
extended Fulcomer-Charap model [21]. where a single ferro-
magnetic domain (FM magnetization) exchange couples with
multiple AF grains with rotatable (responsible for training)
and/or nonrotatable (responsible for bias field) moments but
without any direct exchange coupling between the grains
[22-24].

Brems et al. [13] have shown the consequences of changing
the sense of direction during field cycling, for example. along
+x and —x directions. The recovery of the untrained state
depends upon the direction of the average uncompensated
magnetization vector i ap of the antiferromagnetic grains. The
directional sense of mar was related to the directional sense
of the FM magnetization. The whole sample magnetization
was found rotating in the negative direction during the initial
hysteresis loop which was accounted for in the initial negative
direction of Alap as well [23.24].
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FIG. 17. (Color online) SF specular reflectivity [R_, | patterns as
afunction of @, measured during the fourth field cycle for Qpg = 90°
at H, = —1.73k0e, and —1.65 kOe for Hy: = 2.0kOe and 10.0kOe,
respectively. (b) Plot of the corresponding corrected SF signals as a
function of @,.

The rotational sense of magnetization can be determined by
following the trend of the angle ¢4 with respect to the cooling
field direction along the —y axis for increasing measurement
fields along the +y axis. When the angle is positive (negative),
the system undergoes a positive (negative) rotational sense. In
a generic way. more is the angular direction of mag oriented
away from the cooling field direction, more is the torque acting
on the FM moments. The torque in turn triggers magnetization
reversal via rotation instead of the DW reversal process.

Let us now consider the case when Hgg is along the +-x
axis (g = 90°) following the work of Brems et al. [13]. We
show a sketch in Fig. 18, the direction of FM magnetization
for Qrg = 90° (started and ended in the +x direction). Note
that a maximum recovery of the untrained state was reported
for Hge < 1.9 kOe (experimentally observed) only when the
rotational sense (from 0° to —180°) remained unchanged with
respect to the state realized after the initial field cooling.
This was valid as long as Hgg < 1.9 kOe [Fig. 18(a)|. For
a Hre = 1.9 kOe, the recovery was less pronounced since the
rotational sense of the magnetization changed from negative
to positive (i.e., from 1807 to 0°) with respect to the initial
state after field cooling [Fig. 18(b)]. The recovery was also
reported considerably less pronounced as the perpendicular

207

PHYSICAL REVIEW B 91, 224428 (2015)

it G

Hge<1.9 kOe

(¢) negative rotation

FIG. 18. (Color online) Sketch showing the rotational sense of
My under different conditions as Qgg = 90° lies in the sample
plane. The reorientation field Hgg can be either along the +x axis (a)
and (b) when the My rotational senses are sensitive to the strength
of Hgg or along the —x axis (¢) when they are insensitive.

field started and ended in the —x direction [Fig. 18(¢)] and
was insensitive to the value of Hgg. Note that this was in spite
of the fact that the rotational sense of the FM magnetization
remained unchanged from the initial field cooled state.

The rotational sense of niax. which remains unknown from
our experimental data, can be evaluated in principle by energy
minimization of the total energy in the system. The total energy
is given by

E =Y Alkaptarsin’(¢' —a) — JinA' cos(d — ¢')
— HyMpufincos(x — ) A'. ()

Here the uniaxial anisotropy energy constant of CoO and Co
are kap = 2.5 x 108 erefem™ and kpy = 1.5 x 10% erg/lem=3,
respectively. Jip is the interfacial exchange energy which
involves the coupling constant between the FM and AF grains
and ey (7ap) is the FM (AF) thickness. The angles are the
respective angles made by mar(¢p'), AF easy axis (x), FM
magnetization (). and Hy(x) with Hgc along the —y axis.
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Hge> 1.9 kOe :
or<l9kOe

positive rotation 0°

FIG. 19. (Color online) Sketch showing the rotational sense of
Mg in the present geometry as Qrg = 907 lies in the sample plane.
The reorientation field Hpg is along the —x axis when the Mgy
rotational sense is insensitive to the Hgg strength.

Al is the area of every noninteracting AF grain coupled to a
single FM domain 3 A", We have considered 100 such AF
grains coupled to one FM grain. We have neglected the term
corresponding to ken as it is smaller by 2 orders of magnitude
when compared with the value of ksg. From the value of py
we estimate Mpy = 1051 emufem’ or 1.25 uBlatom, which
gives Jin= Heo Mpmtem) = 0.86 ergfcml.

For the first field cycling case, we can consider o = 0°
assuming the AF easy axis to be coinciding with the Hec axis
after field cooling. Using the stability conditions d E fd¢! = 0
and dE /df = 0 we are lead to a system of two equations:

Kaptap sin 2[¢") + Jine sin(@ — gbi) =i, (5)

H, Myt sin(y — 60) + Jige sin(d — ¢f) = 0. (6)
In our case, since we always measure along the axis of Hre,
we can consider y = 0°/180° (|//anti-|| to the cooling axis).
For finding the coercive fields we have used # = y + /2,
considering the magnetization of the EM is zero across the
casy axis which gives sing’ = 2;1‘;_:’ or ¢' =—0.33° from
Eq. (5) during the first field cycle. Note that using a similar
model, the average magnetization vector was calculated o
be at —0.6° away from the cooling field direction by Brems
etal. [11], signifying a negative sense of rotation.

In our case. using PNR alone, we cannot discriminate the
rotational sense of the FM magnetization. In other words
situations depicted in Fig. 18(c) cannot be discriminated from
the situation depicted in Fig. 19. However, [ollowing the
systematic variation of the magnetization directions (during
the fourth field cycles) with applied fields H,, we could figure
out that the rotational sense has not changed with the change
in the Hgg values along a particular Qgg direction. This
unchanged FM rotational sense can be due to the fact that Hpg
in our case always starts and ends in the —x direction (at least
for Qgg = 90°). This implies that in spite of an unchanged
rotational sense of the FM magnetization, a well pronounced
recovery of the untrained state is possible.

IV. SUMMARY AND CONCLUSION

Antiferromagnetic-ferromagnetic exchange bias systems
are known to suffer from training effect after the first field
cycle. It has been shown that field cycling along a direction
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perpendicular to the field cooling direction can recover the
untrained state, partially with different degrees ol recovery.
Here in this paper we have investigated a prototypical exchange
— coupled multilayer in exploring the degree of recovery of the
untrained state. We apply field cyeling with various amplitudes
(Hgg) and different orientation angles (2gg) with respect
to the initial cooling direction. Systematic magnetization
measurements by SQUID magnetometery along with depth-
sensitive vector magnetometry by PNR have been combined
in our experiments.

Parallel component of magnetization measurements by
SQUID indicate recovery of the untrained state for two
orientation angles, namely Qgg = 45° and 90° along the —x
direction. PNR measurements. which simultaneously involve
parallel as well as perpendicular components of magnetization,
reveal that it is necessary to apply at least Hgg = 3.0 kOe to
achieve a significant recovery. For a higher value of Hpg (up
to 210.0 kOe), the recovery saturates while for a lower value,
we could only achieve a partial recovery. For Qgg = 90°, we
could reach a peak in the recovery even with Hrg = 2.0 kOe.
However, with higher fields. the recovery gradually decreases
and only a partial recovery is possible. For any other higher
angles of orientation (e.g., Qgg = 135°), no recovery of the
untrained state is possible.

Our results are consistent with the earlier observations in
similar systems [13] where a small degree of rotation with
positive rotational sense (opposite to the sense after initial
field cooling) of the AF magnetization vector—related to
the FM magnetization direction—was attributed to partial
recovery of the untrained state for Qrg = 90°. In our case we
always observe an unchanged sense of the FM magnetization,
irrespective of the strength and orientation of field cycling. The
partial and/or significant recoveries can therefore be related to
the directional sense of the AF magnetization vector. Contrary
to the earlier observations, the degree of recovery is well
pronounced in the present case. particularly for Qre = 45°.
Moreover, they can be regulated not only with the Hgg
values but also with the Qgg values below 90°. Thus we
provide a deeper insight into understanding the fundamental
mechanisms involved in the recovery of training. By lifting
the directional restrictions of the field for the recovery of
the untrained state, our work also opens up its technological
prospects for such exchange biased systems. which remain
coupled at room temperature.
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