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The purposes of this research were: 1) to identify the component of good
teaching characteristics, and 2) design and develop an efficient framework for analysis
the student feedback from online teaching evaluation according to the component of
good teaching characteristics, by utilizing the statistical technique and machine
learning technique. In section of identifying the component of good teaching
characteristics. The questionnaire was used to survey data from 97 faculty and 474
students of Suranaree University of Technology (SUT). These data were analyzed with
the Structural Equation Model (SEM) approach. In order to design and develop
an efficient framework for analysis student feedback. The experimental dataset is
40,000 student feedbacks from online teaching evaluation system which obtained by
simple random sampling technique.

The research findings are as follows:

1. The component of good teaching characteristics consists of 6 components
with their factor loading as follows: 1) Knowledge (2.55) 2) Teaching preparation
(2.19) 3) Teaching techniques and strategies (4.57) 4) Measurement and evaluation
(2.01) 5) Teaching media and materials (1.75) and 6) Personality (3.90). It had a 27.77

of Chi-square where df = 31, p-value equal to 0.63, GFI was 0.99, and SRMR was



v

0.019. These statistical values indicated that the purpose components were corresponding
with the empirical data that gather from SUT faculty and students.

2. A framework for analysis student feedbacks consists of 3 main modules
including: 1) Linguistics Pre-processing 2) Opinion Analysis and 3) Aggregation and
Visualization. This proposed framework can extracted information that corresponds
with the component of good teaching characteristics, and also estimated their teaching
performance score. The technique that provides highest performance was the Multi-
Layer Perceptron for Regression. The overall performance was 0.689 of Spearman-
Rho order ranking correlation with statistical significant at 0.01. Considering in
the number of feedbacks per each faculty, the group which have feedback more than
107 per faculty obtained high level of ranking correlation (r = 0.777). Cumulative with
the other groups (= 39 feedbacks, > 15 feedbacks, > 5 feedbacks, and > 1 feedback),
they obtained the ranking correlation equal to 0.722, 0.656, 0.690 and 0.689 with

statistical significant at 0.01, respectively.
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CHAPTER 1

INTRODUCTION

1.1  Statement and Significance of Problem

Over the centuries, education plays a vital role as the foundation of society.
The progressive society and wealthy economy are

A result of the good citizen which has the high quality of education. Education
has ability to change and advance the society, contributing the growth of national
income and individual learning (Varghes, 2007). In international communities there
are established international organizations that promote the education as one of
principle task to developed country e.g., United Nations Educational, Scientific, and
Cultural Organization (UNESCO), Organization for Economic Co-operation and
Development (OECD)), etc.

Every countries concentrate on the importance of education to be
an infrastructure for developing the country. Governments are responsible for
enforcing the educational policy and established the educational institute from primary
education to higher education. Educational institutes become the main source to
provide education, accumulate and transfer knowledge, stimulate people to generate
new ideas (Varghes, 2007), and cultivate ethics to people becoming the good citizen.
Therefore, the quality of educational institute is an importance issue that should bring

up to standard and acceptable by national and international people.



Several public and private educational institutes were established and operated
complying with the government’s education policy. All educational levels, especially,
higher education is under the social pressure. The demand of educational stakeholders
(e.g, students, parents, employees and public) is growing. They expect the educational
institutes to provide the quality of teaching and learning process up to the standard and
correspond with economic situation (Jallade, Radi and Cuenin, 2001; Hogg, R. and
Hogg, M., 1995).

To meet these expectations, several higher education institutes are concerned
to improve their education quality. In early 1970s, a unit called “Faculty development”
is first established in USA. This unit focuses on developing teaching skills. The unit
specializes in improving the teaching effectiveness of faculty members (Isil Kabakci
and Odabasi, 2008). The American Association of Higher Education (AAHE)
identifies the goal of Faculty development as follows; 1) providing teachers with
training opportunities to achieve maximum effectiveness; 2) ensuring that employees
develop their skills and capabilities to be able to work efficiently and respond rapidly
to changes within their organizations; 3) improving performance of their present
duties; 4) ensuring that the best use is made of the natural abilities and individual
skills of all employees for the benefit of the organization and their career (Bokonjic,
Ljuca and Steiner, 2009). To achieve these faculty development’s goals, useful
resource in regard to the quality of teaching is needed.

To develop quality of teaching, feedbacks from the educational stakeholder are
a valuable resource that educational institute should not be ignored (Kannan and
Bielikova, 2010). Several educational institutes usually use the questionnaire to survey

information from stakeholders. Especially, surveying information from students who



are direct stakeholder that affected by the different quality of educational institutes.
In correspondence with Coyle and Powney (1990, quote in Powney and Hall, 1998),
the student’s feedback is an important component that occurs in a loop linking

between teachings and learning as shown in Figure 1.1.

Programme of Study

(Teaching )
/7I
L,
/ // \
cI/ | E \ A
L °)
Vv
fsc:eugt?::k Student
\_/Ieamhg
B

Figure 1.1 Closing the loop between teaching and student’s feedback

(Coyle and Powney, 1990, quote in Powney and Hall, 1998)

In recent years, to gather information from stakeholder, a popular tool called
“Student Evaluations of Teaching (SET)” has been used in educational institute,
especially, universities and colleges. SET is used to survey the opinion about
the quality of classroom’s teaching and learning processes from students who have
enrolled in various subjects (Moss and Hendry, 2002). These educational institutes use
the information of this evaluation to monitor quality of teaching and to help teachers
improve their teaching effectiveness. The administrator also use these SET results as

fundamental information for planning their administration policy such as promoting



instructors, selecting teachers and assistant teachers for teaching awards, assigning
teachers to courses, hiring new instructors, etc. (Badur and Mardikyan, 2011).

Generally, a SET is consists of a series of question items which presents
in three basic types: 1) Close-ended question: it is a question form which fixed
the choices of answer including: Multiple Choice Question (MCQ) and Rating Scale
responses, 2) Open-ended question: it is a question form that allow students to
response in free format of text paragraphs and 3) Combination of two mentioned types
of question. SET are answered by students anonymously at the end of the semester
without the faculty member’s presence (Alhija and Fresko, 2009; Sproule, 2000).

Thanks to the advent of computer network technologies. The traditional paper-
based surveying of SET is transformed into electronic-based surveying (also known as
“Teaching Evaluation System”) (Moss and Hendry, 2002). However, these electronic-
based questionnaires still keep the traditional format similar to paper-based
questionnaires. Most of the electronic-based questionnaire are appeared in the third
forms which combining of close-ended and open-ended question.

Regarding close-ended question, Jordan (2011) described the characteristics of
close-ended question as follows; 1) the answer of student seems to provide higher
positive rating, 2) the data is excellent quantitative, but limit in details. It is not much
helpful for institutional level evaluation apart from ranking, 3) the questions are vetted
by administrators and faculty groups that influence what can and cannot be asked, and
4) these close-ended question are only created to present some aspects that
the administrator or committees had paid attention. While, the open-ended question is
the most important part which can give a clearer picture of what the students really

feel or think. It is able to provide insight on how a course was conducted, what went



well, and what could be improved. In addition, these open-ended question can reveal
other perspectives which are not take into account by the close-ended question (Abd-
Elrahman, Andreu and Abbott, 2010; Jordan, 2011).

As mentioned above, the characteristic of answer in closed-ended question is
the structured data that provide the quantitative data which is easy to analyze and
compare by statistical calculations. While the answer of open-ended question is
student’s opinion or attitude about teaching process which represented in free format
of text paragraph.

Although, the student opinion is useful, unfortunately these student’s opinions
are usually ignored to take into analysis. Because of the characteristics of the open-end
question’s answer are unstructured data which is difficult to process with the simple
statistical process (Reja, Manfreda, Hlebec and Vehovar, 2003; Jordan, 2011).
Moreover, free format and vast amount of these data seem to be a problem for
the administrators and faculties to spend time to analyze these unstructured data of
student’s opinion.

To overcome this problem, a process called “Opinion Mining (OM)” which
gets the great interesting that can extract useful information from vast amount of
stakeholder feedbacks. This process provides the benefit for human in aspects of
decreasing the analyzing time and human's burden. Technically, this process is a cross-
discipline field between Information Retrieval and Computational Linguistics
(Bhuiyan, Xu and Josang, 2009). It aims on the automatic process that can analyze
the opinion or attitude of an individual from text sentences, which represented
in natural language. To the best of our knowledge, OM is often implemented in

the business field. There are only few studies which applied OM in the education field.



This study aims to design and develop an efficient opinion mining framework
to analyze Thai student feedback. The final results of this framework are knowledge
that uses to indicate the strengths and weakness of individual teaching that correspond

with good teaching characteristics.

1.2 The Objectives of Study

The objectives of this dissertation are as follows:

1. To identify the component of good teaching characteristics that
corresponds with Thai educational context.

2. To design and develop an efficient opinion mining framework for
analyzing student feedback from online teaching evaluation corresponds with good

teaching characteristics.

1.3 Research question

1. What are the components of good teaching characteristic in Thai
educational context?

2. What is the performance of opinion mining framework that can analyze

Thai student feedbacks?

1.4  Hypothesis

1. The component of good teaching characteristics has the statistical indicator

results higher than the standardized thresholds.



2. The proposed opinion mining framework can compute the entire opinion
score from student feedback correctly with correlation greater than or equal 70% of

ranking correlation.

1.5 Expected Results

1. Obtain the components of good teaching characteristics which correspond
with Thai educational context.
2. Obtain an efficient opinion mining framework that can indicate the strength

and weakness in teaching from Thai student feedback.

1.6  Scope of Study

This study aims to analyze Thai student’s feedback sentences which respond in

online teaching evaluation system of Suranaree University of Technology (SUT).

1.7 Definitions

1. Online teaching evaluation system:
It is an electronic system for student to evaluate teaching process.
This system is used to survey information about the quality of teaching from
the students of Suranaree University of Technology.
2. Good teaching characteristics:
List of teaching characteristics that the teacher and students of Suranaree
University of Technology have identified that be the good characteristic of teaching.
This list has been statistically verified that the characteristics are good teaching

characteristics which correspond with Thai educational context.



3. Opinion sentence:

The feedback sentences that obtain from open-end questions answered
in online teaching evaluation system. These sentences express the opinion or attitude
of Thai students on the efficiency of teaching of their teacher in each course.

4. Opinion mining:

A field of data mining that combined the machine learning technique and
natural language processing to analyze vast amounts of unstructured text data.
The result of this process is the knowledge that corresponds with objective of
the study.

5. Feature words:

The word that was extracted from student feedback sentence. These words
identify the aspect of teaching characteristic of their teacher which corresponds with
the good teaching characteristics.

6. Opinion words:

The word that was extracted from student feedback sentence. These words
imply the attitude of student in teaching of their teacher in regarding to the good
teaching characteristics.

7. Good teaching knowledge:

The opinion scores and the extracted phrases about teaching characteristics
from opinion mining framework. The teacher can use these scores to indicate strength
and weakness in their teaching performance that correspond with good teaching

characteristics.



CHAPTER 2

LITERATURE REVIEW

To develop an efficient opinion mining framework for extraction knowledge
from Thai student’s feedbacks. The six major sections are studied and summarize.
These sections consisting of, 1) Teaching factors and characteristics of good teaching,
this section described about theoretical of teaching and previous studies that related
with the characteristics or components of good teacher, 2) Thai language processing
and application, this section contains the characteristics of Thai language and list of
recently application that handle with Thai language, 3) Linguistic resources, described
about the available lexicon which can utilize in Thai language mining process, and
4) Opinion mining is a section that describes general process of opinion mining, and
also presented some efficient machine learning and statistical technique that used in
this work. The last two sections are the related work and summary of overall reviewed.
These six major sections are described as follows:

2.1 Teaching factors and characteristics of good teaching

2.1.1 Teaching and learning process
2.1.2 Literature review of teaching factors and characteristics of good
teaching
2.1.3 Structural Equation Modeling
2.2 Thai language processing and application

2.2.1 Fundamental of Natural Language Processing



2.1

2.3

2.4

2.5

2.6

10

2.2.2 Thai language and processing
1) Characteristics of Thai language
2) Applications for Thai language processing
- Word segmentation application
- Part-Of-Speech tagging application
Linguistic resources
2.3.1 Lexicon and Thai dictionary
1) WordNet and SentiWordNet
2) LEXiTRON
2.3.2 String similarity approaches
1) Text similarity
2) Semantics similarity
Opinion Mining
2.4.1 Overview of Opinion Mining
2.4.2 Machine Learning and Statistical approaches for Opinion Mining
Related work
2.5.1 Opinion Mining in Non-Educational field
2.5.2 Opinion Mining in Education field
2.5.3 Opinion Mining with Thai language

Summary

Teaching factors and characteristics of good teaching

Teaching is an important part of education process that aims to change

the student behavior follow the learning objectives. Lacking of improving teaching
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process would affect the quality of education. Teaching is a process that depends on
several factors such as content, teaching activity, teaching experience of teacher in
order to encourage the student to learn, etc. In order to understand the good teaching
characteristics, there is some background knowledge that related with teaching process

as described below:

2.1.1 Teaching and learning process

Over the last two decade, there are several definitions about teaching and
learning defined by the educationists and philosophers.

Hills (1982 quote in Jaitiang, 2003) defined that “Teaching is process that
provides the education to the students which arise on the interaction between teacher
and their students”.

Moore (1992 quote in Jaitiang, 2003) defined that “Teaching is behavior
of any person that attempts to help and support other persons to enhance themselves”.

Boonchuvong (1990 quote in Jaitiang, 2003) defined meaning of teaching
is “The organization of experiments that suitable for the students to learn or change
their behavior in better aspect”.

Jaitiang (2003) defined that “Teaching is interaction process between
teacher and learners in order to change their learners’ behavior that correspond with
the learning objective”.

Good (1959 quote in Nakhon Ratchasima Teacher College, 1993) defined
the definition of teaching in two aspects that are 1) “Teaching” is providing of
education to children in the school and 2) “Teaching” is preparing the activities,

materials and giving the consulting about learning process to children.
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Gagne et al. (1992 quote in Srisai, 2003) state that “Teaching is a group
of events or situation that facilitates the learners to achieve the learning objectives”.

As mentioned above, the definition of “Teaching” can be defined as
“The suitable process that provide by teacher to support or facilitate their students in
order to enhance themselves”.

Normally, “Teaching and learning” is process that the learners had
learning together with any activity and under the suggestion of teacher. Learners
would receive the experience that establishes knowledge, understanding, ability, skills
and good attitudes to enhance themselves (Nakhon Ratchasima Teacher College,
1993). In teaching and learning process, there are several things that teacher should
concentrate as follows:

1) Teaching: Effort of any person that would manage the learning activity
to make a person or group of persons obtains the learning process.

2) Purpose or Objective of teaching: the goal of learning process that
make any learner enhance themselves in the aspect of human body, emotional, social
and intelligence. This purpose would help the learner have ability to solve problem in
real life.

3) Principle to teaching methodology: Knowledge and technique to teach
the learner to learn by doing, experiment, research, and problem solving by
themselves.

4) Important components that make teaching successful: They consist of
Teacher (or Faculty), Contents, Learner and Understanding of the teacher about

learning process.



13

- Teacher (or Faculty): Ability and personality of teacher that
influences to the learning of learner. Teacher should enhance themselves personality to
support the learning of learner. Selecting of teaching techniques and adopt of their
teaching process with various methods to make attention to learner.

- Contents: the suitable of contents for learning process is an important
component. Systematic of content management would support the learner to learn
faster and easier. Teacher should concern about the different structure and nature of
contents in each group of experiments that provide to the student.

- Learner: the quality of learner is the outcome of teaching. Each
learner has difference of ability to learn. Providing the educational to different
persons, teacher should prepare the teaching process for individual and a group of
persons.

- Understanding of the teacher about learning process: Learning
process is the process which makes change on student’s behavior. In aspect of
teaching, learning is the ability of learner to learn and adopt any experience to solve
the problem. Learning is a direct affect from any action of learner in the class, while,
the teacher is a facilitator to encourage the educational atmosphere in the class.

5) Having evaluation process: Teaching should have monitoring
the progress of learner. Evaluation process helps the teacher to assess the successful of
teaching and learning process.

As mentioned above, the quality of teaching and learning process is
involved with the teacher. Teacher is the major component that influences and
linkages between the learning experiment and student. The teacher who has

the professional skill of teaching will help students to achieve their objective learning.
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2.1.2 Literature review of Teaching factors and characteristics of good
teaching
“Teacher” (or “Faculty” in higher educational context) is an important
component in teaching and learning process. Therefore, the basic knowledge on the
teaching and learning process is the basic requirement of every teacher. Knowing
about the characteristic and factor of good teaching would be guideline for the teacher
to achieve the high quality of teaching in practice.
Educational researchers had studies and proposed the characteristic and
factor of good teaching under the difference context of educational institutes.

Summary of previous studies on good teaching characteristics are shown in Table 2.1.

Table 2.1 Summary of previous studies on the characteristics of good teaching

Component of good
2 teaching
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ks o
— o =]
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5 £ £
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2 Eble (1971) 5 . . . .
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4 Ebro (1977) 9 ° ° °
5 Lewis (1982) 8 . ° °
6 Landbeck (1997) 3 . .
7 Smith (1980) 8 e | o
8 Jaitiang (2003: In Thai) 13 o | o
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Table 2.1 Summary of previous studies on the characteristics of good teaching

(continued)

Component of good
? teaching
k7
g g
g & g
husy © c
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2 |25 88
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9 Thompson et al., (2004) 12 o o
STOW on the world primary
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13 Sciences, University of Florida 5 o o o | o
(2009)
Biostatistics, Johns Hopkins
14| University (2009) 39 sl
15 Aregbeyen (2010) 17 .
16 | Al-hebaishi (2010) 4 o | o | o | e .

The previous works have shown that there are many items of good teaching
characteristics which depend on the different context of studies. However, these
characteristics items can be roughly grouped into six components: knowledge,
preparation, teaching technique, assessment, materials, and personality.

1) Knowledge: Teacher has enough content knowledge for teaching and
answering the questions of students.

2) Preparation: Teacher has good teaching preparation (contents, process, and

materials) before actual teaching.
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3) Teaching technique: Teacher has methods and techniques to transfer
his/her knowledge to the students and also has the ability to control his/her students in
the classroom.

4) Assessment: Teacher has fair judgment and validity of the assessment
process to indicate achievements of students.

5) Material: Teacher utilizes suitable teaching materials and has teaching
assistants to support his/her teaching process.

6) Personality: Teacher has good personal behavior and good human relations.

Additionally, most of the previous works indicated that the teaching techniques
and personality components are the most important components of good teaching
characteristics.

Knowing of good the teaching characteristics would be benefit for the teacher
in order to improve their teaching style. However, these teaching characteristics

should be adopted in appropriate manner with the educational institute context.

2.1.3 Structural Equation Modeling

Structural Equation modeling (SEM) is a research approach used in many
academic disciplines, including information systems and marketing (Jacobson et al.,
2009). SEM is a general term that describes a large number of statistical models which
are used to test and validate substantive theories with empirical data (Lei and Wau,
2007). This technique combines a measurement model (or Confirmatory Factor
Analysis (CFA)) and structural model into a simultaneous statistical test. The patterns
of relationships between these latent variables are constructed based on the study of
educational theory. SEM is a statistical method to model the relationships among

multiple predictor and criterion variables (Hoe, 2008).
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Lei and Wu (2007) explained that SEM involves several statistical
techniques e.g., Factor analysis, Path analysis, and Regression. These statistics are
used to evaluate two models: a measurement model and a path model.

1) Measurement model: is a measuring of latent variables originated
from psychometric theories. Unobserved latent variables cannot be measured directly
but are indicated by responses to a number of observable variables (indicators).
In social sciences, latent constructs are a set of indirect observation variables (latent
variables) such as intelligence or reading ability. These variables and their
relationships are often gauged by responses to a battery of items that are designed
to tap those constructs. Responses of a study participant to those items are supposed
to reflect where the participant stands on the latent variable. Statistical techniques such
as factor analysis, exploratory or confirmatory, have been widely used to extract
the number of latent constructs underlying the observed responses and to evaluate
the adequacy of each item or variables as indicators for the latent constructs they are
supposed to measure.

2) Path model (also known as “Structural Model”): is a statistical
approach which is an extension of multiple regressions. It involves various multiple
regression models that are estimated simultaneously. This provides a more effective
and direct way of mediation modeling, indirect effects, and other complex
relationships among variables. Path analysis can be considered a special case of SEM
in which structural relations among observed (vs. latent) variables are modeled.
Structural relations are hypotheses about directional influences or causal relations of
multiple variables (e.g., how the independent variables affect dependent variables).

Hence, path analysis (and also the more generalized; SEM) is sometimes referred
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as causal modeling. Because analyzing interrelations among variables is a major part
of SEM and these interrelations are hypothesized to generate specific observed
covariance (or correlation) patterns among the variables, SEM is also sometimes
called covariance structure analysis. The relationship between Measurement model
and Path model can be depicted as shown in Figure 2.1.

In general, every SEM analysis goes through the steps of model
specification, data collection, model estimation, model evaluation, and (possibly)

model modification. Issues pertaining to each of these steps are discussed below.

A
Measurement model A

Figure 2.1 Relationship between Measurement model and Path model

1) Model Specification: a sound model is theoretical based. Theory is
based on findings in the literature, knowledge in the field, or one’s educated guesses,
from which causes and effects among variables within the theory are specified.
Models are often easily conceptualized and communicated in graphical forms. In these

graphical forms, a directional arrow (—) is universally used to indicate a hypothesized
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causal direction. The variables to which arrows are pointing are commonly termed
endogenous variables (or dependent variables) and the variables having no arrows
pointing to them are called exogenous variables (or independent variables).
Unexplained covariance among variables is indicated by curved arrows («>). Observed
variables are commonly enclosed in rectangular boxes and latent constructs are
enclosed in circular or elliptical shapes.

2) Data Characteristics: like conventional statistical techniques, score
reliability and validity should be considered in selecting measurement instruments for
the constructs of interest and sample size needs to be determined preferably based on
power considerations. The sample size required to provide unbiased parameter
estimates and accurate model fit information for SEM models depends on model
characteristics (e.g., model size) as well as score characteristics of measured variables
(e.g., score scale and distribution).

3) Model Estimation: a properly specified structural Equation model
often has some fixed parameters and some free parameters to be estimated from
the data. As an illustration in Figure 2.1, it shows the diagram of a conceptual model
which consist of parameter yand S. That is, when the parameter value of a visible path
is fixed to a constant, the parameter is not estimated from the data. Free parameters
are estimated through iterative procedures to minimize a certain discrepancy or
fit function between the observed covariance matrix (data) and the model-implied
covariance matrix (model). Definitions of the discrepancy function depend on
specific methods used to estimate the model parameters. A commonly used

discrepancy function is derived from the maximum likelihood method.
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4) Model Evaluation: once model parameters have been estimated, one would
like to make a dichotomous decision, either to retain or reject the hypothesized model.
Essentially, a statistical hypothesis-testing problem with the null hypothesis being that
the model under consideration fits the data. The overall model goodness of fit is
reflected by the magnitude of discrepancy between the sample covariance matrix
and the covariance matrix implied by the model with the parameter estimation (a.k.a.
the minimum of the fit function or Fni,). Most measurement of overall model
goodness of fit are functionally related to Fyin. The model test statistic (N-1) Fpin,
where N is the sample size, has a chi-square distribution (i.e., it is a chi-square test)
when the model is correctly specified and can be used to test the null hypothesis that
the model fits the data.

To obtain good teaching characteristics, the good teaching characteristics items
that proposed in previous studies are summarized as a questionnaire. Social research
process is used to survey information from Thai instructors and Thai students.
The good teaching characteristics that appropriate with Thai educational context are
revealed. These good teaching characteristics are used to be initial structure of

knowledge base of the proposed system.

2.2 Thai language processing and application

To develop a system that deals with human language, the basic knowledge
about processing of natural language are required. This section presents
the fundamental of Natural Language Processing (NLP), the characteristics of Thai

language processing, and the linguistic resources for Thai language.
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2.2.1 Fundamental of Natural Language Processing

Natural language processing (NLP) is a widely field that aims to studying
on linguistic processing. The definition of NLP is defined by several scholars as
follows: Hayes and Carbonell (1983) states that “Natural language processing is
the formulation and investigation of computationally effective mechanisms for
communication through natural language”. Liddy (1998: p. 137) states that “Natural
language processing is a set of computational techniques for analyzing and
representing naturally occurring texts at one or more levels of linguistic analysis for
the purpose of achieving human-like language processing for a range of tasks or
applications”. Dale, Moisl and Somers (2000: p. v) states in “Handbook of Natural
Language Processing” that “NLP concern with the design and implementation of
effective natural language input and output components for computational systems”.

According to these definitions, NLP is a process or a technique to analyze
linguistic structure, extracting meaningful information from natural language or
input/product of natural language that human-like. Presently, NLP was implemented
as underneath technique of several tasks that support in building an automatic system,
e.g., Information Retrieval (IR) (Paul and Lisa, 1988: p. 85; Nihalani, Silakari, and
Motwani, 2011), Information Extraction (IE), Machine Translation (MT) (Hutchins
and Somers, 1992: p. 2) and Text Summarization (TS) (Das and Martins, 2007).

To develop the application that could extract or understand the meaning
of text or spoken language. NLP defines the level of linguistics analysis in six levels as

shown in Figure 2.2.
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Pragmatic

Discourse

Semantic

Syntactic

Lexical

Morphological

Figure 2.2 Level of linguistics analysis (Liddy, 1998: p. 138)

2.1) Morphological level: this level has to deal with the smallest
grammatical units of language called “morphemes”. This is the smallest meaningful
pieces of words. For example, the morpheme “ed” at the end of a verb tells that the
action took place in the past. Additionally, simple things like adding the morpheme
“un” to “lawfully” drastically change the meaning of the word.

2.2) Lexical level: this level is concerned with linguistic processing at
the word level and includes such processing including Part-Of-Speech tagging.
When humans hear or read a sentence, they determine that a word can function both as
a verb and as a noun, either a verb or a noun in that particular sentence. Knowing
about Part-Of-Speech of word is useful for word sense disambiguation.

2.3) Syntactic level: this level is concerned the order and arrangement
of words within a sentence convey meaning. For example, the sentence “@5u1s/ua/

whle/ludee/se” contains the same words as “luase/sdilo/eFuiemaass” but the simple

ordering of those words conveys a world of difference in meaning.

2.4) Semantic level: this level is concerned with understanding

the meaning of words within context i.e., humans are able to unambiguously
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understand words when they hear them or read them in a sentence even though many
words have multiple meanings. For example, in the English language, the most
commonly occurring verbs each have eleven meanings (or senses) and the most
frequently used nouns have nine senses, but humans can correctly select the one sense
or meaning that is intended by the author or speaker.

2.5) Discourse level: this level is concerned with units of text larger
than a sentence. Discourse is a newer area of linguistic applications, having begun as
an area of linguistic study in the 1970s. Discourse linguistics is concerned with
the linguistic features that enable humans. For example, to understand the eighth
sentence in a paragraph partly because of the meaning they extracted from the first to
seventh sentences. Discourse is also concerned with utilizing the fact that texts of a
particular type (a.k.a. “genre”) have a predicable informational structure and that
humans use this structure to infer meaning that is not explicitly conveyed at any of the
other levels in the model.

2.6) Pragmatic level: this level is concerned with the knowledge and
meaning that we assign to text using our world knowledge. For example, the phrase
“Third World Countries” does not just mean those three words to a reader. Pragmatic
knowledge brings in a lot of other understanding, such as which are the Third World

Countries and the general socioeconomic conditions in these countries.

2.2.2 Thai language processing
NLP were studied mostly on the European languages which roots of word
are from Latin such as English, Dutch, French, Spanish, etc. Research on Asian
language has thrived in the past few years. There is a workshop initiated in 2001 called

“The Asian Language Resources Workshops”. Since 2006, several conferences
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including COLING/ACL published papers that deal with Bengali, Filipina, Hindi,
Marathi, Thai, Urdu, and Vietnamese (Huang, Tokunaga and Lee, 2006: pp. 209-210).
Thai is a language which is used in some countries of South-East Asia, especially
Thailand. Characteristic of Thai language had studied and described in the following

section.

1) Characteristics of Thai language
Thai language is an attractive language which has been studied by
several researchers. Palingoon (2011: pp. 171-172) has studied and summarized
the characteristics and properties of Thai language as 29 items that some are differ

from English language as shown in Table 2.2.

Table 2.2 Characteristics and properties of Thai language

No. Characteristics and properties

Isolating/Monosyllabic language (fnensa@eynsmlan)

Tone (idva3501gne)

Short and Long vowel (m:é?u-ﬂn)

Final consonant (wéayruzihasi)

Stress (MmyauninEsd)

2N AN I N A

Intonation (vihueadsd)

Word order (msisgsadiauii)
7. - Subject+Verb+Object : SVO (Usgsu+nsen+nisu)
- Topic+comment (¥adlo+aruvens)

Homonym, Homophone, Synonym (shwies e 31 aAnuvnne)

Word formation (msadisfmainvaie)

10. Rhyming words (f1duiandosne)

11. | Classification (shdnvmzum)

12. Special mark for mute consonant (#msus/simmana)
13. | Reduplication (nss)
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Table 2.2 Characteristics and properties of Thai language (continued)

No. Characteristics and properties

14. | Register (szaumsldnimn)

15. | Particle/ ending word (shasie)

16. | Reduced word (msazei)

17. | Serial verb (n3enise)
18. | Syllable structure (TnssaFrawess: C(C) V(V1-5) C)
19. Discourse-oriented language (mu18vaniu)

20. Word space (mirduissaszranam)

21. | Space functions (wihiivesmsifuassa)

22. | Capital letter (lufionusaalwg))

23. | Vowel position (sdumisvesgiease)

24. | Collocation (An)singiaw)

25. Polysemy (fvatenihiinaz dvatenumnine)

26. | Interrogative sentence (152 Teasamlianyazimnig)

27. | Left to Right writing (msieuiesaindnelauan)

28. | Variation of tones to letters (msfusnys)
29. | Diphthong (ﬁwmm%)

According to mentioned characteristics of Thai language, Thai
researchers were studied and identified the obstacle of NLP with Thai language in four
major issues as follows (Sornlertlamvanich et al., 2000; Jirawan and Asanee, 2006;
Sukhum, Nitsuwat and Haruechaiyasak, 2011).

1) Thai language does not have the punctuation marks, such as space
or full stop to identify word or sentence boundary and also does not have the capital
letter.

2) The ambiguous of word meaning when appears in different

position in sentence or in difference context.
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3) There are special word genres, such as Name Entity,
Transliteration word or Phrase from word compounding.

4) Flexible of grammatical structural, some component of sentence
(subject or object) can be omitted.

Furthermore, Palingoon (2011: pp. 179-185) described the effect of
“Electronics grammar” which is an evolution of written style. This is an obstacle
characteristic of language processing e.g., the words which written follow speaking
sound, repeating of vowel or characters, using the group of symbols to represent their
feeling called “emotion”. These special characteristics of written forms usually found
in modern communication system e.g., Short-Messaging-Service (SMS), Web Board,
Chats room, Web Blog or Social media (e.g., Facebook, Twitter, etc.).

According to the characteristics of language and written style as
mentioned above, there are three principal problems of NLP with Thai language are
defined, that are 1) Word segmentation, 2) Sentence segmentation, and 3) Lexicon

ambiguity (Modhiran et. al., 2005).

2) Applications for Thai language processing
To overcome the problems as stated above, there are several

applications were developed to process Thai language as follows.

2.1) Word Segmentation Application
Text segmentation or term tokenization is one of the fundamental
tasks in natural language processing (NLP). Most NLP applications require input text
to be tokenized into individual terms or words before being processed further. For

example, in machine translation, text must first be tokenized into a series of terms
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before it can be further analyzed and translated into another language. For information
retrieval systems, in which the inputs are text documents and text queries, text is first
tokenized into individual terms. The processed terms are then organized into
an inverted file index data structure for fast retrieval. In speech synthesis applications,
the tokenized terms are segmented further into syllables, which are then mapped into
phoneme units. Like Chinese, Japanese, and Korean, the Thai written language is
unsegmented, i.e., it is written continuously without the use of word delimiters
(Haruechaiyasak, Kongyoung and Dailey, 2008). Presently, there are several
application were develop to tokenize Thai language such as SWATH, LibThai, KUcut,
LexTo, TLexs etc.

- SWATH: Smart Word Analysis for Thai (SWATH) is
a general-purpose utility for analyzing Thai word boundaries and inserting predefined
word delimiter codes. The original version was released by Charoenpornsawat (1999).
It can be used to preprocess Thai LaTeX documents. The longest matching and
maximal matching algorithms are used as segmentation algorithm. It also included
the bigram part of speech tagging based on Orchid corpora resource. The latest version
contains 23,944 words in internal dictionary. These words are extracted from Thai
common dictionary and manually added by maintainer.

- LibThai: an open source libraries for Thai language support
which developed by Karoonboonyanan et al. (2001). It performed under Unix/Linux
platform. This library consists of character support, character properties, string
manipulators, string collation, input/output method and word segmenting. The word
segmenting feature of LibThai was implemented the maximal matching algorithm and

selected the minimal number of words for speed optimization in practice. It contains
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23,563 words from Thai dictionary of the Royal Institute of Thailand. The words in
LibThai dictionary are manually added by maintainer.

- KUcut: KU wordcut is a Thai word segmentation program
which proposed in 2003 (Sudprasert and Kawtrakul, 2003). It was continue developed
with Python language and disseminated under the license of Kasetsart University,
NAIST Research Laboratory. It differs from SWATH in aspects of using the novel
unsupervised machine learning algorithm as a main process to segment unknown
words.

- LexTo: Thai Lexeme Tokenizer (NECTEC, 2004; 2006) is a
word segmentation program which obtains the winner award for Enhancing the
Standard of Thai Language Processing (BEST 2009). It was developed by National
Electronics and Computer Technology Center (NECTEC), Thailand. LexTo is an open
source software which released under the license of GNU Lesser General Public
License (LGPL). It uses the longest matching algorithm with the dictionary base. The
initial dictionary of LexTo is derived from the LEXiTRON which consist 42,221
words.

- TLexs: Thai Lexeme Analyser (Haruechaiyasak and
Kongyoung, 2009; NECTEC, 2009) is a word segmentation application which
proposed in the InterBEST 2009 Thai Word Segmentation workshop. It is a machine
learning system which used the Conditional Random Fields (CRFs) as segmentation
algorithm.

Both of the LexTo and TLexs were developed by NECTEC,
which available online via Sansarn website (NECTEC, 2004). The difference between

both is “LexTo” is dictionary based that allows users to add specific words to the
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dictionary. This implies that LexTo is dynamic application. While “TLexs” uses
Conditional Random Field (CRF) as method to segment words. It was already
modeled from a five million word corpus (Thumrongluck and Mongkolnavin, 2011).

This implies that TLexs restricts to add up new specific words into it.

2.2) Part-Of-Speech tagging application

Part-Of-Speech (POS) tagging is usually considered as front-end
preparation process. In the past two decades, most POS tagging systems were based on
a sequential classification approach, decomposing a sequence labeling task into
a series of classification subtasks. The state of the art of tagging was achieved by
virtue of well-developed machine learning method e.g., the Maximum Entropy model,
the Support Vector Machine, etc. (Chen and Kit, 2011). Several Part-Of-Speech
tagging application were released for English language processing. To the best our
knowledge, there are few resources and applications developed to process Thai
language. The Part-Of-Speech tagset and tagging applications are described as

follows.

2.2.1) Thai linguistic corpus and Part-Of-Speech tagset
The existing Thai corpus is divided into two types; Speech
and Text corpus which developed by many Thai Universities. Originally, the goal of
the text corpus is used only inside their own laboratory. From surveying of Kawtrakul
et al., (2002), there are some of Thai text corpus were developed, that are the NAIST
corpus (Kawtrakul et al., 1995) and ORCHID corpus (Sornlertlamvanich,

Charoenporn and Isahara, 1997).
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- NAIST corpus: this corpus introduced in 1996.
The primary aim is to collect document from magazines for training and testing
program in Written Production Assistance system (Kawtrakul et al., 1995). This
corpus is continued collecting and released under the license of NAIST Research
Laboratory, Kasetsart University, Thailand. NAIST corpus consists of 60,511,974
words with the 49 Part-Of-Speech tagset (NAIST, n.d.). These Part-Of-Speech tagset

is shows in Table 2.3.

Table 2.3 NAIST corpus tagset

No.| POS Description Example Words
NOUN
1.|npn Proper noun vheenls $9m57
2.|nnum | Cardinal number Wu wifu naw du etc.
3.|norm | Ordinal Number Marker &
4.|nlab Label noun 1209
5.|ncn Common noun 14 1
6. | nct Collective noun fv wan wisa
7. | ntit Title noun PP YN UNAN
PRONOUN
8. | pper Personal pronoun W1 A Y Y
9.|pdem | Demonstrative pronoun 7 v i
10. | pind Indefinite pronoun Tns q dla a1
11. | ppos Possessive pronoun VYDINY VDU
12. | prfx Reflexive pronoun 199 AB9
13. | prec Reciprocal pronoun fu
14.[prel  [Relative pronoun i & Su
15. | pint Interrogative pronoun My ogls ee1els
VERB
16. | vi Intransitive verb @y e B nedu nsze
17. | vt Transitive verb nja na nule
18. | vcau Causative verb 19 9l




Table 2.3 NAIST corpus tagset (continued)

No.| POS Description Example Words

19.]vces Complementary state verb il o o nande

20. | vex Existential verb 7

21. | prev Pre-verb 92 69 A9 Mae dou

22.|vpost | Post-verb a) 11 Ay 8

23.|honm | Honorific marker NIE NII WIZIY
DETERMINER

24. | det Determiner i

25. | indet Indefinite determiner o Bu othels

ADJECTIVE
26. | ad] Adjective Vi fé Anaudng
ADVERB

27.|adv Adverb NANAY A USH gAY ADU WA

28.|advml | Adverb markerl 28714

29. |advm2 | Adverb marker2 i3l

30. |advm3 | Adverb marker3 Tag

31.|advm4 | Adverb marker4 dn

32.|advm5 | Adverb marker5 anal

CLASSIFIER

33.|cl Classifier Fon wudues ma Usznd 5 et
CONJUNCTION

34. | conj Conjunction war Wid

35.|conjd | Double conjunction ez A e

36. | conjncl | Noun clause conjunction 1 W 1dun 1w
PREPOSITION

37.|prep | Preposition s Tao e a9

38.|prepc | Co-preposition TN AU I
INTERJECTION

39. [int Interjection 1By 90 80 1w Avn 9n3




Table 2.3 NAIST corpus tagset (continued)
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No.| POS Description Example Words
PREFIX
40. | prefl  |Prefixl M3 ANY
41. |pref2 | Prefix2 { 1in
42.|pref3  |Prefix3 17
PARTICLE
43. | aff Affirmative Az ATU 91 ATUMY
44. | part Particle n e Ghudu
NAGATIVE
45. | neg Negative i 4 1%
PUNCTUATION
46. | punc Punctuation
IDIOM
48. | idm Idiom snldyn Sngnlvia
PASSIVE VOICE MARKER
48. | psm Passive voice marker an Tau
SYMBOL
49.|sym Symbol 99 9 % 9

- ORCHID corpus: ORCHID is the code name of

a project for building Thai POS tagged corpus which initiated by a group of

researchers from Communications Research Laboratory (CRL) of Japan and

National Electronics and Computer Technology Center (NECTEC) of Thailand.

This project started in April 1996. The purpose of this project is to prepare Thai

language corpus for linguistic research, especially,

processing Thai language under the computational environment.

developing applications for

The structure of

the ORCHID Corpus consists of 2 types of text, that are the information line,

a line beginning with a “%” character, and the numbering line, a line beginning
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with a “#” character. The Part-Of-Speech label of each word is in the form of

“/[POS]”. The ORCHID corpus used the 47 subcategories as the POS tagset. These

tagset are shown in Table 2.4.

Table 2.4 ORCHID corpus tagset

No.| POS Description Example Words
1.|NPRP Proper noun lad 95 Talsr 1an wae
o1find
2.|NCNM | Cardinal number Vil 60 A 123
3.[NONM | Ordinal number fiwiils Hiaoe Hanw 71 72 73
4.|NLBL Label noun 1234n%ab
5.|NCMN | Common noun M1ide 01115 01A15 AU
6. NTTL Title noun A3. Walon
7.|PPRS Personal pronoun A9 11 WY
8.|PDMN | Demonstrative pronoun 3 1w v A5
9.|PNTR Interrogative pronoun 1ns 9215 penals
10. | PREL Relative pronoun i e ou g
11.|VACT Active verb M Soanag du
12.|VSTA | Stative verb iu § Ao
13.|VATT Attributive verb 871 @ e
14.|XVBM | Pre-verb auxiliary, before negator “li” | ifa iion mad
15.| XVAM | pre-verb auxiliary, after negator “lsi” | Aiov 11 18
16.| XVMM | Pre-verb, before or after negator “lii” | a13 1n8 doq
17.1XVBB | Pre-verb auxiliary, in imperative mood | nzan 24 1wy 061 ¥
18. | XVAE Post-verb auxiliary Nl 31 3y
19. [DDAN | Definite determiner, after noun without | § 1% Toiv wenua
classifier in between
20. | DDAC Definite determiner, allowing classifier &% Ty u
in between
21.|DDBQ | Definite determiner, between noun and |5 3n ifies
classifier or preceding quantitative
expression
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No.| POS Description Example Words
22.|DDAQ | Definite determiner, following NoR 8IU
quantitative expression
23.|DIAC Indefinite determiner, following noun; | 1y 8u saq
allowing classifier in between
24.|DIBQ Indefinite determiner, between noun 119 Y52unel How
and classifier or preceding quantitative
expression
25. | DIAQ Indefinite determiner, following AN 191
quantitative expression
26. | DCNM | Determiner, cardinal number WAy (@0 267
expression
27.|DONM | Determiner, ordinal number expression | finils figes figathe
28.|ADVN | Adverb with normal form 14 52 1 afuaue
29. | ADVI Adverb with iterative form 599 1dwe q 91 9
30. | ADVP Adverb with prefixed form Taes)
31.| ADVS Sentential adverb Taend 535001
32.|CNIT Unit classifier & A aw
33.|CLTV | Collective classifier A NN A9 139 M9 A 1Y u
34.|CMTR Measurement classifier Alansu ud $11ug
35.|CFQC Frequency classifier asqifien
36.| CVBL Verbal classifier RN
37.|JCRG Coordinating conjunction 1A W3 o U
38.| JCMP Comparative conjunction AN WU 1AL
39.|JSBR Subordinating conjunction M3 19910 7 g
40. | RPRE Preposition 10 az ¥949 14 uu
41. | INT Interjection 188 18 199 19 90
42. | FIXN Nominal prefix M3 AnuEynauIY
43.|FIXV Adverbial prefix CYARER)
44. | EAFF Ending for affirmative sentence 32 3% AL A%y Uz U1 100
45.|EITT Ending for interrogative sentence vite mye lvy o
46. | NEG Negator 13 518 14 0
47.|PUNC  |Punctuation IATOIMINGRG ) 13U (,), <, .
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Both of the NAIST corpus and ORCHID corpus were widely
used as principal corpus for NLP researchers to develop a Part-Of-Speech software
package or Web service that handle with Thai language. However, there are only few
software that could deals with Part-Of-Speech tagging for Thai language are available,
e.g.,, SWATH, KUcut, Jitar (with NAIST model), OpenNLP. The description of this
software is as follows.

As mentioned in section of Word Segmentation Application,
the SWATH and KUcut were released as standalone applications; however, there are
some attempts to implement them as service via Internet system.

- Thaisemantics.org: Poltree and Saikaew (2012) create
a website, namely, “Thaisemantics.org” which provided a service to segment Thai
sentences into word and tag their Part-Of-Speech. The proposed services are
developed base on the SWATH and ORCHID tagset.

- KU Wordcut Demo: Sudprasert and Kawtrakul (2003)
were proposed a website which implemented the KUcut as underneath process. The
website called the “KU Wordcut Demo”. The demonstration website was provided
NLP functions as same as Thaisemantics.org website; however, it was developed as
web application which limits the maximum input is 500 characters.

Beside, two mentioned websites; there are some standalone
applications for Part-Of-Speech tagging with Thai language named “Jitar (with NAIST
model)” and “OpenNLP”.

- Jitar (with NAIST model): Jitar is a generally Part-Of-
Speech tagger which is original developed by Daniél de Kok (2010). It is a Java

application based on a trigram Hidden Markov Model (HMM) algorithm. Recently,
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Vee Satayamas, a Thai researcher of NAIST Research Laboratory has released
the Thai Part-Of-Speech model for Jitar. It can access via NAIST website (NAIST,
2011). As same as the KU Wordcut Demo, Jitar with Thai language processing was
modeled based on the NAIST corpus.

- Apache OpenNLP: “The Apache Software Foundation”
developed a Natural Language Processing library called “OpenNLP” (Apache
Software Foundation, 2010). This software library is a machine learning based toolkit.
It supports most common NLP tasks, such as tokenization, sentence segmentation,
Part-Of-Speech tagging, etc. It also supports various European languages. To tag
the Part-Of-Speech for Thai language, the language model was trained and available
for OpenNLP version 1.4, which can access via sourceforge.net website. The
OpenNLP language model is based on ORCHID corpus.

As mentioned before, the word segmentation and Part-Of-Speech tagging
are basic requirement of any application that handle with Natural Language
Processing. In this work, the LexTo is selected as our word segmentation tool because
of its flexibility in recognizing new words that are not included in the dictionary.
In context of student feedbacks where spoken language is used more often than written
one, LexTo appears to be a more appropriate tool. In regarding to the Part-Of-Speech
tagging application, Zeng et al. (2013) presented an experiment about performance of
Jitar and Apache OpenNLP. This experiment revealed that Jitar given a little bit higher
of accuracies than Apache OpenNLP. In practice, Apache OpenNLP provided
the Application Programming Interface (API) with complete of their manual and also
can use it as Command Line Interface (CLI). These characteristics provided benefit for

the developer in order to include it as part of a developed system. While the Jitar only
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provided the Command Line Interface (CLI) and lack of their examples to used it.
Per above reasons, the Apache OpenNLP is selected as Part-Of-Speech tagging in this

work.

2.3 Linguistic resources and dictionary

Linguistic resources and dictionary are very important to Information Retrieval
and Natural Language Processing fields. There are several work used these linguistic
resources in aspect of, referring the meaning of word, finding and computing of word
similarity, and also used as pre-defined categories to classify document contents.
The famous general purposed linguistic resource is “WordNet” (Miller, 1995). It was
invented in English language. There are extended version of WordNet in various
languages e.g., Spanish, Italian, German, French, and Asian language -called
“AsianWordNet” (Sornlertlamvanich et al., 2009). There is an extension of WordNet
which provide the benefit for opinion mining tasks, called “SentiWordNet” (Esuli and
Sebastiani, 2006). Besides, there are the other effort to build the linguistic resource for
opinion mining tasks e.g., Bing Liu's Opinion Lexicon, MPQA Subjectivity Lexicon,
Harvard General Inquirer, LIWC, SenticNet, etc. (Potts, 2011, Cambria and Hussain,

2012).

2.3.1 Lexicon and Thai dictionary

1) WordNet and Senti\WordNet
1.1) WordNet: WordNet is a famous linguistic resource (a.k.a.
“Princeton WordNet (PWN)”). At initial stage, it was developed as part of a project

began in 1985 with a group of psychologists and linguists under the direction of
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George A. Miller at Princeton University's Cognitive Science Library. PWN is
an English linguistic resource which consists of four types of Part-Of-Speech that are
Nouns (n), Verbs (v), Adjectives (a), and Adverbs (r). Vocabularies are organized into
the sets of synonyms which represented of lexicalized concept and semantic relations
link of these synonym sets (Miller, 1995).

The main relation among words in WordNet is synonymy (such as,
the words “shut” and “close” or “car” and “automobile”). Synonyms words that denote
the same concept are interchangeable in many contexts (as illustrated in Figure 2.3).
These synonyms words are grouped into unordered sets with synsets ID. Additionally,
a synset contains a brief definition called “gloss”. Gloss is one or more short sentences
illustrate the use of these synset members. Several distinct meanings of word forms are
represented in many distinct synsets. This network structure of words in WordNet is

made it useful for using in Natural Language Processing and computational linguistics.

74 WordNet 30 Browser 4 El@@

File History Options Help

Search Word: |Lecture =~ Redisplay Overview |

Searches for Lecture: Noun‘ Verb Senses: |

3 senses of lecture

Sense 1
lecture, public lecture, talk — (a speech that is open to the public; "he attended a
lecture on telecommunications")
=> address, speech - (the act of delivering a formal spoken communication to an
audience; "he listened to an address on minor Roman poets")

Sense 2
lecture, speech, talking to — (a lengthy rebuke; "a good lecture was my father's idea
of discipline"; "the teacher gave him a talking to")
== rebuke, reproof, reproval, reprehension, reprimand -- (an act or expression of
criticism and censure; "he had to take the rebuke with a smile on his face")

Sense 3
lecture. lecturing —- (teaching by giving a discourse on some subject (typicallytoa  —
class))
=> teaching, instruction, pedagogy — (the profession of a teacher; "he prepared
for teachina while still in college": "pedagoay is recoanized as an important ¥

"Synonyms, ordered by estimated frequency” search for noun "Lecture”

Figure 2.3 WordNet interface (Synonymy representation)
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1.2) SentiWordNet: a linguistics resource which was developed based
on terminology of WordNet, called “SentiWordNet” (Esuli and Sebastiani, 2006).
This linguistics resource has a specified purpose to support the opinion mining task.
This resource used semi-supervised learning approach to estimate opinion score of
each terminology. The feature set for classifiers obtain from Term Frequency-Inverse
Document Frequency (TF-IDF) and Cosine normalized weighting. The supervised
learning algorithms (Rocchio and SVMs) are used to generate several semi-
independent classifiers. Initializing with a small hand-labeled set (seed set),
this automatic process are generates more labeled data with their opinion score. It uses
WordNet lexical relationships to expand both “Positive” and “Negative” sets of terms.
Terminologies of SentiWordNet and opinion score are stored in a plain text file.

An excerpt of SentiWordNet file structure is shown in Table 2.5.

Table 2.5 An excerpt of SentiWWordNet files structure

POS ID PosScore NegScore SynsetTerms Gloss

a 00001740  0.125 0.000 able#1 (usually followed by
"to") having the
necessary means or
skill or know-how or

a 00002098  0.000 0.750 unable#1 (usually followed by
"to") not having the
necessary means ...

n 00604811  0.000 0.000  teachership#1l the position of teacher
n 00604910  0.000 0.250 thaneship#l the position of thane

v 02768874  0.375 0.125 glow#3 shine intensely, as if
burn#2 with ...
% 02769077  0.000 0.625 gutter#1 burn unsteadily,

feebly, ...
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According to SentiWordnet files structure, these terms score can used
in several style (Kreutzer and Witte, 2013). The six common ways to use these score
are, 1) Sum up all scores, 2) Average all scores, 3) Sum up only for adjectives,
4) Average only for adjectives, 5) Average of all non-zero scores, and 6) Majority
vote.

Although, there are general purposed linguistic resources available to
access, however, those linguistic resources were developed base on European
language. To develop a system that handles with Thai language processing, Thai
dictionary is another important linguistic resource that should be concerned. Several
existing of Thai dictionary is available and it also provides services both in online and
offline e.g.,, LEXiTRON, LongDo Dictionary, the Royal Institute Dictionary and
SEAIlang library, etc. (Charoenporn et al., 2003, Metamedia Technology, 2003,
TICFIA Program, 2005, The Royal Institute, n.d.). LEXiTRON is a famous Thai

linguistic dictionary that many researchers are referencing.

2) LEXiTRON

2.1) LEXiTRON: (Charoenporn et al., 2003) is the first Thai-English
corpus-based dictionary which is a project of Human Language Technology
Laboratory of NECTEC. LEXIiTRON was started in 1994. The structure of
LEXIiTRON is defined by a set of sample sentences and usages. In addition to their
basic information, it provides Part-Of-Speech, classifier, verb pattern, synonym,
antonym, and pronunciation. It was aimed to be a dictionary for writing. Most of
the lexicons are originated from the dictionary developed for using with the Machine
Translation project (the research and development of Multi-lingual Machine

Translation System for Asian countries, 1987-1997). These information and word
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entry are suitable for both human and machine use. The first version of LEXiTRON
was launched in 1996 as a CD-ROM dictionary for human use. Recently, after
a concentrated revision, the second version was released under the open source
concept for the contents. It is available in both stand-alone and on-line versions at

NECTEC website (NECTEC, 2003). An example screenshot is shown in Figure 2.4.

o]
Dictionary Edit Online Option Help
LEXiTRON | N15@inin U | fwn | (] auto search
As@nu Entry ‘
AN FNEA |4
<-- Lexitron Thai-English --= MsFnEIRUA
o ASHN®A...
ndnu kam-suik-sa:/ [N] education o msfnungaiiias
Syn. msBuu, msfinunaEeu,nsfnen,maadoy, | msfinenen
mMsGauE, NG if 1 . AsHNEIUaNsTUL
Example : nsinwnTusminadavin i wfeuas S ANEILANANT...
ud&suldann nsdnEAuan...
Related word: msiEau, msiFaus, nsianFoy, fnun || psdnedouie
nsFnENsrITRe
s TnNENsYE RN
y [ | ] \ NS ANEALawIEnsel | ¥
view Select | Textview d : 5;:
B

Figure 2.4 LEXIiTRON Dictionary interface

2.3.2 String similarity approaches
Gomaa and Fahmy (2013) had studied and categorized several similarity
algorithms that related with text processing. Those algorithms were roughly separated

into two groups including: 1) Text similarity and 2) Semantic similarity.

1) Text similarity
In text similarity, there are several algorithm were proposed e.g.,
Longest Common Substring (LCS), Levenshtein, Jaro, Jaro-Winkler, etc. These

algorithms are “Character-based”. Another type of text similarity is “Terms-based”
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e.g., Block distance, Cosine similarity, Dice’s coefficient, Jaccard similarity, Overlap
coefficient, etc. Details of some algorithms were presented as follows:

1.1) Jaro similarity: The Jaro algorithm is commonly used for name
matching in data linkage systems. It is suitable and provides good performance for
short text length. It account for insertion, deletion and transposition. The algorithm
calculates the number ¢ of common characters (agreeing characters that are within half
the length of longer string) and the number of transpositions t. A similarity measure is

calculated as Equation (2.1).

simjam(sl,SZ):E c ¢ ¢t (2.1)
3\ [sl] |s2] ¢

1.2) Jaro-Winkler similarity: Base on the Jaro algorithm, W.E.
Winkler improves performance of the traditional Jaro algorithm by applying ideas
from empirical studies. The empirical studies revealed that there are fewer errors
typically occur at the beginning of texts data. The Winkler increases the Jaro similarity
measure for agreeing initial characters (up to four). It is calculated as Equation (2.2).

sim,;, (S1,52) = sim

ink jaro (81,52) + % (1.0—sim,, (sL,s2)) (2.2)

With p being the number of agreeing characters at the beginning of
two strings, where p = max(po, 4). For example: “peter” and “petra” have p=3, while,

“peter” and “peter pan” have p=4.

1.3) Jaccard similarity: The Jaccard is a simple similarity method
which computed the number of shared term over the number of all unique terms in

both strings. Although, it was categorize into Term-based similarity, however, it can
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perform in level of n-sequence characters (a.k.a. n-grams). A similarity measure is
calculated as Equation (2.3).

Sim_ g (s1,52) =1-—> 2.3)
p+g+r

Where p is number of term co-occurrence for both s1 and s2. q is

number of term that only occur in s1. r is number of term that only occur in s2.

2) Semantic similarity

In semantic similarity, Gomaa and Fahmy (2013) -categorized
similarity approaches into three types including: 1) Corpus-base similarity,
2) Knowledge-based similarity, and 3) Hybrid similarity. The first one is “Corpus-base
similarity” which using complicated computation with large linguistic corpus to
extract similarity score. There are several famous approach in this type e.g.,
Hyperspace Analogue to Language (HAL), Latent Semantic Analysis (LSA),
Pointwise Mutual Information (PMI), Normalized Google Distance (NGD), etc.
The second type of semantic similarity is “Knowledge-based similarity”. This type
requires a well structure of linguistic relationship to identify the closer of word
meaning. The last one is “Hybrid similarity” which applies several approaches as
described above to identify the semantic similarity of word.

Semantic computation based on WordNet is a type of Knowledge-
based similarity. WordNet is a famous linguistics resource which several researchers
utilized to compute semantic similarity of word. Semantics similarity techniques on
WordNet can be categorized into four main groups (Varelas et al., 2005) that are:

1) Edge Counting Methods: Measuring the similarity between two terms (concepts) as
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a function of the length of the path linking the terms and the position of the terms in
the taxonomy, 2) Information Content Methods: Measuring the difference in
information content of the two terms as a function of their probability of term
occurrence in a corpus, 3) Feature Based Methods: Measuring the similarity between
two terms as a function of their properties (e.g., their definitions or “glosses” in
WordNet) or based on their relationships to other similar terms in the taxonomy, and
4) Hybrid Methods: This method combines several method of the previous groups.
Term similarity is computed by matching synonyms, term neighborhoods, and term

features. The popular methods of semantics similarity are described as follows:

2.1) Hirst-St-Onge: In 1998, Hirst and St-Onge proposed a semantic
measurement. This is a measuring of semantic relatedness that two lexicalized
concepts are semantically close, if their WordNet synsets are connected by a path that
is not too long and does not change direction too often. The strength of the relationship

IS given by:

Sim, (c1,¢2) = C —len(c,,¢,) —k xturns(c,,c,) (2.4)

Where C and k are constants (in practice, they used C = 8 and k = 1),
and turns(cy,c,) is the number of times the path between c¢; and ¢, changes direction. if

no such path exists, Simys(cl, c2) is zero and the synsets are deemed unrelated.

2.2) Leacock—-Chodorow: Leacock and Chodorow proposed
a technique which rely on the length len(cl, c2) of the shortest path between two
synsets for their measure of similarity. However, they limit on IS-A links and scale the

path length by the overall depth D of the taxonomy. The similarity is given by:



45

(2.5)

sim . (c1,c2) =—log (Mj

2D

2.3) Resnik: Resnik’s approach is the first technique that bring
ontology and corpus together. The idea of this technique is the similarity between
a pair of concepts may be judged by “the extent to which they share information”.
Resnik defined the similarity between two concepts lexicalized in WordNet to be
the information content of their lowest super-ordinate, Iso(c1, c2):. The similarity is

given by:

sim__(c1,¢c2) =—log p(lso(cl, c2)) (2.6)

res

Where p(c) is the probability of encountering an instance of a synset ¢

in some specific corpus.

2.4) Jiang—Conrath: Jiang and Conrath’s approach is an information
content. However, they used the conditional probability of encountering an instance of
a child-synset given an instance of a parent synset. Thus the information content of
the two nodes is the most specific and plays a part. Notice that this formula measures

semantic distance in the inverse of similarity. The similarity is given by:

Sim,. (c1,¢2) = 2log(p(lso(cl, ¢2))) - (log(p(c1)) +log(p(c2)))  (2.7)

2.5) Lin: Lin’s approach is similarity measure approach which follows

the Jiang and Conrath theory. But, there is different fashion form of Sim;c.

2xlog p(lso(cl, c2))
log p(cl) +log p(c2)

Sim, (cl,¢c2) = (2.8)

lin
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Recently, another technique of semantics similarity is proposed.

This technique was proposed by Kamps et al. (2004).

2.6) Kamps: It implements the idea of famous psychological theory,
called “the Charles Osgood’s theory of semantic differentiation” with WordNet.
They used semantic differential technique with the several pairs of bipolar words to
scale the responses of subjects to words, short phrases, or texts. An example of bipolar
words such as “active/passive”, “good/bad”, “optimistic/pessimistic”, “positive/negative”,
“strong/weak™, “serious/hnumorous”, “ugly/beautiful”, etc. This technique defined
a function to measure the relative distance of a word to the two reference words, called
“the evaluative factor (EVA)”. For example, measuring of word w is having semantic
closest with any words between “good” and “bad”: can be defined are shown in
Equation 2.9.

d(w,bad) —d(w, good)

EVA(w) =
W) d(good,bad)

(2.9)

Where d is the distance between two words which obtain by used
semantic similarity approach as mentioned above. However, the boundary positions of
words on the opposite site are not entirely justified. Using the geometry of triangle
rule, the EVA function is redefined as Equation 2.10.

(d(w,bad) —d(w, good)) x ((d (w,bad) +d(w, good))

EVA (W) = d*(bad, good)

(2.10)

In addition, there are other factors could be used, e.g., “the potency factor
(POT)” and “the activity factor (ACT)”. These factors used same equation with

the difference types of pair of word references.
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According to those semantics similarity approaches as mentioned above,
the semantic similarity based on WordNet resource is an attractive approach to use in
the development of an efficient opinion mining framework that can handle with Thai
student’s feedback. Moreover, the LEXiTRON, SentiWordNet and Machine Learning
technique would be collaborate with WordNet to extract useful knowledge from

student feedback to indicate teaching performance of teacher.

2.3.3 Association Measurement
Extraction of collocation from a corpus is a well-known problem in
the field of natural language processing. It is typically carried out by employing some
kind of a statistical measure that indicates whether or not two words occur together
more often than by chance (Petrovic et al., 2006). There are three algorithms that most

widely used in extraction task as follows:

1) Pointwise Mutual Information (PMI): It is a measure that comes
from the field of information theory. It measures the amount of the occurrence of one
word from given information of the other word as Equation 2.11.

PMI (x,y) = Iogz% (2.11)

Where x and y are words and P(x), P(y), P(xy) are probability of

occurrence of words X, y, and digram xy.

2) Chi-square test (x?): It emerges from the fields of statistics which
deal with hypothesis testing. The hypothesis is accept “null-hypotesis” if “word x and

y occur together by chance”). It defined as Equation 2.12.
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=Y (2.12)

Where Oj and Ej; are observed and expected frequencies in a

contingency table.

3) The Log-Likelihood ratio (LL): It is a statistical test based on
the likelihood ratio, which expresses how many times more likely the data are under
one model than the other. Similarly Chi-square test, data are presented in contingency

table. It defined as Equation 2.13.

o}
G’ = Zoij log E—J (2.13)
ij ij

2.4  Opinion Mining

2.4.1 Overview of Opinion Mining

A popular field of data mining that deals with the human attitude and
their expression is “Opinion Mining (OM)” (a.k.a. “Sentiment Analysis”). OM is
interdisciplinary between Information Retrieval (IR) and Natural Language Processing
(NLP). The aim of OM is an attempt to take advantage from vast amounts of user’s
feedback by analysis and extracts with the sophisticated process and presents
the formal knowledge. Several researchers reviewed main processes and also
classified OM in several groups of characteristics e.g.; Bhuiyan, Xu and Josang
(2009); Lee, D., Jeong and Lee, S. (2008); Abbasi, Chen and Salem (2008); Tsytsarau

and Palpanas (2012). The overview of Opinion Mining can be depicted as Figure 2.5.
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Figure 2.5 Overview of Opinion Mining

According to studying of Lee et al. (2008), OM research can be divided
into three major research areas, including:

I.  Development of linguistic resource.

Il.  Sentiment classification.

I1l. Opinion summarization.

In the development of linguistic resource areas, researcher emphasizes to
construct linguistic resource for describing how authors express inter-subjective and
ideological position. This area involves with linguistics theory such as Appraisal
theory (Martin and White, 2005; Whitelaw, Garg and Argamon, 2005), Rhetorical
structure theory (Heerschop, Goossen and Hogenboom, 2011) and computational
linguistics. The result of this area is a lexicon that can be used as linguistics resource

for the two remaining areas.
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The last two areas of OM research are “Sentiment classification” and
“Opinion summarization”. They are much overlapping of process and results (They
can be called “Subjectivity Analysis”). This subjectivity analysis composed of three
steps: 1) identification, ii) classification and iii) aggregation. ldentification and
classification steps are involved with sentiment classification process. The result of
these steps is producing sentiment values for texts paragraph. The identification step is
a task to identify text paragraph or sentence into factual (Objective) or opinion
(Subjective) texts. The classification step is to locate the position of texts on two
polarities (binary categorization) such as “positive/negative”, “good/bad”, or
classification on multi-classes categorization such as “positive/negative/neutral” (a.k.a.
“discrete categorization”). Furthermore, this step measured the numeral rates value of
opinion on each polar called “strength of polarity”. Esuli and Sebastiani (2005, 2006)
defined the steps of sentiment classification as three specific subtasks that are
1) Determining subjectivity: Deciding whether a piece of text is factual or subjective
(i.e. expresses an opinion about a particular topic), 2) Determining polarity: Deciding
whether the expressed sentiment of a subjective piece of text is positive or negative,
and 3) Determining strength of polarity: Grading the intensity of the expressed
sentiment in a subjective piece of text. The first task of these steps can be considered
as the identification step; while the two remain tasks are the classification steps.

Besides the step in sentiment classification, there is the last step of
opinion summarization that is the aggregation step. This step involved in aggregate of
sentiments scores (strength of polarity) from previous steps and presents them as
textual summarization, overall scores, feature scores, or visualizes them as graphs or

charts, etc. Overall, these steps are mostly utilized several sophisticated approach that
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related with statistical and mining techniques, machine learning or artificial
intelligence (especially, involved with linguistics computational).

Considering of “Level of Analysis”, Bhuiyan et al. (2009) had studied
and proposed the taxonomy of OM which represented as a hierarchy structure.
Bhuiyan’s taxonomy divided OM into three sub-categories based on level of analysis
including: document level, sentence level and feature-based level. The process of
analysis is corresponding with the step in sentiment classification area.

Document level is classifying the overall sentiments expressed by
the authors of the entire document text (can be considered as text paragraph).
The purpose of this level is to determine whether the document is positive, negative or
neural about a certain object. The sentence level is subtle level that performs in two
steps: i) ldentify each sentence as subjective or objective and ii) Classify and
determine their sentiment (positive, negative or neutral) whether it is a subjective
sentence. Furthermore, it is possible to analyze more subtle in phrase level (Wilson,
Wiebe and Hoffmann, 2005). The phrase level is related with noun/verb phrase of
sentences that is the source of opinion on object. The document and sentence level
always has roughness analyze (a.k.a. “Coarse-grained analysis”) (Clayton et al., 2011).
Recently, there is a special case of OM, named, “Feature-based level”. It is categorized
as “Fine-grained analysis” which is more detailed of analysis on feature of
the interesting object. Feature-based level comprise of three tasks: (i) Extract object
feature that are commented (ii) Determine their sentiment and (iii) Group feature
synonyms and produce a summary (Hu and Liu, 2004; Liu, 2011). The analysis
process of feature-based level is similar with general OM analysis process. However,

there is some difference in the aspect of this level considered and analyzed each
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feature of an object as an independent object. The feature-based level is useful for
supporting the decision of customer who concerns on some features of an object.
In fact, basic process of analysis in feature-based level utilizes the coarse-grained
analysis.

Considering of “Approaches”, Tsytsarau and Palpanas (2012)
summarized approaches of OM analysis into four groups. They are 1) Machine
learning, 2) Dictionary, 3) Statistical, and 4) Semantic approaches. The machine
learning approach is a sophisticated solution that had been most frequently exploited
in the classification problem. Normally, this approach comprises of two-steps: (i) learn
the model from a training data, and (ii) classify the unseen data based on the trained
model. The dictionary approach relies on a pre-built dictionary that contains several
vocabularies and their meanings. The dictionary approach can also combine with
machine learning methods in order to analyze the opinion. The statistical approach
used the mathematical and statistical method as computational model. This approach
requires the large linguistics corpus. Frequency of word occurrence is used to identify
polarities of words. The semantic approach based on formal structure and annotated
dictionary. This approach use the relative shortest distance of “synonym” relation to
identify polarities of words. In addition, these approaches can be categorized into two
groups based on their resource used, that are corpus-based and dictionary-based
groups. The corpus-based group used unstructured data to find co-occurrence patterns
of words to determine the sentiment of words or phrases. The dictionary-based group
used synonyms and antonyms in structured data to determine word sentiments

(Bhuiyan et al., 2009). The approaches that classified as corpus-based group are
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statistical approach and machine learning approach, and the remaining approaches are
in dictionary-based group.

Several existing works of OM, e.g., Mcdonald, et al. (2007), Yessenalina,
Yue and Cardie (2010), etc. revealed the trend of OM research in last few years.
They are focusing on analysis in subtle level, mixed of different level of analysis and
combine several approach of analysis. They give more fine grains of results and can

also summarize as overall of satisfactions on products or services.

Definition in Opinion Mining
In commercial field, there are some important basic terminology and
definition that related with “Opinions Mining” are described by Liu (2011: pp. 418-

422) as follows:

Definition (object): An object O is an entity which can be a product,
person, event, organization, or topic. It is associated with a pair,
O: (T, A), where T is a hierarchy of components (or parts), sub-
components, and so on, and A is a set of attributes of O.
Each component has its own set of sub-components and
attributes.

Example 1: A particular brand of cellular phone is an object. It has a set
of components, e.g., battery, and screen, and also a set of
attributes, e.g., voice quality, size, and weight. The battery
component also has its set of attributes, e.g., battery life, and

battery size.
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Definition (opinion passage on a feature): An opinion passage on
a feature f of an object O evaluated in d is a group of
consecutive sentences in d that expresses a positive or negative

opinion on f.

Definition (explicit and implicit feature): If a feature f or any of its
synonyms appears in a sentence s, f is called an explicit feature
in s. If neither f nor any of its synonyms appear in s but f is
implied, then f is called an implicit feature in s.

Example 2: “battery life” in the following sentence is an explicit feature:
“The battery life of this phone is too short”. While, “This phone
is too large”. “large” is an implicit feature that imply to the Size

feature.

Definition (opinion holder): The holder of an opinion is the person or

organization that expresses the opinion.

Definition (opinion): An opinion on a feature f is a positive or negative

view, attitude, emotion or appraisal on f from an opinion holder.

Definition (opinion orientation): The orientation of an opinion on
a feature f indicates whether the opinion is positive, negative or

neutral.

2.4.2 Machine Learning and Statistical approaches for Opinion Mining
As described in previous section (Overview of opinion mining),

the opinion mining process consists of three sub-tasks: 1) Determining subjectivity
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2) Determining polarity and 3) Determining strength of polarity. Determining
subjectivity task aims to decide the given sentence comprise of factual or opinion.
While the last two sub-tasks attempt to indicate the polarity direction of given opinion
sentence and identify the strength of these polarity direction. Follow of these sub-
tasks, the supervised machine learning is the most widely used technique that
implemented in opinion mining process. This section explains some well-known
features in opinion mining, supervised machine learning and statistical technique that
implement in opinion mining tasks (Sukhum, Nitsuwat and Haruechaiyasak, 2011;

Shelke, Deshpande and Thakre, 2012; Haymohammadi, Ibrahim and Othman, 2012).

1) Feature types

To implement supervised machine learning technique in opinion
mining, the appropriate feature set is a necessary component to train a machine
learning model. There are several types of feature that used to train machine learning
model as follows:

- Words: word is common type of feature that used in opinion mining
process. It is basic structure of sentence. A word consists of sequence of consonants
and vowels. In English, each word is separated with the blank space character.
The punctuation character is used to indicate the boundary of sentence. While Asian
language e.g. Chinese, Japanese, Thai, etc. does not have the punctuation marks to
identify word or sentence boundary.

- Part-Of-Speech (POS): derived from word feature, POS is used to
indicate the function of each word in sentence. There are several types of POS defined

depend on their language. In WordNet, four types of POS include Noun, Verb,
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Adjective and Adverb are defined. In ORCHID and NAIST corpus (as mentioned in
Section 2.2.1), several type of POS with more subtle categories are defined.
- Cues words: these words are the context word in sentence.

These words are useful to imply the given sentence consists of important information

w ¥ =} v

such as “eonl” (wish), “asee” (shall), etc. Also, includes “@romiiouniu’ (t00), “uann”
(but), and the negation word.

- Keywords and synonyms: Keyword and synonym words are
phrases or sets of word feature. Keywords are the important words in the interested
domain. Synonyms are the different words that have the same meaning with a word.

- Term position: the position is a feature type which probably effects
on decision of the polarity of sentence. This is the numeral value that obtained from
position of words or keywords in a sentence or paragraph. For example, In English
sentence, many words in text paragraph contains positive words throughout; however,
there is a presence of a negative sentiment at the end of sentence. It will influence on

deciding role to determine the sentiment of sentence.

2) Feature representation

To analyze those aforementioned features, there are two types of
feature representation includes 1) Term Frequency-Inverse Document Frequency and
2) N-gram (Pang, Lee and Vaithyanathan, 2002; Jotheeswaran, Loganathan and
Madhu Sudhanan, 2012).

- Term Frequency-Inverse Document Frequency (TF-IDF):
TF-IDF is a common type of data representation. This model is a vector space model
that considers the text paragraph as documents. A document (d) is represented as

vector (v) in the dimensional space of documents (D). The Term-Frequency (TF) is
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the number of occurrence of this term is given by term frequency which denoted by
freq(x,d). The association of a term x with respect to the given document d is measured
by the term-frequency matrix TF(x,d). The term frequencies are assigned values
depending on the occurrence of the terms. TF(x,d) is assigned either zero, if
the document does not contain the term x. Otherwise, The number could be set as
TF(x,d) = 1 when term x occur in the document d. Beside direct use of term frequency,
the relative term frequency is a kind of term occurrence representation. It is the term
frequency versus the total number of occurrence of all terms in document. The term

frequency is generally normalized by Equation 2.14:

TF(x,d) = {O freq(x,d) =0 (2.14)

1+log(1+log  freq(x,d))) Otherwise

The Inverse Document Frequency (IDF) represents the scaling factor
of TF. The importance of a term x is scaled down if term occurs frequently in many
documents due to its reduced discriminative power. IDF(x) is defined as follows in

Equation 2.15:

IDF(x) = log (1|+d|[|)|} (2.15)

Where |D| is total number of document in corpus, |d,| is the number

of documents that contains term x. According to Equation 2.14-2.15 the complete of
TF-IDF model is obtained by multiplication of each TF(x,a) with their own IDF(x)
value. In case of misspelling, error typing, stemming, the syntactic or semantic

similarity computation can apply to decide the word is occurred in a document.
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Moreover, the dimensionality reduction technique such as Principal Component
Analysis, Chi-Square Attribute selection, Information-Gain, etc. can used to obtain
the importance features.

- N-grams: Instead of using individual words as features. A technique
called “n-gram” is invented to generate dataset. The n-gram dataset is generated by
placing a small window over a sentence or a text, in which only n words are visible at
the same time. The simplest n-gram dataset is Unigram model (n=1). This is a model
in which we only look at one word at a time. In fact, n-grams start to become interesting
when n is two (abigram) or greater. For example, a sentence “o113dyaisaliliiafie”
(Teacher speaks a little faster). After text segmentation process, the sequences of term

“p1a136/ wa/ 13 Tl fiafls” are obtained. Variant length of n-gram data can generate

from this term sequences, For example:

s

Unigram: “e1138” , “wa”, “52”, “l”, “fiafls”

Bigram: “e115d_wa”, “ya_i527, “52_N/”, “l_iiaile”

Trigram: “e1130_wa 1527, “wa_152_NI”, 952 _dlails”

N-gram could apply with TF-IDF model or directly uses as features in
machine learning technique. In same fashion, n-gram can use with the Part-Of-Speech

features.

3) Machine learning and Statistical approaches
The machine learning provided benefits to decrease time-consuming
of human activity and still retain the efficiency equivalent with the human
performance. Recently, the machine learning becomes the popular technique that uses
in several tasks of opinion mining e.g. Wiebe and Riloff (2005) used the Naive Bayes

classifier to identify subjective sentence, Bullington, Endres and Rahman (2007)
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classified the genre of answer in open-ended question with Support Vector Machine.
Hu and Liu (2006) extracted product feature with the Class Sequential Rule
(an extended of association rules), Pang, Lee and Vaithyanathan (2002) classifies
the given sentence into binary-categories (positive or negative), etc. This section
explains the four well-known supervised machine learning technique that used in
opinion mining tasks including: 1) k-Nearest Neighbors, 2) Association Rules,

3) Naive Bayes, 4) Support Vector Machine, and 5) Artificial Neural Network.

3.1) k-Nearest Neighbors

“k-Nearest Neighbors” (kKNN) is a lazy learning method in
the sense that no model is learned from the training data. Learning only occurs when
a text example needs to be classified. KNN is simple and most yet effective classes of
classification algorithms in use. Their principle is based on the assumption that,
the class of a new yet unseen occurrence is likely to be that of the majority of its
closest “neighbor” instances from the training set. Thus the k-nearest neighbor
algorithm works by inspecting the k closest instances in the data set to a new
occurrence that needs to be classified, and making a prediction based on what classes
the majority of the k neighbors belong to. The notion of closeness is formally given by
a distance function between two points in the attribute space. An example of distance
function typically used is the standard Euclidean distance between two points in
an n-dimensional space, where n is the number of attributes in the data set. The kNN

algorithm is shown in Algorithm 2.1.
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Algorithm 2.1: Basic kNN Algorithm

Input : D, the set of training objects,
z, the test object which is a vector of attribute values, and
L, the set of classes label
Output : ¢; € L, the class of z
Steps :
For Each objecty € D do
Compute d(z,y), the distance between z and y;
end
Select N < D, the set (neighborhood) of k closest training object

for z;

C, = argmax ZyeN I (v =class(c,))

vel
Where 1(e) is an indicator function that returns the value 1 if its

argument is true and 0, otherwise.

Liu (2011) explain using of kNN algorithm in sentiment
classification as follows: Suppose we have two classes of data that is Positive class
(#) and Negative class (). The test data point is (®). If 1-nearest neighbor (k=1) is
used, the test point will be classified as Positive class. If 2-nearest neighbor (k=2) is
used, the class cannot be decided. Because of there are different classes of two closest
neighborhoods. If 3-nearest neighbor (k=3) is used, the Positive class is assigned
corresponding with the majority class of its closest neighborhoods (as depicted in

Figure 2.6).
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k=1

Figure 2.6 An example of KNN classification

3.2) Association Rules

“Association Rules” (AR) is a mining technique that attempts to
extract pattern of data co-occurrence relationships and represents in set rules
(Antecedent and Consequent) with their satisfaction score (Support and Confidence).
The classic application of association rule mining is used with the market basket data,
which aims to discover how items purchased by customers in a store are associated.
An example association rule is

“Cheese”, “Beef” — “Beer” [Support=10%, Confidence=80%]

A rule consist of two measurements of rule strength that are
Support and Confidence. This rule says that there are 10% of customers buy “Cheese”,
“Beef” and “Beer” together, and those who buy “Cheese” and “Beef” also buy “Beer”
with 80% of the time.

The formal statement of association rule can explain as follows
(Agrawal, Imielinski and Swami, 1993): Let | = {iy, I,..., in} be a set of items. Let D
be a set of transactions, where each transaction T is a set of items such that T < |I.
Associate with each transaction is a unique identifier, called its TID. We say that

a transaction T contains X, a set of some items is I, if X < T. An association rule is
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an implication of the form X - Y, where Xc l,Yc l,and XY = . The rule X —
Y holds in the transaction set D with confidence c, if ¢% of transactions in D that
contain X also contain Y. The rule X — Y has support s in the transaction set D, if s%
of transactions in D contains X U Y. The best known mining association rule algorithm

is the Apriori algorithm as shown in Algorithm 2.2.

Algorithm 2.2: Apriori algorithm (Liu, 2011)

Input : T, the set of transaction,
minsup, the threshold of minimum support,
Output : F, the set of overall frequent itemsets
Steps :
C1 « all transaction T,
Fi «{f|f e Cy, f.count/n >= minsup} # find 1-frequency itemsets
For (k=2; Fy.1 # J; k++) do # find k-frequency itemsets
C, « Candidate-gen(F.1); # call Algorithm 2.2.1
For Each t € T do
For Each ¢ € Cydo
If ciscontainedint then c.count++;
end
end
Fr «{ ¢ € Ci| c.count/n >=minsup}
end

return F« {F, U ... UFu1 U FRG;




63

Algorithm 2.2.1: Candidate-gen function (used in Algorithm 2.2)

Input : Fy.; , the set of transaction that have support value >= minsup,
Output : Cy, the candidate of frequent itemsets
Steps :
Ck« ;
Forall fi, f, € Fya
with f; = {iy, ..., ika, ikayand f, = {iy, ..., ika i'k1}
and i1 <i’k1 do
€<« {iy, ..., ik1, I 'k1}; //join the two itemsets f; and f,
Ck < Cx {c};
For Each (k-1)-subset s of ¢ do
If (s ¢Fy.1) then delete ¢ from Cy;
End
End
Return Cy;

Association rule mining is loop works in two steps:

1) Generate all frequent itemsets: A frequent itemset is an itemset
that has transaction Support above minsup.

2) Generate all confident association rules from the frequent
itemsets: A confident association rule is a rule with Confidence above minconf.

In classification tasks, a technique called “Classification Based on
Association (CBA)” is a widely used technique in several fields (Liu, Hsu and Ma,
1998; Kim et al., 2009). In opinion mining, a type of rules set that obtain by
an extended of association rule called “Class Association Rule (CAR)” is used with
this technique. The idea to generate rules of CAR is a bit different from Apriori

algorithm, in aspect of all selected rules are fixed as consequent values as Class label.



64

To classification with CBA, there are three rules should be concerned to decide
the class for the new unknown data point when several association rules are appeared
(Waiyamai and Pongsiripreeda, 2005):

1) If the confidence value of rule no. 1 is greater than the rule
no.2, then rule no.1 is important than rule no.2.

2) If the confidence value of rule no. 1 is equals to rule no.2, then
considered the support value. If the support value of rule no. 1 is greater than rule
no.2, then rule no.1 is important than rule no.2.

3) If both of confidences and supports of all rules are equal,
the rule that early generating is important than another rules.

However, if several rules have same confidence and support
values are existed. The majority classes that obtained for these rules are assigned to

the new unknown data.

3.3) Naive Bayes

“Naive Bayes” (NB) is a simple probabilistic model based on
the Bayes rule along with a strong independence assumption. It involves a simplifying
conditional independence assumption. In text classification tasks, Naive Bayes is
an effective algorithm; because of the conditionally independent of the data on each
other. This assumption does not affect the accuracy in text classification by much, but
this assumption makes fast classification algorithms applicable for the problem.
Moreover, it is particularly suited when the data inputs are high-dimensionality.
Naive Bayes classifier assigns the class ¢c* = argmax. P(c | x), to a given document x.

This classifier is based on Bayes’ rule as shown in Equation 2.16.
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P(c)P(x|c)

Pclx) = P(X)

(2.16)

Where P(x) plays no role in select c*. To estimate
the term P(x|c), Naive Bayes decomposes it by assuming the x; are conditionally

independent given c class as shown in Equation 2.17.

PE([7,Px 10))
P()

Pi(C]X) := (2.17)
Where m is the number of features and ¥; is the feature vector.

Consider a training method consists of a relative frequency

estimation P(c) and P(x; |c). Despite its simplicity and the fact that it’s conditional

independence assumption clearly does not hold in real-world situations. Naive Bayes
tends to perform well and optimal for certain problem classes with highly dependent
features. The computational example of Naive Bayes classifier can be illustrated
below (Kantaradzic, 2003):

1) Given training dataset consisting of three features (A1, A2 and
A3) with target class (C). The objective is to assign the class to the new unknown data

point, X = {A1=1, A2=2, A3=2, C=?}. The detail of training dataset is as follows:
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2) Compute prior probabilities P(C) of the classes:
P(C=1) =4/7 =0.5714 and P(C=2) = 3/7 = 0.4286

3) Compute conditional probabilities P(x; | ¢;) for every features

value of the new unknown X = {Al1=1, A2=2, A3=2, C=?}:

P(A1=1|C=1)=2/4=0.50and P(A1=1|C=2)=1/3=0.33
P(A2=2|C=1)=1/4=0.25and P(A2=2|C=2) =2/3=0.66
P(A3=2|C=1)=1/4=0.25and P(A3=2|C=2) =2/3=0.66

4) Under the assumption of conditional independence of features,

compute conditional probabilities P(X | C) will be:

P(X|C=1) = P(AL=1]|C=1)x P(A2 =2]|C=1)
x P(A3 = 2| C=1)
= 0.50 x 0.25 x 0.25 = 0.03125
P(X|C=2) = P(AL=1|C=2)x P(A2=2]|C=2)

x P(A3=2|C=2)

0.33 x 0.66 x 0.66 = 0.14375
5) Obtain the proportional value of P(C|X) by multiplying these
conditional probabilities P(X |C) with corresponding prior probabilities P(C):
P(C =1| X) » P(X | C=1) x P(C=1)
=0.03125x 0.5714 = 0.0179
P(C =2| X) ~ P(X | C=2) x P(C=2)

= 0.14375x 0.4286 = 0.0616
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6) Find their maximum of probabilities value:
P(C=?| X) = argmax{P(C =1| X) , P(C =2| X)}
= argmax{0.0179, 0.0616} = 0.0616
According to argmax. P(c | x) results, the new unknown data
X = {Al=1, A2=2, A3=2} is belongs to the class C = 2 with the maximum probability

value 0.0616.

3.4) Support Vector Machine

“Support Vector Machine” (SVM) is a supervised machine
learning technique which developed by Vapnik in 1995. It has been applied
successfully in many text classification tasks and provides several principal
advantages: first, SVM is robust in high dimensional spaces; second, any feature is
relevant to use in classification; finally, it is robust when there is a sparsely set of
samples (Saleh, MartiN-Valdivia, Montejo-RaEz and UrefiA-L6Pez, 2011). In opinion
mining, Support Vector Machines have been applied in order to classify a set of
opinions as positives or negatives.

The basic idea of SVM is to find an optimal hyperplane to
separate two classes with the largest margin from pre-classified data. After this
hyperplane is determined, it is used for classifying data into two classes based on
which side they are located. By applying appropriate transformations (kernel function)
to the data spaces, then compute the separating hyperplane. SVM classification can be

depicted as Figure 2.7.



68

margin

(w-x)+b=1

(W-x)+b=0

(W-x)+b=-1

v

Figure 2.7 Supporting hyperplanes and margin of SVM

To build a classifier, SVM finds a linear function as Equation

2.18.
f(x) = (W-x)+b. (2.18)
So that an input vector x; is assigned to the positive class if

f(xj) >0, and to the negative class otherwise, as Equation 2.19.

1 if(w-x)+b>=0
Vi = . (2.19)
-1 if (w:x)+b<0
With the margin of SVMis (d+ +d.) = ﬁ

Khairnar and Kinikar (2013) demonstrated a computational
example of linear SVM classifier with 1-dimensional of dataset as follows:
1) Given training dataset consisting of one feature (X1) with

target class (C).
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X1 C
0 +1
1 -1
2 -1
3 +1

2) Kernel function plays vital role in SVM classification.
The appropriate transformation function (kernel function) uses to map these data
points to feature space. Commonly used kernel functions are “Linear function”,
“Polynomial function” and “Gaussian Radial Basis Function (RBF)” (Liu, 2011).

To demonstrate, a simple polynomial function is selected,
K(x) = <x>d , Wwhere d = 2, is used. This means multiplying the X1 feature value to

power of 2 (X1%). This mapping result is stored in X2 feature.

X1 X2 = K(X1) C
0 0 +1
1 1 -1
2 4 -1
3 9 +1

3) Finding the three hyperplanes that correspond with

following functions;

(w-x)+b=1 (Positive class),
(w-x)+b=-1 (Negative class), and
(w-x)+b=0 (Hyperplane).

These Equations can expand as follows:
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- Positive class: wix; + WX+ b =1

- Negative class: wix; + Woxo+ b =-1

- Hyperplane: wix; + WX, +b =0

4) Solve w and b for Positive and Negative classes.

- Positive class: wix;+ WX +b =1

w1(0) + w,(0) + b = 1 (data points no.1) and
w1(3) + w,(9) + b = 1 (data points no.4)

- Negative class: wix; + wox, + b = -1 (data points no.2 and
no.3)

w1(1) + wp(1) + b = -1 (data points no.2) and
W1(2) + Wp(4) + b = -1 (data points no.3)

Using linear algebra with this simple example, the optimal
solution of above systematic Equations are w; = -3, wp, = 1, and b = 1. Generally,
numerous of features in training dataset, the parameter estimation of SVM is
complicated process. Transforming of these Equation into Lagrangian form and using
a numerical optimization process called “Quadratic programming” is find solution.

5) Substitution these optimal value: w; =-3,w, =1, andb =1
in systematic Equations. The hyperplane of each classes are obtained as follows:
- Positive class: wix;+woxo+b =1
(-3)x1+ (x,+1=1
X2 = 3Xq

- Negative class: wix; + Woxo+ b =-1
(-3)x1+ (x,+1=-1

X, = -2 + 3%
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- Hyperplane class: wix; + woXo+b =0
(-3)x1+ (x,+1=0
Xo =-1+ 3%

6) New co-ordinate (X2) of each hyperplane is produced as

follows:
X1 | X2 | Hyperplane Positive Negative(X2) | C
(X2) (X2)
00 -1 0 -2 +1
1] 1 2 3 1 -1
2 | 4 5 6 4 -1
319 8 9 7 +1
. 2
The margin of SVM can computed by M ;
Margin = 2 -2 -06324555

\/le FW, .+ W \f(—S)Z +(1)?
To classify, the new unknown data point X1=2.8, wy = -3, wp = 1,

and b = 1. Substitute X1 value and compute X2 with polynomial kernel function.

<W'X>+b WiX1 + WoXo + b

-3(2.8) + 1(2.8%) + 1= 0.44

According to Equation 2.18, this new unknown data point
obtained result greater than 0, it belongs to the +1 class.

Beside, using SVM in classification task, there is development of
SVM for function estimation called “Sequential Minimal Optimization algorithm for

Support Vector Machine Regression (SVR)” (Smola and Scholkopf, 2003). SVR has
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the same properties as the traditional SVM which using the margin maximization and
kernel trick for non-linear mapping. The goal of SVR functionis to estimate
the parameters weight vector (w) and bias (b) of function that best fit to the training
data. By approximating all pairs (x;yi)) from training dataset, while maintain

the differences between estimated values (y’) and real values (y) under the soft margin

(e precision). This idea can be depicted as Figure 2.8.

y » Solution: y +» Minimize:
o1 2 1 5 N R
mm—”u“ ZllF+¢ (3 &)
E 4 &
2 ‘1‘:“»\-_,'_2) /1,, +z 2” “ ; i LI
- Constraints: ot 0
v,—wx,—b<¢g g ¢« Constraints:
vi—ux; —b<eté
Wy, +b—1, <€ - ! =
wy, +bh-v, se+&
St 20
x X

Figure 2.8 (A) Traditional SVM and (B) SVM Regression

(Smola and Scholkopf, 2003)

Similarly traditional SVM, the SVR can write as a convex
optimization problem. However, traditional SVM is not allowing some error that data
point are exceeds the £ margin. To deal with noise data in the training data, some
additional variables are applied in the soft margin of SVR function. The slack
variables (&) deal with infeasible constraints of the optimization problem by imposing
the penalty to the excess deviations which larger than g, and an arbitrary constant C
(C > 0) is the trade-off parameter between the margin size and amount of errors.

The SVR can be revised as a primal optimization problem as Equation 2.20.
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Minimize |(w,&) = %||W||2 +C> (&, £).C>0

yi—(w,x)-b<e+§
Subjectto < (w,x)+b-y, < g+g% (2.20)
£.6 20

To obtained the optimize solution of weight vector (w), slack
variable (&) and bias variable (b), Equation 2.20 would be solved by using
the quadratics programming method, in Lagrangian dual problem form (See more

details, Smola and Scholkopf, 2003).

3.5) Artificial Neural Network

“Artificial Neural Network” (ANN) is a machine learning
technique which several previous studies indicated that it provided good performance
for many classification task (Sharma and Dey, 2012; Ghiassi, Skinner and Zimbra,
2013; Khatri, Singhal and Johri, 2014). The inspiration of ANN is biological neural
network model. The basic computational unit of ANN is a neuron. A neuron consists
of several dendrites which used to retrieve inputs data. These inputs were computed
and aggregated inside a cell body, than a result was passed to the terminal axon which
connects with other dendrites (synapse) of next neuron node. Based on this biological
characteristics, ANN simulate a set of computational processors which interconnected

and operated in parallel fashion in each own small sphere (as depict as Figure 2.9).
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Figure 2.9 Biological and Artificial Neural Network Model

(Maltarollo, Honorio and Ferreira da Silva, 2013)

In mathematical terms, a neuron of ANN (k) is the weight sum of
multiplication between inputs (x) and their weight (w) in m-dimensional. This process
can express in vector notation as a scalar product of two m-dimensional vectors

(as shown in Equation 2.21).

net, =X -W (2.21)
Where

X :{XO’Xi’XZ""’Xm}’ W :{WkO’Wk]jWkZl"'!ka}

Finally, an artificial neuron computed the output (yx) with a certain
function which used nety value as input. This function called “Activation functions”

(Equation 2.22).

Y, = f(net,) (2.22)

Some commonly used activation function are given in Table 2.6



Table 2.6 A neuron’s common activation function (Kantaradzic, 2003, p. 198)
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Activation Function

Input / Output Relation

Example graphs

Hal'd Limit l if net 2 O Hard limit function
10 if net<0 )
Symmetrical { 1 if net 2 0 Sysmetrical Hard limit function
y= : s
- -1 if net<0
Hard Limit )
Linear y =net Linear functio
Saturatlng Linear 1 if net > 1 Saturating Linear function

y=<net if net>0&net <]
0 if net<0
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Table 2.6 A neuron’s common activation function (continued)

Activation Function Input / Output Relation Example graphs
Symmetrlc Saturatlng 1 |f net > 1 Symmetric Saturating Linear function
) - ' > _ < . :

Linear y=<net if net>-1&net<1
-1 ifnet<-1
Log-Sigmoid 1 Log-Sigmoid function
Yy e o :
1+e -
HyperbOIiC Tangent . enet == eine[ Hyperbolic Tangent Sigmoid function
y — enet i e—net e
Sigmoid

There are several kind of Artificial Neural Network Models were
developed e.g. Discrete Hopfield, Kohonen Self-Organizing Map, Fuzzy Associative
Memory, Boltzmann Machine, Perceptron, Backprogagation, etc. (Suh, 2012).
In learning process of these ANN model, there are four common parameters which are

affected and used to determine performance of model as follows:
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1) Number of Hidden Layers: in most neural network models,
the number of hidden layers is either manually decided at the beginning or is
determined automatically by the training dataset. For example, a multiple-layer
perceptron with continuous output, used non-linear function as activation function,
there is one hidden layer with an arbitrarily larger number of neuron nodes. However,
there is no unified theory yet as to how many hidden layers or nodes are needed.

2) Number of Hidden Nodes: there is no way of determining good
network architecture just from the number of inputs and outputs. Therefore, simply
trying several networks with different number of hidden nodes, and choose the one
with the least estimated generalization error is the best technique.

3) Early Stopping: Sometime neural-network model was learned
very long time, because it involves training and validation. To reduce this learning
time, a method called “early stopping” is used. It can perform as follows:

- Divide the available data into training and validation sets.
This can decrease the complexity of data.

- Use a large number of hidden nodes. The greater number of
nodes make easier to distinguish and generated the useful rules. But this also increases
calculation time.

- Use very small random initial values. An initial value usually
setting between -0.1 to 0.1. This small value prevents all nodes reach the same state.

- Use a slow learning rate. Slow learning helps to avoid
oscillation of the result.

- Compute the validation error rate periodically during training.

- Stop training when the validation error rate “starts to go up”.
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4) Convergence Curve: To determine how many iterations process
should be stopped? The total mean-square error for the neural-network can be used to
determine the oscillation rate for convergence.

For classification, an Artificial Neural Network need to learning
pattern from training data, with some parameter setting as mentioned above.
An example learning process of ANN (Backpropagation) is illustrated in Algorithm

2.3.

Algorithm 2.3: Backpropagation Learning process (Suh, 2012)

1. Set the parameter of the network.

2. Set the uniform random numbers for weight vector Wyn, Why
and bias vector ¢, , 4,

3. Obtain an input training vector X and the desired output
vector T.

4. Calculate the output vector Y as follows:

net[h] = > WIil[h]x X [i] - ¢[h]

4.1 Calculate the output vector H in the hidden layer.
4.2 Calculate the output vector Y (used activation

function).

net[ j] :ZW[h][j]x H[h]-6[]]

Y[j]l= f(net[j])
5. Calculate the value 6.
5j :Yj (l—Yj)(Tj —Yj)
5.1 Calculate the value ¢ in the output layer.
5.2 Calculate the value &.
& =H,A-H,)> W5,
j
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6. Adjust the weight.

6.1 Atthe output layer: AW, =nd;H,, AO, =-ns,

6.2 Atthe hidden layer: AW, =70, X;, A§, =-n0,

7. Update W and 6.
7.1 At the output layer:

Wyhj :Wym- +AWyh,-’ 9yj = ¢9yj +A9yj

7.2 Atthe hidden layer:
Whh =WXih +AWXhJ_, Hhh = ehh +A¢9hh

8. Repeat steps 3-7 until the network converges.

With the advantage characteristic of ANN that deal with non-linearity
problem. Besides, using ANN in classification task, a type of ANN for regression task
was proposed by Hall et. al., (2009) called “MLPregressor”. This ANN is
implemented in “WEKA” application. It consists of a single-hidden layer of Multi-
Layer Perceptron (MLP). The difference of this model is using numerical optimization
method called “Broyden-Fletcher-Goldfarb-Shanno  (BFGS) method” to obtain
optimized weight vector. These optimized weights are given by minimizing based on
the squared error plus a quadratic penalty (ridge parameter). The ridge parameter is
used to determine the penalty on the size of the weights. The “quadratic penalty”
refers to the squared sum of weights exclude the non-bias, which is multiplied by
the ridge parameter before being added to half the mean-squared error. All attributes
and target output are standardized. Instead of linear function, this regression model

used the logistic function as the activation function in each units of model.
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3.6) Linear Regression
“Linear Regression” is a statistical technique to estimate or
predict an output value from given input data. The mechanic of regression is finding
the best line to fit between variables, so that one variable can be used to predict

the other. It can formal written as Equation 2.23 (Bhardwaj, n.d.; Kantaradzic, 2003).
Y =a+ pBX (2.23)

Where Y is dependent variable vector (responses), X is independent
variable vector (predictor), and «, g are regression coefficient. These coefficients can
be solved by the method of least squares, which minimizes the error between
the actual data points and the estimated line. The residual sum of squares is often
called the sum of squares of the error about the regression line and it is denoted by

SSE (as shown in Equation 2.24).
SSE=D e/ =D (yi~y)' =D (v, —a~px)’ (2.24)
i=1 i=1 i=1

Where vy is the real output value given in the data set, and y’ is a
responses value obtained from the model. Differentiating SSE with respect to « and S

can written as Equation 2.25-2.26.

OSSE L
a T e .
OSSE 3
ﬁ_—z iz_l (y, —ax, - i) (2.26)



81

Setting these partial derivatives equal to zero (minimization of
the total error) and solve for the « and g, then re-arrange these result. The coefficient

aand S are obtained as Equation 2.27-2.28.

Zn: yi Zn:X|
a=| 2 (2.27)
n i yiixi
ini i=1 i=1
p== i (228)
n {Z Xi}
2N

For example, given the sample data in the form of a table (Figure 2.10
(left)). Computing the « and g coefficient follow the Equation 2.27 and 2.28.

The regression line can depict as Figure 2.10 (right).

X ,'.l'

1 10

8 ° 4 1.031-+0.920x
11 11

4 5 ’

3 2 - 2 4 )é( 8 10

Figure 2.10 Linear regression line

Linear function is a simple case of prediction model with one input

variable. For several input variables, linear function is extends to Multiple Linear
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Regression model (MLR). MLR is used to model the linear relationship between
a dependent variable and one or more independent variables. MLR is based on least
squares: the model is fit such that the sum-of-squares of differences of observed and
predicted values is minimized. The model expresses the value of a dependent variable
as a linear function of one or more predictor variables and an error term (as Equation

2.9).

Vi=a+BX+ LXK, tot BX, tE (2.9)

Where x; is value of k™ input values, « is regression constant, S are
coefficient on the k™ inputs and e is error term. With numerous of coefficient variables
estimation, the numerical iteration technique such as Newton-Raphson method,
Conjugate Gradient method, Expectation—Maximization method were popular used to
obtain the optimal solution instead of using Linear algebra.

These statistical approaches and well-known machine learning
technique are wildly used in several tasks of mining process. This work would
experiment with these well-known machine learning techniques on Thai student’s
feedback. The performance of machine learning on several types of features are

compared and presented in next chapter.

2.5 Related work

2.5.1 Opinion Mining in Non-Educational field
In the last decade, OM was an attractive field to study and review by

many researchers e.g., Abbasi et al. (2008), Zhou and Chaovalit (2008), Tsytsarau and
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Palpanas (2012) summarized OM research from 1997 to 2009. Continuing from
the previous studies, this study review recent trend of OM research starting from 2010
to present and summarize in three perspectives as depicted in Figure 2.5. These three
perspectives consist of: 1) Research area: the areas of OM that previous studies are
concerned. 2) Level of analysis: these levels of OM that previous studies are analyzed,
and 3) Analysis approaches: the analysis approach that previous studies are used.
The selected of previous studies on OM with their experimental dataset are shown in

Table 2.7.

Table 2.7 Selected previous studies on OM (Non-Educational field).

Research| Levels of Analysis
areas analysis approaches |Experimental
Authors R1/R2 R3|L1/L2/L3|L4|A1:A2:A3/A4| Dataset
Year 2011
Bollegala, Weir and Carroll | o | o oo o e Product review
(2011)
Drury and Almeida (2011) o o oo . o | News corpus
Engonopoulos et al. (2011) ° o e o e Product review
Hu and Li (2011) . o i e o Product review
Neviarouskaya, Prendinger | e oo . o Develop Holistic
and Ishizuka (2011) lexicon
Sarvabhotla, Pingali and . o o o e Movie review
Varma (2011)
Wang and Liu (2011) . o o Telephone
conversation

Wu and Tan (2011) . o . Product review
Xia, Zong and Li (2011) . . . Movie review
Zhang et al. (2011) . oo | e o Product review
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Table 2.7 Selected previous studies on OM (Non-Educational field) (continued)

Research | Levels of Analysis
areas analysis approaches | Experimental
Authors R1iR2: R3 [L1iL2iL3;L4|A1iA2:A3:A4| Dataset
Year 2010
Balahur, Kabadjov and o o o o . Blogs
Steinberger (2010)
Das and Bandyopadhyay o o oo oo News corpus
(2010)
Du et al.(2010) o o e . Product/Service
review
Fu and Wang (2010) o o . News corpus
He (2010) o ° oo Product review
Hui and Gregory (2010) o oo . Blogs
Kechaou, Benammar and ° e ol e . Product review
Alimi (2010)
Khan, A., Baharudin and ° . o o Movie reviews
Khan, K.(2010)
Nishikawa et al. (2010) o o o . Restaurant
reviews

Yan-Yan, Bing and Ting o o o i e Product review
(2010)
Yessenalina, Yue and . . o . Movie reviews/
Cardie (2010) Political debate

Research areas:

(R3) Opinion summarization

(R1) Development of linguistic resource, (R2) Sentiment classification,

Levels of analysis: (L1) Document level, (L2) Sentence level, (L3) Word (Phrase) level, (L4) Feature-base

Analysis approaches: (A1) Dictionary approach, (A2) Machine learning approach,

(A3) Statistical approach, (A4) Semantic approach

Most of the previous studies are paid attention on the feedback of

customer in commercial fields. The commercial field is an attractive field because
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there are vast amounts of user-generated-contents that spread over the World Wide
Web. The data are easily to elicitation via internet resources e.g., weblog, discussion
forum, e-mail, social media, etc.

According to Table 2.7 on the Level of analysis and the Analysis
approaches, most of previous worked indicated that they utilized the machine learning
and statistical approaches as main process and usually analyzing in subtle level

(in Sentence or Word (Phrase) level).

2.5.2 Opinion Mining in Educational field
To the best of our knowledge, there are only few studies were adopted
OM in educational filed. The summarization of OM in educational fields in recently

year is shown in Table 2.8.

Table 2.8 Previous studies on OM (Educational field).

Research | Levels of Analysis
areas analysis approaches
Authors R1/R2{R3|L1L2 L3;L4|ALl;A2:A3;A4| Dataset
Year 2012
Leong, Lee and Mak o i o i . Student's
(2012) feedbacks
(SMS)
Ramadoss and Kannan o o o Student
(2012) feedbacks
Year 2011
El-Halees (2011) o | o . . Student
discussion on
web forum
Jordan (2011) . o i e o i e Student
feedbacks
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Table 2.8 Previous studies on OM (Educational field) (continued)

Research Levels of Analysis
areas analysis approaches

Authors R1/R2:R3|L1L2{L3{L4A1:A2:A3;{A4| Dataset

Year 2010
Abd-Elrahman, Andreu o i o . . Student
and Abbott (2010) feedbacks
Kannan and Bielikova e i o | o ie e i e Educational
(2010) feedbacks

Research areas: (R1) Development of linguistic resource, (R2) Sentiment classification,

(R3) Opinion summarization
Levels of analysis: (L1) Document level, (L2) Sentence level, (L3) Word (Phrase) level, (L4) Feature-base
Analysis approaches: (A1) Dictionary approach, (A2) Machine learning approach,

(A3) Statistical approach, (A4) Semantic approach

Kannan and Bielikova (2010) proposed a conceptual framework of
a system called “The Institution Ecosystem”. This conceptual framework used
K-means and Intuitive clustering approach to mining stakeholder’s feedbacks
(Employee, People, Parent and Student). Taxonomy from these feedbacks is created.
They visualize the data in high dimensional spaces. Pattern and relationships of
taxonomy was discovered through the correlation and classification technique.

Abd-Elrahman, Andreu and Abbott (2010) analyzed the data from course
evaluation. Manually categorizes are analyzed against with the automatically
co-occurrence counting categorizes. Five major elements of the teaching process were
defined: 1) Course, 2) Instructor, 3) Assessment, 4) Material, and 5) Delivery.
A simple statistical formula called “Teaching Evaluation Index (TEI)” is proposed.
TEI compute the ratios of counting data from both manners (Manual and Automatics)

into quantitative information. The result indicated that the performance of automatics
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co-occurrence-base analysis and human manually has strong correlation and
correctness.

El-Halees (2011) used OM to evaluate the quality of course.
The student’s feedback sentences which discussed on web forum were selected as
resource. Differ from Abd-Elrahman, Andreu and Abbott (2010) as mentioned above,
five major features of teaching were extracted including: 1) Teacher, 2) Content,
3) Exams, 4) Marks, and 5) Books. The three popular machine learning methods:
K-nearest, Naive Bayes and Support Vector Machine were applied to classify
feedback. The classifier was classifying feedback into bipolar of opinion (Positive and
Negative) following the five pre-defined features and visualizes opinion score as
bar graph of each feature in a course.

Ramadoss and Kannan (2012) proposed a teaching evaluation system that
collected the feedbacks from students. The purpose system consists of three types of
questions: 1) Rating scale question, 2) Multiple choices question, and 3) Short
descriptive question. They used OM to analyze the answer of short descriptive
question. The explicit features of opinion were extracted from rule-base patterns,
while the implicit feature is ignored. The result showed that the rule-base patterns
provided the highest rate of precision and recall.

Jordan (2011) explored the hidden dimensions of teaching quality from
the student’s feedback that questionnaire were not coverage. Text pre-processing
techniques (stop-word removing and word stemming) were applied to filter the noise
data. Inverse Document Frequency (IDF) and K-means algorithm were used as basic
process to analyze and identify the quality of teaching. Principle Component Analysis

(PCA) was used to reveal the core component that most students concerned.
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The last but not the least, Leong, Lee and Mak (2012) proposed
a teaching evaluation system called “SMS Response management System (SMSRS)”.
This system is a platform independent web-application. The system allows audience in
a class to send their responses and feedback via Short Message Service (SMS).
SMSRS deal with the error typing and emotion expression in SMS. The feature and
opinion were extracted through rule-base patterns. The exploratory data analysis was
used to group each feature into a concept. The concept was visualized and ranked
as bar chart and network graph following the terms of frequency and percentage
of occurrence.

These existing works as mentioned above are compared as shown

in Table 2.9.

Table 2.9 Comparison of existing work of OM in educational field

Authors Approach Representation Polarity Scoring
categorizes

Kannan - Extraction: - Taxonomy Binary-class - Count of
and Pattern matching hierarchical (Positive/Negative)  word
Bielikova (Rule base) - Visualization (high occurrence
(2010) - Classification: dimensional spaces)

K-means &

Intuitive clustering
Abd- - Extraction: 5 categories Binary-class - Count of
Elrahman, Manual/Automatic  (pre-defined from (Positive/Negative)  word
Andreu word counting comments) occurrence
and Abbott - Classification: 1) Course 2) Instructor :TEI index
(2010) Matching with 3) Assessment 4) (ratio of

keyword list Material and 5) Pos/Neg

Delivery word)
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Table 2.9 Comparison of existing work of OM in educational field (continued)

Authors Approach Representation Polarity Scoring
categorizes
El-Halees - Extraction; 5 categories (pre- Multi-classes Count of word
(2011) Association rule defined from (Positive/Negative/  occurrence
mining comments) Neural) (% of Pos/Neg
- Classification: 1) Contain 2) Teacher word)
Machine learning 3) Exams 4) Marks and
(NB, kNN, SVM)  5) Books
with keyword list -Visualization (Bar
chart)
Ramadoss - Extraction : 15 categories (pre- Binary-class Count of word
and Kannan Pattern matching defined from close-end  (Positive/Negative)  occurrence
(2012) (Rule base) questions)
- Classification :
Matching with
keyword list
Jordan - Extraction : 3 majors categories Multi-classes Count of word
(2011) TF-IDF, with 11 sub-categories  (Positive/Negative/  occurrence
PCA—SVD (pre-defined from Neural)
- Classification : previous studies)
K-Means
Leong, Lee - Extraction : Top 4 categories Binary-class Count of
and Mak Pattern matching 1) Lecture 2) Pace 3) (Positive/Negative)  linking
(2012) (rule base) Jokes and 4) Teacher between word

- Classification :
Exploratory data

analysis

(ranking follows % of
word occurrence)
-Visualization
(Network graph)

on graph

Table 2.9 revealed that the sentiment classification and opinion summarization

are attracted research area in educational field. The machine learning and statistics

approach are the most popular processes to extract and classify data. Analyzing

was performed in sentence level. Data usually categorize into binary classes.
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Several numbers of teaching characteristics are predefined and represented based on

the quantity of observed data (counting of word occurrence).

2.5.3 Opinion Mining with Thai language

Sriphaew, Takamura and Okumura (2009) described the potential process
for an opinion mining to work on some other language by applying the existing
methods with some language-specific information, labeled of the target languages and
machine translation services.

For subjective/objective identification, the simplest way to classify
whether the given text is subjective or objective is to use the terms or structure
of text as cues for identification. For example, a sentence that contains the term
which express the feeling such as “I think that” or “I feel that”, is usually subjective
sentence, or texts that are under the topic of “review” or “comment” can be assumed
as an opinionated texts. To apply this for Thai, the lexical cues can directly
defined in order to detect the subjective sentences from the objective ones, but
the pre-process of word segmentation and sentence boundary detection must be
applied beforehand.

For sentiment classification, several techniques have been developed to
find out the semantic orientation of the opinion. The orientation can be classified into
three classes named “positive”, “negative” and “neutral”. Sentiment classification can
be performed in different levels of granularity of text, i.e., word, phrase, sentence,
paragraph or document. Most of the techniques are based on machine learning
approach where the labeled data is provided for learning the classification model.
This is a main obstacle to the resource-scarce language such as Thai since such

labeled data is not available and it consumes considerable time and large human
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efforts if we want to construct one. However, some techniques for cross-lingual
analysis can make it feasible by using machine translation services as tools to
translate the English labeled corpus to the other target languages, then applying
learning technique for cross-learning on the corpus.

In additional, extracting the features of the entities or topics are extracted
with their underlying opinions. A feature or aspect can be an attribute, component
or a function of an entity. For example, the picture quality, size and weight can be
the features of a camera. To implement this task, mining technique is applied to extract
the features or aspects of the entities by finding the noun phrases that are usually
occurred with the terms that express the opinion.

In the last decade, several Thai researchers attempt to develop an opinion
mining process that deals with Thai language. These previous work have
characteristics which correspond with the description by Sriphaew et. al.(2009).
However, it is experiments in commercial fields. List of previous work as follows:

Haruechaiyasak, Kongthon, Palingoon and Sangkeettrakarn (2010)
constructed Thai language resource for feature based opinion mining. These lexicons
were designed to distinguish lexicons into two types: Domain-dependent and Domain-
independent lexicons. The domain-dependent starts by setting the domain scope such
as digital camera. The next step is to design a set of features (main-features) and sub-
features associated with the given domain. Finally, the polar words lexicon is
constructed. These words represent either positive or negative views on features.
The other type of lexicon is domain-independent. It consists of with six different types
of words including: 1) Particles (ending word which make politeness sentence),

2) Negative words, 3) Degree words, 4) Auxiliary verbs, 5) Prepositions, and



92

6) Stop words. To collect more lexicons, linguistics patterns called “Dual pattern
extraction” IS constructed to extract more features and polar word from the untagged
corpus.

Thumrongluck and Mongkolnavin (2011) developed an automatics
system to summarize Thai consumer product reviews. This system extract feature of
product by Term Frequency-Inverse Class Frequency (TFICF), an extended of TFIDF
model which consider co-occurrence between terms and classes. To determine their
polarity, the initial words list (seed words) is created, Then the related words is
expanded with WordNet. The Reverse-Distance-Weight (RDW) is a weighting score
technique for the opinion word term position that surrounds the feature word.
The summation of weight score is used to determine polarity direction.

Kongthon, Haruechaiyasak, Sangkeettrakarn, Palingoon and Wunnastri
(2011) extended the previous works of Haruechaiyasak et. al.(2010). The lexicon
about hotel reviews is used to develop an opinion mining system called
“HotelOpinion”. This system is a feature-based level that can compare between
difference hotels. Their polarities of each feature are obtained by summation of total
number of positive and negative words occurrence.

Sukhum, Nitsuwat and Haruechaiyasak (2011) studies to identify
the opinion sentence in political news. The performance of three well-known machine
learning techniques: k-Nearest neighbors, Naive Bayes, and Support Vector Machine
against with several types of text features are compared. Experiments are conducted at
sentence level. The experimental results indicated that Naive Bayes classifier with
prior-knowledge base features (Clue words, Keywords, and Name Entity) given

the overall performance (Precision, Recall, and F-measure) higher than 0.80.
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Pongtanu, Rungwarawut, Arch-Int, N. and Arch-Int, S. (2012) classified
the customer satisfaction. The experiment performed at document level. The two
machine learning techniques: Decision tree and Naive Bayes are compared against
with the term presence model of keywords. The results indicated that Decision tree
delivered an average of accuracy at 95.50%, while Naive Bayes delivered an average
of accuracy at 95.33%.

Phawattanakul and Luenam (2013) mined the suggestion of Thai
television program reviews. The aim of this work is similar to the subjective/objective
identification tasks. The process of this works consists of two parts: 1) constructing
knowledge based and 2) classifying each suggestion in the reviews as either
“suggestion” or “non-suggestion” sentence. In first part, their knowledge base consists
of four types of words including: 1) Domain-dependency (DW), 2) Part-Of-Speech
(POS), 3) Domain wordlists (DW), and 4) Association wordlist (AW). The first two
are obtained with Thai text-processing application. The third word type is considered
and selected by expert domain, while the fourth word type is obtained by association
rules mining. To classify, this knowledge base is used to extract and tag the important
words in sentence. Combination of several word types are generated and represented
in TF-IDF model. The Support Vector Machine is used as classifier. The result
indicated that SVM with the feature that comprise the word, POS, and AW tagging
given the better performance (Precision is 0.83, Recall is 0.94, and F-measure is 0.88).

The last but not the least, Apisuwankun and Mongkolnavin (2013) extend
the previous work of Thumrongluck and Mongkolnavin (2011). This work aims to
identify the opinion strength score. A technique called “Human coder subjective

judgment” that derived from Thelwall et al. (2010) is used. This technique uses expert
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to assign the strength score of individual word lists of bipolar in 5 scales (Positive: +1
to +5, Negative: -1 to -5). This score uses with some syntactic rules of word order.
For example, a word obtained 4 strength score of positive, if there is a negative word
appeared in front of them, the polarity will be inverted to negative. The training
dataset is generated from short sentence with these rules by fixed the strength score as
target class. Association rule mining is implemented to obtain the significant rules.
The opinion strength score obtained by summation of the strength score of overall
sentence.

According to the previous work, the machine learning technique showed
the significant of performance. However, the human effort is still required. This work
aims to develop a system which uses the hybrid approach that combines the machine
learning, statistical approach and semantic approach. The machine learning and
statistical approach provide the significant of performance, while the semantics
approach makes more accuracy of classification similar to using human manually.
Moreover, this work focuses in the educational domain. Thai student’s feedback is
analyzed in sentence level and represented as feature based level (fine-grain analysis).
This proposed system provides the benefit to indicate the quality of individual

teaching based on the good teaching characteristics categories.

2.6 Summary

According to the related theoretical and previous studies, there are only few
works, which adopted OM in the educational data. Most of the previous work of OM

is developed on European language. To the best of our knowledge, there is no
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implementation of OM in order to analyze and extract information from educational
feedback that expressed in Thai Language.

Firstly, the social research technique is implemented to identify the component
of good teaching characteristics that correspond with Thai educational context.
Then study about adapt OM approach with Thai student's feedback and design
a framework to extract information form Thai student feedbacks.

Secondly, to develop a system that can be analyzed and extracted useful
information about teaching process from Thai student’s feedback. The process of
analysis is based on the opinion mining steps. Several instruments are implemented
e.g.,, Thai language applications, Linguistics resources, the machine learning
technique, statistical technique and semantics computational technique are combined
in order to develop this proposed system.

Finally, the useful information from this proposed framework are stored
in database. This information can be used to indicate the strength or weakness in
teaching process of individual teacher.

The rest of this dissertation is organized as follows: developing process of
a knowledge extraction system from online teaching evaluation system is described
in the Chapter 3. Chapter 4 explained the experiments and results of this study,

the conclusion and future work is presented in the Chapter 5.



CHAPTER 3

RESEARCH METHODOLOGY

This chapter presents the methodology to develop a framework to extract
knowledge and useful information from online teaching evaluation. Methodology of
this study is described as follows:

3.1 Methodology

3.1.1 Study of related theory and existing work
3.1.2 Framework modeling and development
3.1.3 Framework evaluation

3.2 Population and Samples

3.3 Research Instruments

3.3.1 Design and development instruments
3.3.2 Instruments for evaluation

3.4 Data Collection and Analysis

3.1 Methodology

This study is an “Applied research” which aims to develop a framework for
extracting knowledge and useful information about teaching process from Thai
student’s feedback. The Software Development Life Cycle process (SDLC) was
applied as the development process. Data mining and statistical approaches were used

as a core process of knowledge extraction. Appropriate information and knowledge
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for improving teaching process are stored and represented via ontology model.

The conceptual framework of research methodology is depicted in Figure 3.1.

Study of related theory and existing work
- Teaching factors and characteristics of good teaching

- Thai language processing and applications

- Opinion Mining

(System requirements & Problem statement)

v

Framework modeling and development

- Analyzing and Modeling of good teaching characteristics
- Designing and developing an opinion mining framework

from online teaching evaluation

|
(The Prototype framework)

A\

Framework evaluation
1) Evaluation by System developer
- The structure of good teaching characteristics

- Performance of the prototype framework

The proposed framework
(Final Released)

Figure 3.1 Conceptual framework of research methodology

3.1.1 Study related theory and existing work
The purpose of this step is to study theory that related with developing
process of an opinion mining framework for online teaching evaluation. Three main
theories are studied consisting of 1) Teaching factors and characteristics of good
teaching, 2) Thai language processing and applications, and 3) Opinion Mining.

Summary of these studies are described as follows:
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1. Teaching factors and characteristics of good teaching

This study aims to analyze and identify whether factors and
characteristics of teaching influence to the quality of teaching process. As described
in previous chapter (Chapter 2: Table 2.1), several characteristics of good teaching are
identified by educationists and researchers. These factors can be roughly categorized
into six groups as follows: Knowledge, Preparation, Teaching technique, Assessment,
Material and Personality.

Several characteristics of good teaching are identified on their
different educational context. To identify the teaching characteristics which are
appropriate for Thai educational context. Summary of these good teaching
characteristics and social science research process is applied to identify the good
teaching characteristics in Thai educational context. The process of modeling and
refining are explained in the framework modeling and development section (Section

3.1.2).

2. Thai language processing

Summary of problems of Thai language and their application are
described as follows:

1) Thai language does not have the punctuation marks, such as space
or full stop to identify word or sentence boundary. Thai language also does not have
the capital letter.

2) The ambiguous of word meaning when appears in different
position in sentence or in different context.

3) There are special word genres, such as Name Entity,

Transliteration word or Phrase from word compounding.
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4) Flexible of grammatical structure, e.g., some component of
sentence (subject or object) can be omitted.

Additionally, there is the effect of “Electronics grammar” e.g.,
the words, which are written follow speaking sound, repeating of vowel or characters,
using the group of symbols to represent their feeling called “emotion”, etc.
These special characteristics of  written forms usually found in modern
communication system, e.g., Short-Messaging-Service (SMS), Web Board, Chats
room, Web Blog, Social media (e.g., Facebook, Twitter, etc.), and online teaching
evaluation.

To overcome these problems, Word segmentation and Part-Of-
Speech tagging application are prerequisite process. For Thai language, there are some
available application for Thai word segmentation such as “SWATH?”, “LibThai”,
“KUcut”, “LexTo”, and “TLexs”. Application for Part-Of-Speech tagging, e.g.,
“SWATH?”, “KUcut”, “Jitar (with NAIST model)”, and “OpenNLP” are presented.
There are other efforts to adopt the software as services via internet system such as
“Thaisemantics.org” and “KU Wordcut Demo”. There are two popular Part-Of-Speech
tagsets called “ORCHID tagset” and “NAIST tagset”.

Beside, application for text pre-processing, the linguistics resource
and dictionaries are used. The most popular referring linguistics resource is WordNet.
It is a general purpose linguistics resource with well-formed of structure.
The semantics similarity techniques based on WordNet is presented to solve the
ambiguity problem. The SentiWordNet is used as initial of opinion score. A Thai-
English dictionary called “LEXiTRON” would be used as supplementary linguistics

resource to link between Thai and English language.
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3. Opinion Mining

The aim of Opinion Mining (OM) is an attempt to take advantage
from vast amounts of user’s feedback by analyzing and extracting useful information
with sophisticated processes. The research areas of OM can be divided into three areas
including: 1) Development of linguistic resource, 2) Sentiment classification, and
3) Opinion summarization.

The first area is “Development of linguistic resource”. This area aims
to develop a lexicon with word’s polarity. Bosco, Patti and Bolioli (2015) stated that
there are three main steps to develop a corpus: collection, annotation and analysis.
Each of them is strongly influenced by the others. For instance, the analysis and
exploitation of a corpus can reveal limits of the annotation or data sampling, which
can be respectively addressed by improving annotation and collecting more adequate
data. In order to automatically develop linguistic resource, several researchers used
sophisticated machine learning technique to extract and identify important words from
several available corpuses.

The second area is “Sentiment classification”. This area is a popularly
studied area that most researchers were paid attention. This area involved with
Identification and Classification steps. According to Esuli and Sebastiani (2005), steps
of Sentiment classification can be explained as three specific subtasks: 1) Determining
subjectivity, 2) Determining polarity, and 3) Determining strength of polarity.

The last one is “Opinion summarization”. It expected to allow all
possible reviews to be efficiently utilized by users. Given multiple reviews, the text
summarizer outputs consist of ordered sentences. A typical summary can be

considered as multi-document summarization. Existing summarizers focus on
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organizing sentences to include important information in the given document into
a summary under some size limitation. Unfortunately, most of these summarizers
completely ignore coherence of the summary, which improves reader’s comprehension
as reported (Nishikawa, Hasegawa, Matsuo and Kikui, 2010).

Although, there are popular used of Opinion Mining however it only
spread over in commercial field. In the last decades, only few work study on
educational data, e.g., Kannan and Bielikova (2010), Abd-Elrahman, Andreu and
Abbott (2010), Jordan (2011), El-Halees (2011), Ramadoss and Kannan (2012), and
Leong, Lee and Mak (2012). These previous works on educational data, the machine
learning and statistical approaches were used as main process to mine these opinion
passages. Analyzing is operated on the feature set of interest object and analyze in
subtle level.

According to the fundamental theories as mentioned above, designing
and developing of an opinion mining framework for online teaching evaluation are

presented in the next section.

3.1.2 Framework modeling and development

In this section, an opinion mining framework for online teaching
evaluation is presented. This proposed framework was modeled and developed
correspond to the objective of this study consists of three important issues as follow:

1. Analyzing and modeling of good teaching characteristics

2. Design and develop an opinion mining framework for online teaching
evaluation

The first issue is answered the objective of studies that “To identify

the component of good teaching characteristics that corresponds with Thai educational
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context”. The last two issues are answered the objective of this studies that “To design
and develop an efficient opinion mining framework for analyze student feedback from

online teaching evaluation corresponds to good teaching characteristics”.

1. Analyzing and modeling of good teaching characteristics
Several previous works, as discussed in Chapter 2, defined several
characteristics of good teaching. To refine and select items of good teaching
characteristics, which are appropriated and corresponded with Thai educational
context, the social research approach and Structural Equation Modeling (SEM)
technique are applied. SEM is a general term that describes a large number of
statistical models which are used to test and validate substantive theories with
empirical data. This technique combines a measurement model (or Confirmatory
Factor Analysis: CFA) and structural model into a simultaneous statistical test.
The patterns of relationships between factors (latent variables) that obtain from factor
analysis process are constructed based on the study of educational theory (Lei and Wu,
2007; Hoe, 2008; Jacobson et al., 2009). The process to analyze and model of good
teaching characteristics can be described as follows:
1.1. Population and Samples
The population is separated into two groups consisting of 1)
Faculty: the full time instructors at Suranaree University of Technology (SUT),
Thailand, and 2) Students: the learners who are studying undergraduate level at SUT.
The table for determining sample size (Krejcie and Morgan, 1970) was used to
determine of sample size. The total amount of sample units consisting of 97 SUT

faculty and 474 students were selected with the simple random sampling technique.
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1.2. Development of Research Instruments and Quality testing

1) Review the educational textbooks, academic papers and
results of previous work that related to the teaching and learning process, and then
synthesizing the characteristics of the teaching process and good teaching
characteristics.

2) Synthesizing the list of good teaching characteristics items
(reviewing of literature as mentioned in Chapter 2). The Likert scale questionnaire
which consists of 66 items based on previous studies were constructed (Appendix A).
Initially, these questionnaire items are categorized into six component of good
teaching. The numbers of items of each component as follows: Knowledge (4 items),
Preparation (4 items), Teaching technique (28 items), Assessment (8 items), Materials
(4 items), and Personality (18 items).

3) The questionnaire was designed for answering two questions
including: 1) these question items are the good teaching characteristics that correspond
to Thailand’s learning context; and 2) these good teaching characteristic items are easy
to observe by students and/or easy to practice by teachers.

4) Quality testing of research instrument, The Index of Item
Objective Congruence (IOC) was computed to indicate validity of the question item
with objective of surveying. The Cronbach’s a-coefficient (Cronbach, 1951) is used to
indicate the reliability of overall questionnaire. This questionnaire was try-out with 30
students and 10 teacher of Suranaree University of Technology. The question items
are obtained 10C scores between 0.88 and 1.00, which above the minimum threshold
(at 0.50). In aspect of reliability of questionnaire, these questionnaires obtained a high

reliability rate at 0.983.
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1.3. Data analysis

The Structural Equation Modeling (SEM) is used to confirm the
structure of good teaching characteristics model. The phase of data analysis is
separated into two stages: (1) Identifying and selecting the good teaching
characteristics that correspond with teaching and learning process and (2) Developing
the good teaching characteristics model. The process and statistical methods that are
used to analyze data can be described as follows:

1) Identifying and selecting items: the Index of Item Objective
Congruence method is adopted to analyze the closed-end questions. The items that
obtained the 10C score higher than the threshold value (at 0.50) will be identified as
characteristics of good teaching where the teacher and student are concerned.

2) Developing a good teaching characteristics model: This
phase consists of two stages; First stage is categorization the questionnaire items by
utilized the Exploratory Factor Analysis (EFA). This stage providing and confirming
the properly group of each questionnaire item and new terminology of good teaching
component were redefined. Moreover, the result of EFA produces new latent variables
which are used in SEM model, and Second stage, the second order Confirmatory
Factor Analysis (CFA) is computed to indicate the fitness of the model (Overall
structure of relationship between observed variable and latent variables) with
empirical data. The principal factors and factor loading value that affect the teaching
and learning process are presented as the final model.

Structure of good teaching characteristics model and statistical

indicator results are presented in Chapter 4.
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2. Design and development of an opinion mining framework for

online teaching evaluation
Principal contribution of this study is to design and develop
a framework that can extract knowledge to indicate the strength or weakness of
teaching process from student’s feedback. The Opinion Mining (OM) is used as core
process of analyzing. Reviewing of literatures in previous chapter (in Chapter 2:
Opinion mining) is used as fundamental theory to design and develop this proposed
framework. Three main modules are; 1) Linguistic pre-processing, 2) Opinion
analysis, and 3) Aggregation and Visualization. The architecture of proposed

framework is shown in Figure 3.2.

Student \\ . " = .
|| @ Opinion Analysis @ Aggregation & Visualization
S, > (X ]
Feature/Opinion 1 am -
. . A extraction % + _
Linguistic pre-processing W - ~ e
Spell-checking / &,?f,‘:fm — Good teaching
Repeated characters removing Pclanty » Visualization
Tokenization/ Fea,u,es Idemlflcallon Knowledge base
Part-of-Speech tagging ' 1 Opmlon phrase *
SCO rmg Good teaching characteristics
Set of words aggregation
> AN /

(Features & Opinions)_(Polarity & Scores)

Figure 3.2 The architecture of the proposed system

This framework retrieved free format text paragraph of student’s
feedback from the database of online teaching evaluation system. These paragraphs
are passed through the proposed system. The function of each module and processing

step can be described as follows:
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1. Linguistic pre-processing

This first module can be considered as data cleaning and
preparing process. This module consists of two basic tasks including: 1) Spell-
checking/Repeated characters removing and 2) Tokenization/Part-Of-Speech tagging.
Spell-checking/Repeated characters removing task is to clean unwanted data in student
feedback paragraph by searching and replacing the redundant of characters. Also,
remove all symbols with regular expression. After that, in Tokenization/Part-Of-
Speech tagging, student feedback was segmented by using LexTo application. Part-Of-
Speech of each word was tagged by ApacheNLP application with ORCHID tagsets.
The final result of this module is set of word tokens with tagged Part-Of-Speech of

each word.

2. Opinion Analysis
This is the main computational module which is used to obtain
the opinion score from student feedback. Esuli and Sebastiani (2005, 2006) defined
the steps of sentiment classification as three specific subtasks, which are
1) Determining subjectivity, 2) Determining polarity, and 3) Determining strength of
polarity. In this work, three sub-modules of opinion mining are: 1) Feature/Opinion
extraction, 2) Polarity identification, and 3) Opinion phrase scoring. Processes of each

sub-module are described as follows:

2.1 Feature/Opinion extraction
This is the first task of proposed framework. It aims to
decide which word in tokens list are “Feature” or “Opinion” words. In previous

studies, identification and extraction tasks are usually rely on integration of the rule-
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base with computational method e.g., Rule-based pattern with Likelihood score
(Yi et al., 2003), Rule-based pattern with PMI (Popescu and Etzioni, 2005), Class
Association Rule (Hu and Liu, 2006), Double Propagation (a word-dependency) (Qiu
et al., 2009), Double Propagation and HITs algorithm (Zhang et al., 2010), Rule-based
pattern with K-means clustering (Liu et al., 2013), etc.

The rule-based pattern approach has high precision. Thus,
it is usually used as extraction process in most of previous researches. In order to
obtain accurate and coverage of syntactic rules pattern, the linguistics knowledge and
higher workload of domain expert was required. To overcome the feature and opinion
word extraction problem, this work considers extraction problem as a classification
task. The machine learning approach is used as main process of this module.

Structure of this feature/opinion extraction module is
divided into two stages consist of (I) Fragment classification and (ll) Fragment

summarization. Overall process of this module is shown in Figure 3.3.

4{ Feature/Opinion extraction ]7

Fragment classification
— (Stage ) I

Fragment summarization

r (Stage 1) 3
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Transaction files
(n-gram dataset)

Feedback sentence
with identify feature

Classification and opinion words

[7};@;(;7 Opinion |
| Classifier | Glassifier |

ransaction files 'i
with predicted class

Mapping Feature word
with Opinion word

Figure 3.3 The process of the feature/opinion extraction module



108

Fragment classification (Stage I)

The initial data of this stage are feedback sentence with their
Part-Of-Speech that obtained from previous module: Linguistic Pre-processing
(as shown in Figure 3.2). The vital technique of this stage is the two classifiers with
transaction files. Transaction file is the n-gram dataset. For classification, transaction
file and classifiers are generated as follows:

1) Transaction file generated from feedback sentence,
the n-gram technique is widely used in the text mining. The n-grams are used as
a process to generate a dataset for training the classifier. According to the experiment
of Hu and Liu (2006), the optimal size of n-grams is 3 word sequences. The example
of a 3-gram dataset which is generated from a sentence is shown in Figure 3.4.

2) Those 3-gram data records are arranged and stored in
a transaction file. The common structure of this transaction file consists of 6 variables
including: the first three variables are 3-gram words sequentially (TEXT1-TEXT3) and
the last three variables are Part-Of-Speech of each word (POS1-POS3) (Hu and Liu,
2006). To train the classifier, two copies of this transaction file are generated.
These two transaction files are “feature” and “opinion” dataset. They have different
target class variables (FCLASS and OCLASS). The FCLASS is target class for feature
dataset which is used to train the feature classifier. Likewise, the opinion dataset uses

the OCLASS as target class for training the opinion classifier.
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Figure 3.4 Generating of n-gram data records

Both of target class variables consist of eight pre-defined
categories. These categories consist of 1) “000”, 2) “001”, 3) “010”, 4) “011”,
5) “100”, 6) “101”, 7) “110”, and 8) “111”. The values of class variables are adapted
from “lO” encoding method (Breck et al., 2007). The objective of each number
(“0” or “1”) is any bits that have “1” value indicate that the word at this position is a
candidate feature word in FCLASS transaction file; whereas “0” means this word is not
identified as a feature word. Similarly, these “0” and “1” used to identify an opinion
word position in OCLASS transaction file. To prepare these training datasets,
Thai native speaker is asked to assign the categories of class in each n-gram data
record. An example structure of the transaction file is illustrated in Figure 3.5.
3) Obtaining the best two classifiers, the machine learning is
trained to identify whether word position in n-gram fragment of feedback sentence.
The four machine learning techniques including: 1) Naive Bayes (NB), 2) Support

Vector Machine (SVM), 3) K-nearest neighbor (KNN), and 4) Classification Based on
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Associations (CBA) (Hu and Liu, 2006; Liu et al., 1998), are trained with feature and
opinion datasets in order to obtain the best classifier. The WEKA (The Waikato
Environment for Knowledge Analysis) (Hall et al., 2009) with their default parameters
and 10-fold cross-validations are used to trained and tested those classifiers. Finally,
the best two classifiers (Feature classifier and Opinion classifier) are selected for
classifying each n-gram data record into 8 categorizes as mentioned above.
The performances of classifiers are presented in Chapter 4. Then, these classification
results are forwarded as data input to the next stage Il (the fragment summarization

stage).
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Figure 3.5 A transaction file with classes tagging
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Fragment summarization (Stage I1)

According to the result of Stage I, those results are a part of
the original feedback sentence which breaks down into n-gram data records. To obtain
the complete results of extracting feature and opinion words of these sentences.
This stage utilized the simple technique called “Majority voting” which is used to
decide whether word in the overlapping position should be assigned as “0” or “1”.

1) The process of n-gram majority voting is shown in

Algorithm 3.1.

Algorithm 3.1: N-gram majority voting

Input : - M is Total number of n-gram data records of a sentence
- C is Set of classification result of n-gram data record (predicted
by classifier)
- k is Size of n-gram (k = 3)
- BC, is Counter of “0” and “1”” votes
Output : - SC is fragment merged results of a sentence
Steps :
1. Seti=1,SC=C;
2. Set BCo[k+M-1] = BC4[k+M-1]={NULL}
3. Dowhilei<M ### Counting “0/1” step
Ci=Ci<< (M-i),i=(i+1)
For j=1,j < (i+k), j++
Select case {Ci[j]}
Case 0 -> BCq[j]++
Case 1 -> BCq[j]++
Loop
Loop



4. Forj=i,j<(k+M-1),j++
If BCo[j] = NULL and BCy[j] != NULL Then SC[j]=1
If BCo[j] != NULL and BC4[j] = NULL Then SCI[j]=0
If BCol[j] <= BCu[j] Then SC[j] = 1
If BCo[j] > BC1[j] Then SC[j] =0
Loop
5. Return SC

### Decision step
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This n-gram majority voting process as illustrated above can

also be simple as depicted in Figure 3.6. Moreover, the lexicon lookup with fuzzy

string matching are implemented to indicate the position of stop words and well-

known words as feature or opinion word. Sukhum et al. (2011) suggested that list of

keywords is a technique which give benefit for improving the efficient of a system that

deal with natural language.
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Figure 3.6 N-gram majority voting process
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2) A string similarity method called “Jaro-Winkler” (Cohen
et al., 2003) is used to compare between the stop word list (Kesorn, 2013) (lexicon
lookup) and each word in a feedback sentence. The threshold value of similarity score
is set at 0.90. If the similarity scores more than the threshold, it would be fixed as “0”.

This process is shown in Figure 3.7.

<yau> <MIEdU> <UDI> <@1s5t> | <un> <AL>

Majority voting result (5C) P»{ 0 1 0 1 0 1
p— i T T T S Ty
! 3 > b»{ 035 | 061 [ 061 | 056 [ 044 [ 039 | i
a g 4—% B» 017 [ 015 [ 030 | 016 | 064 | 1.00 | i
% § ASU s El»l 057 | 029 | o060 | 062 | 044 | 049 | :
= i >k £ 041 [ 015 | 030 | 016 ] 051 ] 076 ]
o = i
g [Fl g B o [ [ - [ 1|
x T T |
3 SC with Thai stop words t f I g I f [ g 1 : ] i
i (Threshold >= 0.90 as "0") li | ‘ ‘ | : E
““““““““““““““““““““““ ¥ ¥ ¥ v
| Final result P o [ 1 ] o T 1 ] o T o i

Figure 3.7 String matching with Lexicon lookup

3) Finally, the final output of these steps is the feedback
sentence which having word position indicator of feature word and opinion word.
For identifying the opinion words, the same process is repeated with the opinion
classifier. The feature and opinion words are obtained by extract the word that have
“1” indicators.

4) There are several features and opinion words were
extracted. These words were mapped based on highest of Pointwise Mutual
Information (PMI) score. Finally, this extraction can be reduced as a feature word with
several of opinion words. The evaluation result of the Feature/Opinion extraction

sub-module is presented in Chapter 4.
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2.2 Polarity identification

After the opinion words are obtained, a sub-module called
“Polarity identification” is performed. The aim of this sub-module is to categorize
the polarity of the opinion word into 3 categories. The main technique of this process
is slightly differs from previous sub-module. The machine learning technique is used
as a core process without using the majority voting in decision step. The three machine
learning classifiers are trained with this n-gram data set. Their performances are
compared, and then the best classifier was selected to be the polarity classifier.

Process of polarity identification sub-module can be depicted in Figure 3.8.

F[ Polarity identification }‘

Feedback sentence |
with Part-of-Speech

tagging

Transaction files
(n-gram dataset)

Classification

Polarity
Classifier

,,,,,,,,,,,,,,

Transaction files Il

with predicted class

Figure 3.8 Process of the polarity identification module

In this module the machine learning was trained as follows:
1) Generating the training dataset: the dataset based on
n-gram are generated. This training data set consists of simple structure similar to

previous training dataset. It consists of 6 variables with 1 target class variable.
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The 6 variables including: the first three variables (TEXT1-TEXT3) are the word
sequence from student feedback sentence. The last three variables (POS1-POS3) are
the Part-Of-Speech of each word in sequence. The target class is different from
previous training dataset (in Feature/Opinion extraction module). It consists of
3 categorizes that are “Positive”, “Negative”, and “Neutral”. To prepare these training
datasets, Thai native speaker is asked to assign the categories of class in each n-gram

data record. The example structure of this dataset is illustrated in Figure 3.9.

<YBU>,<NTHDU>, <UI>,<DMIFE>,<UN >, <AZ>

<VACT>,<VACT> ,<RPRE>,<NCMN>,<RPRE>,« NCMN>

ar i . &
<apnz, <>, <unAetes, <inn>,<nits,<is,

!

TEXT1 TEXTZ TEXT3 POS1 POS2 POS3 CLASS

§ <YIU> <ANTEDU> <UBI> <VACT> <VACT> <RPRE> | Positive

*g <N15EHaU> <UYDE> <@1A138> | <VACT> <RPRE> <NCMN> | Neutral

E <Ua> <212158> <qIn> <RPRE> <NCMN> <RPRE> | Positive

s <@12158> | <un> <Az> <NCMN> | <RPRE> | <NCMN> | Positive

S| <ewn> <wk> unA10819>] <JSBR> | <VACT> | <NCMN> |Negative
<> <> <> <> <> <>

Figure 3.9 Polarity identification training dataset

2) The WEKA application is used to model the three
classifiers called 1) Naive Bayes (NB), 2) Support Vector Machine (SVM), and
3) Decision Tree (DT). The WEKA default parameters were configured, and 10-fold
cross-validations method is used to train and test those classifiers. The best classifier is
selected as the polarity classifier. Similar to previous module (Feature/Opinion
extraction), the string matching technique with the known polarity word lists (e.g.

“However”, “But”, “Should”, “Needs”, “Best”, etc.) are used to fixed their polarity.
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3) To identify their polarity, the context of opinion word that
obtained from previous module is used as n-gram data record. There are 4 rules to
arrange these words tokenize into the form of n-gram data record.

- If an opinion word has other words on both left and right
side, the opinion word is set as TEXT2, while the left word and the right word is set as
TEXT1 and TEXTS3, respectively.

- If an opinion words only have the other words on
the right side, the opinion word is set as TEXT1, and the next two consecutive words
are set as TEXT2 and TEXTS3, respectively.

- If an opinion word only has the words on the left side,
then the opinion word is set as TEXT3, while the previous two words are set as TEXT1
and TEXT2, respectively.

- If the size of n-gram is shorter than 3, the opinion word
is set as TEXT2. The other variables are replaced with Blank space and set their Part-
Of-Speech as punctuation (“PUNC”).

Then this n-gram data record is used to predict their
polarity with the best classifier as mentioned above.

4) Finally, a feature word is mapped with several opinion
words. With different polarity of several opinion word, a context-dependent rules list
which proposed by Romanyshyn (2013) is used to aggregate several polarity with
same feature word. The evaluation result of the polarity identification sub-module is

presented in Chapter 4.
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2.3 Opinion phrase scoring
This stage aims to estimate strength of opinion in word level.
These scores would be used to summarize as opinion score according to the good
teaching characteristic to indicate performance of individual teacher in teaching.

The process of this sub-module is shown in Figure 3.10.

4[ Opinion phrase scoring ]7

Feature & Opinion word Scoring process
with Part-of-Speech | 7| ______ T
tagging \___SentiWordNet |
%—\ [
Word translation [
(Thai to English words) Score of Opinion word
+ on each categorizes
Feature word
categorization

Figure 3.10 The process of the opinion phrase scoring module

This module consists of two main sub-modules including:
1) Feature word categorization and 2) Scoring process. First sub-module can be

explained as follows:

Feature word categorization
Step 1) Word translation: After, the feature and opinion
word were obtained, the LEXiTRON Thai to English dictionary is used as word
translation. The ORCHID Part-of Speech tagset (47 tags) of opinion word are mapped
to WordNet tagset (4 tags) as follows.
- The Noun (e.g. NPRP, NCNM, etc), Pronoun (e.g. PPRS,

PDMN, etc.), Definite determiner (e.g. DDAN, DDAC, etc.), Unit classifier (e.g.
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CNIT, CLTV, etc.), Prefix and Ending (e.g. FIXN, EAFF, etc.) are mapped as “n”
tags.

- The Verb (e.g. VACT, VSTA, etc.), Pre-verb auxiliary
(e.g. XVBM, XVMM, etc.) are mapped as “v” tags.

- The Adverb and Adjective (e.g. ADVN, ADVI, etc.) are
mapped as “a” tags.

- The Conjunction, Preposition and Interjection (e.g.
JCRG, JCMP, JSBR, RPRE, INT, etc.) are mapped as “r” tags.

Step 2) Categorize Feature word: this process attempts to
categorize the feature word into the appropriate category of good teaching
characteristics. Several semantic similarities via WordNet are computed with this
feature word. A feature word would be assigned as member of a category which
having maximum count of semantic similarity. The seed words (keywords of
each categorize) are used to compute semantic similarity with the feature word.

For example, Let the word “e5uie” (Explain) and “lals” (Care) are Teaching

feature words. Given two sets of seed word from two categories as follow:

Teaching technique = {“lecture”, “demonstration”, “step”, “structure”,
“emphasis”, ‘“collaborative”}
Personality = {“enthusiasm”, “willing”, “responsibility”, “honor”, “respect”,
“friendly}
Choose the three semantic similarity methods, e.g., Resnik
method, Adapted Lesk-Tanimoto method, and Jiang and Conrath method. Then,

compute their semantic similarity between the feature word and each seed words

(as shown in Table 3.1).
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Step 3) Counting the majority vote: Maximum numbers of
similarity score of each categorize were counted. Following of above example,
the “Explain” word, the Resnik method and Jiang & Conrath method provided
maximum of similarity score with seed word of “Teaching technique” category. It has
2 out of 3 voter methods; therefore, the “Explain” word is assigned as member of
“Teaching technique” category. While, “Care” word, is assigned into “Personality”

category with 2 out of 3 voter methods.

Table 3.1 Demonstration of majority voting on semantic similarity

Resnik Adapted Leak Jiang & Conrath

Feature
word “Explain” n Vv a r| n Vv a r| n v ar
lecture - 3581 - - - 0.132 - - - 0134 - -
demonstration - - - - - - - - - - - -
Teaching g - 2943 - -| - 0067 - -| - 0099 - -

technique
(C3) structure - . - L - 0.062 - - - 0.058 - -
emphasis - - - - - - - - - - - -
collaborative - - - - - - - - - - - -
enthusiasm - - - - - - - - - - - -
willing - - - - - - - - - - - -
) responsibility - - - - - - - - - - - -
Per?gg;’“'ty honor . oo - o019 - -| - 0073 - -
respect - - - - - 0.137 - - - 0.074 - -
friendly - - - - - - - - - - - -

Feature
word “Care” n Vv ar| n v ar| n v ar
lecture 3.383 - - -10.066 0.087 - -|0.08 0.070 - -
demonstration | 3.383 - - -10.088 - - -10.122 - - -
;ﬁﬁ%ﬁ‘(‘qﬁge step 45905 - - -|o0104 0079 - -|0109 0072 - -
(C3) structure 2.775 - - -1009% 0.087 - -[009% 005 - -
emphasis 3.169 - - -]0.040 - - -10.090 - - -
collaborative - - - - - - - - - - - -
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Table 3.1 Demonstration of majority voting on semantic similarity (continued)

Resnik Adapted Leak | Jiang & Conrath
Feature
word “Care” n v a r| n v a r| n v ar
enthusiasm 4.628 0.178 - - -10.120
willing 4.100 0146 - - -|0.076
) responsibility - - - -10.201 - - -10.106
Perigg")""ty honor 3160 3132 - -|0049 0145 - -|0097 0.098
respect 4628 3.132 - -|0180 0136 - -|0.087 0.100
friendly 0779 - - -|0.050

Scoring process

This framework used opinion score from SentiWordNet.
The SentiWordNet is a linguistic resource which provides opinion score of word that
related with WordNet synsets. Each word in SentiwordNet consists of two polarity
score that are “Positive” and “Negative”. There are several methods to use these scores
(as described in Chapter 2). In this work, the average scores of opinion word that
corresponded with their polarity can be computed as shown in following example:

Step 1) Identify polarity of opinion word: Suppose that
a feedback sentence is “@191560511¢ Iavaan”’. This sentence was tokenized and Part-Of-
Speech tagged as “@19159 (NCMN) / o5u10 (VACT) / 18 (XVAE) | #awnu (ADVN)”.
The word “#a91,”” was assigned as opinion word. Then, the polarity identification step
predicts it’s polarity to “Positive”.

Step 2) Translated opinion word: The opinion word
“darau” is translated as “Clearly” using the LEXiTRON dictionary. The Part-Of-
Speech “ADVN” was mapped as “a” in WordNet tagset. Text similarity method was

mapped between “Clearly” of LEXiTRON to “Clearly” word of SentiWordNet.
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Step 3) Retrieving opinion scores: from all synsets of

the “Clearly” word from SentiWordNet (as shown in Figure 3.11). The arithmetic

mean of opinion score is used to compute score of “#aa1’ as follows:

(0.250+0.125+0.000+0.375)/4 = 0.188 (of positive polarity)

Finally, the arithmetic mean of opinion score on each
categorizes are used as input variables to estimate good teaching characteristics level.

Indicating of good teaching characteristics level as explained in next section.

clearly#1
00039058

without doubt or question; "they were clearly lost"; "history has
clearly shown the folly of that policy"

<

P: 0.25 O: 0.5 N: 0.25 Feedback on SentiWordNet values: [They are OK. ‘ ‘Suggest your values.‘

understandably#1 intelligibly#1 clearly#2
00202341

in an intelligible manner; "the foreigner spoke to us quite
intelligibly"

<

P: 0.125 O: 0.875 N: 0 Feedback on SentiWordNet values: ‘They are OK. ‘ ‘Suggest your values.

distinctly#1 clearly#3
00181901

clear to the mind; with distinct mental discernment; "it's distinctly
possible"; "I could clearly see myself in his situation”

<

P:00:1N:0 Feedback on SentiWordNet values: ‘They are OK.‘ ‘Suggest your values.‘

clearly#4 clear#2
00285687

in an easily perceptible manner; "could be seen clearly under the
microscope"; "She cried loud and clear"

<

P: 0.375 O: 0.625 N: 0 Feedback on SentiWordNet values: lThey are OK.] [Suggest your values.‘

Figure 3.11 Opinion score from SentiWWordNet

3. Aggregation and Visualization
As described in previous section, each good teaching
characteristic category was separately computed their opinion score. This module aims

to summarize all of those opinion score for indicating the quantitative levels of good
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teaching characteristics of individual teacher. This proposed module consists of two
sub-modules are: 1) Good teaching characteristics aggregation and 2) Good teaching

visualization.

3.1 Good teaching characteristics aggregation
This step aims to indicate level of good teaching of
individual by aggregate all of opinion score for each category into a total good
teaching score. The machine learning for regression is vital technique to estimate these

good teaching level score as depicted in Figure 3.12.

Data preparation (Inputs)

Counts of})ﬂrases (CC1) 777\

[ Avg. of Opinion score (AC1) }\M\ R Good teaching
[ Counts of phrases (CC2) | “Knowledge Aggregation model charac:;mtsu: levels
[ Avg. of Opinion score (AC2) } _______ T~ (Process) (Output)
_ —_ — " Preparation __ ___ -
lr Counts of phrases (CC3) | ' 1AW Estimator
}, __—_ Teaching technique

Y

[ Avg. of Opinicn score (AC3)
(
[}

Counts of_parases (CC4) ___‘\
[ Avg. of Opinion score (AC4) }"'/
[
]

Selected best mode!

77777

Multiple linear Regression

Counts of})ﬂrases (CC5) 777‘\ -
Avg. of Opinion score (AC5) ]'”

= )
I U
,r Support Vector Machine Regression }
lf Muiti-Layer Perceptron ]

Counts of;arases (CC6) o | 5
P
[ Avg. of Opinion score (ACB8)

Machine learning & Statistics approachs

Counts of feedbacks(CCOMMENT)

Figure 3.12 Estimation of good teaching characteristic level

The step of good teaching characteristics aggregation is as
follows:

Step 1) Data preparation: in previous module, the feature
word and their opinion score from student feedback are obtained. 13 variables of input
data are used to train machine learning model. These variables consists of: 6 variables

of the average of opinion score on each categories, 6 variables of total number of
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opinion words on each categorizes, and a variable of the total number of student
feedbacks are used as input data. The output of the process is numerical value to
indicate the level of good teaching.

Step 2) Aggregation model: the statistical and machine
learning techniques are employed to model an aggregator. This aggregator used to
summarize all input data as a numerical value of good teaching level. The WEKA is
used as modeling application. Four well-known machine learning techniques are used
as estimation model including:

- Multiple Linear Regression (MLR): it is
a statistical method which deals with several variables of input (x) to estimate one
output (y). This model is similar to the simple linear regression that tries to map input
and output on linear function. In WEKA, configurations of modeling environment are;
1) Using all variables of input data in regression function, 2) Eliminate co-linear
attributes, and 3) Ridge parameter is 1.0-E8.

- Support Vector Machine for Regression (SVR):
it is an implement of the Support Vector Machine for regression task. With
the characteristics of SVM, the optimal hyperplane of SVM can be considered as
regression function. To model the SVR, parameters setting are: 1) The polynomial

kernel K(x,y)=<x,y>"is used, where p is 1, and 2) The RegSMOImproved

algorithm which proposed by Shevade et al., (2000) is selected as learning algorithm.

- Multilayer Perceptron (MLP): it is a feed-forward
of Artificial Neural Network. The learning algorithm of MLP is backpropagation
process. In WEKA, classification task all of node in each layers (the hidden and output

layer) used sigmoid function as activation functions. However, in case of estimation
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task (the output as numeric value) the unthreshold linear function is used as activation
functions. The default parameter settings are: 1) the number of hidden layers is 1,
2) the number of nodes in hidden layer is 7. It is defaults number of nodes that can be
computed by number of variables (variables + class) divided by 2, and 3) the learning
rate and momentum are 0.3 and 0.2, respectively, and 4) All of numerical variables
are normalized.

- Multilayer Perceptron for Regression (MLPR):
a variant type of MLP which proposed by Hall et al., (2009). It consists of one hidden
layer and optimization class by minimizing the squared error plus a quadratic penalty
with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method. The ridge parameter is
used to determine the penalty on the size of the weights estimation. The logistics
function is used as activation function. Experimental configuration are; 1) the number
of hidden units is 7 (this number based on MLP method as described above).
2) The ridge penalty factor is 0.01 (default), and 3) Instead of using BFGS method,
the conjugate gradient descent method is used.

The model that delivered the highest performance would
select as good teaching level estimator of this proposed framework.

Step 3) Knowledge storing: this is final step which all of
extracted information about good teaching characteristics of individual teacher is
stored in a database or specific purposed of knowledge base e.g., Good teaching
characteristics ontology (Phiakoksong, Niwattanakul, and Angskun, 2013). The detail
of good teaching characteristics data consisting of; 1) Detail of individual teachers
(e.g. Teacher’s name, Teacher’s ID, etc.), 2) Student feedback paragraph,

3) The extracted feature word and their opinion, 4) The opinion score, 5) The average
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of opinion score of each categories of good teaching characteristics, and 6) The level

of good teaching characteristics. The relation of these extracted information can

depicted in Figure 3.13.

Opinion Mining for Online Teaching Evaluation
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Figure 3.13 Represent of knowledge storing of an individual teacher

In this aggregation process, the estimator (machine learning

model) is vital technique to obtain the good teaching characteristic level of each

individual teacher. The model performance is measured and presented in Chapter 4.
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3.2 Good teaching visualization

After, overall information was stored. A simple web
interface was created. This interface is a simple way that provides benefit for all users
includes educational administrators to monitor teaching quality of their faculty
members. For instance, the useful knowledge can present via a website.
This knowledge is retrieved from knowledge base and presented in subtle level
correspond with educational institute administration process.

First of all, faculty level, overall scores and each categories
score of good teaching characteristics are presented. A visualization tools called
“Radar chart” (In practice, other types of visualization technique could also be used).
This visualization provided benefit for users in the ease of perception about their
faculty teaching performance. To consider in subtle level, list of hypertext anchors are

prepared for link to each department as depicted in Figure 3.14.
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Figure 3.14 Good teaching characteristics in faculty level
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Similarly to faculty level, table of score and radar chart was

used to present score of department. Moreover, this level had shown list of

department’s members which is ranked by total score of good teaching characteristics.

Arithmetic means on each good teaching characteristics component of individual

instructors were presented. In additional, information popup window about sentiments

polarity were prepared for user on each component. The number of positives,

negatives, and neutrals polarity were shown as emoticon popup depend on each good

teaching category as shown in Figure 3.15. Color shade is applied to indicate levels of

teaching performance based on score on each teaching components.
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Figure 3.15 Good teaching characteristics in department level

In individual level, basis of useful information are provided

in same fashion with higher level. However, this level provided hypertext link to show

detail of student comments belong to their component of good teaching characteristics.
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The feature word and opinion word of each paragraph of student feedback were

markup as color (as shown in Figure 3.16).
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Figure 3.16 Good teaching characteristics in individual levels

For administration, these teaching performances could

compare between individual teachers in their department which useful to indicate

strength or weakness in teaching process of their faculty members as shown in

Figure 3.17.
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Figure 3.17 Comparison of Good teaching characteristics in individual levels
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3.1.3 Evaluation of quality and performance of system
In previous section (Modeling and developing the framework), there
are two important components that should be concerned. They are 1) the structure of
good teaching characteristics, and 2) the performance of the proposed framework to
analyze Thai student feedback. Evaluation of the quality and performance of this

proposed framework are as follows:

1) The structure of good teaching characteristics

The good teaching characteristics model is studied based on
several of good teaching characteristics that defined in previous work. Obtaining
teaching characteristics that suitable with Thai educational context, social science
research process is implemented. The items of good teaching characteristics from
previous studies are summarized as questionnaire. The questionnaire is used in
surveying the information from the Thai teachers and students in higher education
level. The good teaching characteristics are modeled by utilizing the Structural
Equation Modeling (SEM) technique. SEM is a set of statistical process that used to

extract the latent concepts and find their relationships.
1.1) Evaluation of good teaching characteristics structure
To indicate whether the quality of obtained model is
fitted with the empirical data. There are several statistical indicators were proposed.
Hooper, Coughlan and Mullen (2008) were summarized these statistical indicators and

their thresholds as shown in Table 3.2.
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Table 3.2 Statistical indicators of SEM model fitting

Statistical indicators Criteria values

Chi-square (32 Low «” relative to degrees of freedom (df),
where df= % (nx(n+1)) -t with

an insignificant p-value (p > 0.05)

Root Mean Square Error of Value less than 0.07
Approximation (RMSEA)
Goodness-of-fit index (GFI) Value greater than 0.95

Adjusted goodness-of-fit index Values greater than 0.95
(AGFI)
Standardized root mean square Value less than 0.08
residual (SRMR)
Comparative fit index (CFI) Value greater than 0.95

2) Performance of the prototype framework
Besides, the structure of good teaching characteristic that
proposed in previous section. The performance of computational process in
1) The opinion analysis module and 2) Good teaching aggregation and summarization
module are equally important. The sub-modules and overall performance were

evaluated as follows:

2.1) Evaluation of sub-module performance
The three sub-modules consists of; 1) Feature/Opinion
Extraction, 2) Polarity Identification, and 3) Good teaching characteristic aggregation.
The first two sub-modules were evaluated with the common indicators including:

Precision (P), Recall (R), f-measure (F) and Accuracy (A). The minimum threshold
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value of performance is at least 80% of accuracy score. The correctness of

classification is represented as confusion matrix as shown in Table 3.3.

Table 3.3 Confusion matrix of classification

Predicted class

Yes (+) No (-)
Actual class Yes (+) TP FN
No (-) FP N

Where, TP (True positives): These are cases in which
we predicted as Positive class, and they actually are the Positive class.

TN (true negatives): The cases were predicted as Negative
class, and they are not in Negative class.

FP (false positives): The cases were predicted as Positive
class, but they are not the Positive class (Also known as a “Type | error”).

FN (false negatives): The cases were predicted as Negative
class, but they are the Positive class (Also known as a “Type Il error”).

Using these terms, the performance of classification process

can be evaluated as Equation 3.1-3.4.

Recall = _TP (3.1)
(TP+FN)
Precision = L (3.2)
(TP+FP)
Accuracy = TP+TN (3.3)

(TP+FP+FN+TN)
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Precision x Recall

F —measure = 2x (3.4)

(Precision + Recall)

In case of multi-classes classification, Macro-Averaged and

Micro-Averaged are used to present their overall performance (Sokolova and

Lapalme, 2009) as shown in Equation 3.5-3.6.

N
> Recall,
MacroAvg, =-1+———
N
N
D Precision,
MacroAvg, = = N ,
! (3.5)
> Accuracy,
MacroAvg, = =
N
N
> F —measure,
MacroAvg, == N
N
s
MicroAvg, = —=%+——,
> (TP+FEN),
i=1
N
2 TR
MicroAvg | = —=4——,
> (TP +FP), (3.6)
i=1
N
D> (TP+TN),
MicroAvg, = —=
D> (TP+FP+FN+TN),
i=1
. MicroAvg, x MicroAvg,
MicroAvg, = 2x— P -
(MicroAvg , + MicroAvg, )
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The last sub-module aim to estimate opinion scores and
indicated the good teaching characteristic score that related with teaching evaluation
score. The statistical indicators including: 1) the Mean Absolute Error (MAE) and
2) Root Mean Squared Error (RMSE) are used to compare performance of model.

The MAE and RMSE are represented as Equation 3.7 and 3.8, respectively.

MAE:%ZHHA—FJ 3.7)
RMSE = 1zn:(/\ ~FY (3.8)

t=1

Where, A; is actually score of teaching evaluation score of

a teacher (t), F is estimated score of a teacher (t), and n is total number of teacher.

2.2) Evaluation of overall performance
The second objective of this work state that the expected
performances of this propose framework has the high correlation with individual
teaching evaluation score. To measure this correlation, the good teaching
characteristics score from the proposed framework is measured against the total

teaching evaluation score from close-end question. The Spearman’s rho rank
correlation (p) is used to indicate this performance. If X and Y are ranks, simplify

the Pearson product-moment correlation coefficient (r) formula yields the following

expressions as shown in Equation 3.9.

N
6> d’
i=1

N (3.9)

p=1
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Where, di=X;-Y; is the difference in ranks of the two
variables, and N is number of pairs between X and Y. The correlation coefficients
always lie between -1 and +1. The more the correlation coefficient comes closer to -1
or +1. The sign symbol indicates the direction of correlation. The plus (+) sign shows
that if X have higher ranking than the Y, it would have high ranks belong to X.
The minus (-) sign is vice versa. The interpretations of spearman’s rho rank correlation

level are shown in Table 3.4.

Table 3.4 Strength of correlation value (Hinkle, Wiersma, and Jurs, 1998)

P Interpretation of
correlation value
0.90-1.00 Very strong
0.70 - 0.89 Strong
0.50 - 0.69 Moderate
0.30-0.49 Weak
0.00-0.29 Very weak

3.2 Population and samples

To identify good teaching characteristics that corresponds with Thai
educational context. The population and samples for good teaching characteristic
model is separated into two groups consisting of 1) Faculty: the full time instructors at
Suranaree University of Technology (SUT), Thailand, and 2) Students: the learners
who are studying at the undergraduate level at SUT. The table for determining sample

size (Krejcie and Morgan, 1970) was used to determine sample size. The total amount
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of sample units consisting of 97 faculty and 474 students were selected with

the simple random sampling technique.

3.3 Research Instruments

The instruments that utilized in this study divided into two groups including:

1) Design and development instruments and 2) Evaluation instruments.

3.3.1 Design and development instruments

In this section, two groups of instruments are presented.

1) Good teaching characteristics questionnaire: this questionnaire is
construct based on summary from previous defined of good teaching characteristics.
It consists of 66 question items with two types of answer that are:

1.1) Three choices answer: it comprises “Yes, certainly (+1)”,
“Uncertain (0)”, “Absolutely not (-1)”. This type of answer is used to identify items
that are characteristics of good teaching, which appropriate with Thai educational
context and

1.2) Rating scales (5 scales): this questionnaire is used to model the
good teaching characteristics model for surveying data.

2) Instrument for design and develop the proposed system: selected
applications and online services that have been utilized to develop the propose system
is listed below:

- Java Development Kit 6 Update 20 or above
- LexTo: Thai Lexeme Tokenizer
- Apache OpenNLP version 1.4.3 (ORCHID tagset)

- SentiWordNet (Linguistics resources)
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- WordNet (Lexical database of English)
- LEXIiTRON, (Thai-English dictionary)
- WS4J: WordNet Similarity for Java

- WEKA 3.7.10 (Waikato Environment for Knowledge Analysis)

3.3.2 Instruments for Evaluation

Three instruments are used in evaluation process including:

1) LISREL: It is a windows application which consists of several
statistical packages for analyzing and modeling data such as Structural Equation
Modeling, Multilevel Structural Equation Modeling, Multilevel Linear and Nonlinear
Modeling, Formal Inference-based Recursive Modeling and Generalized Linear
Modeling. This study used the LISREL version 8.72 to analyze and model the good
teaching characteristics.

2) Weka3 (Data Mining Software in Java): the Weka is a collection
of machine learning algorithms for data mining tasks. The algorithms can either be
applied directly to a dataset or called from Java code. Weka contains tools for data
pre-processing, classification, regression, clustering, association rules, and
visualization. It is also well-suited for developing new machine learning schemes (Hall
etal., 2009).

3) SPSS (Statistical Package for the Social Sciences): It was
an integrated set of programs for the management and statistical analysis of social
science data, developed especially for the processing and analysis of data from

questionnaire surveys.
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3.4 Data Collection and Analysis

There are two phases of data collecting and analyzing processes including:

1. Good teaching characteristics model: to analyze the good teaching
characteristics, the steps of collecting data are as follows:

- The good teaching characteristic questionnaire are disseminate to
the sample group (97 faculty and 474 students of Suranaree University of
Technology).

- Given three weeks to collect the answered questionnaire from the sample
group.

- Questionnaire’s answer IS encoded in appropriate format for LISREL
application.

- Good teaching characteristics are modeled. The LISREL is used to fit
model and the statistical indicators were computed. The important indicators that
described in previous section (Section 3.1.3: Evaluation of quality and performance of
system) are compared with the output statistical values to indicate the quality of model
is fitted with the empirical data.

2. Performance of the proposed framework: the student’s feedbacks are
sampling from the Online Teaching Evaluation system of Suranaree University of
Technology. These feedbacks are used in process of design and develop framework
for mining student feedbacks. The performance of the three sub-modules consists of;
(1) Feature/Opinion Extraction, (2) Polarity Identification, and (3) Good teaching

characteristic aggregation, are measured via the WEKA and SPSS software.
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According to the research methodology process as mentioned above,
the experimental results and their performances are described in Chapter 4 and

the conclusion and suggestion for future research are presented in Chapter 5.



CHAPTER 4

EXPERIMENTAL RESULTS AND DISCUSSIONS

This chapter presents the result of modeling and developing a framework
to extract knowledge and useful information from online teaching evaluation.
The first two sections will be presented the experimental result and their performance
and last one is discussion section as follows:

4.1 The experiment and result of good teaching characteristics model

4.1.1 Evaluation of good teaching characteristics model
4.2 The experiment and result of the proposed framework
4.2.1 Evaluation of sub-module performance
4.2.2 Evaluation of overall performance

4.3 Discussions
4.3.1 The results of the hypothesis testing

4.3.2 The discussion of imperfect results

4.1 The experiment and result of good teaching characteristics

model

Following the first objective of this study, that is “To identify the component
of good teaching characteristics that corresponds with Thai educational context”.
The social research process is implemented and their results are described in next

section:
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4.1.1 Evaluation of good teaching characteristics model

Experimental process:

1. The population is separated into two groups consisting of 1) Teachers:
the full time instructors at Suranaree University of Technology (SUT), Thailand, and
2) Students: the learners who are studying at the undergraduate level at SUT. The table
for determining sample size (Krejcie and Morgan, 1970) was used to determine sample
size. The total amount of sample units consisting of 97 teachers and 474 students were
selected with the simple random sampling technique.

2. Synthesizing the list of good teaching characteristics items from
reviewing of literature as mentioned in section 2.1. The questionnaire which consists
of 66 items based on the 6 teaching components were constructed (in Appendix ).
The numbers of items of good teaching characteristics are roughly grouped as follows:
Knowledge (4 items), Preparation (4 items), Teaching technique (28 items),
Assessment (8 items), Materials (4 items), and Personality (18 items).

3. Testing the quality of questionnaire, The Index of Item Objective
Congruence (IOC) and The Cronbach’s a-coefficient (Cronbach, 1951) was computed.
These question items are obtained I0C scores (for validity measurement) between
0.88 and 1.00, which above the minimum threshold (at 0.50). In aspect of reliability of
questionnaire (based on Cronbach’s a-coefficient), these questionnaires obtained
a high reliability rate at 0.983.

Experimental results:

1. Identifying of good teaching characteristics items: The 66 items of
closed-end questions with 3 choices of answers (“Yes, certainly (+1)”, “Uncertain

(0)”, “Absolutely not (-1)”) are answered by the samples. To indicate items that are
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good teaching characteristics, the 10C score is adopted. The value of 10C at 0.50 is
determined as a threshold. Any items of the questionnaire those are equal or higher
than 0.5 are selected as good teaching characteristics. The I0C result is shown in

Table 4.1.

Table 4.1 Identifying and selecting good teaching characteristics items

Initial Number 10C score
Good teaching of selected Teacher Student
components items Min-Max Average Min-Max Average
Knowledge 4 1.00-1.00 1.00 0.95-0.97 0.96
Preparation 4 0.98-1.00 0.99 0.97-0.98 0.97
Teaching 28 0.89-1.00 0.97 0.96-0.99 0.97
Assessment 8 0.96-1.00 0.98 0.95-0.97 0.97
Materials 4 0.83-1.00 0.94 0.97-0.98 0.98
Personality 18 0.94-1.00 0.98 0.97-0.98 0.98
Total 66 0.83-1.00 0.98 0.95-0.99 0.97

The results in Table 4.1 illustrated that the teachers and students
indicated all of questionnaire items (66 items) describe the characteristics of good
teaching. The teacher has given the I0C scores between 0.83 and 1.00. Teachers
indicate that the knowledge (1.00) and preparation (0.99) are important factors of
teaching characteristics. While the student indicated that the personality (0.98) and
materials (0.98) are important factors of teaching characteristics in the aspects of
students. These questionnaire items are used to develop a good teaching characteristics
model.

2. Developing a good teaching characteristics model: Afterward, the 66

items with 5 point Likert scales questionnaire are answered. The Exploratory Factor
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Analysis (EFA) and the second order Confirmatory Factor Analysis (second order
CFA) are used to develop a good teaching characteristics model.

2.1) In the first stage, the EFA is employed to extract the principal
factors (latent variables) and factor loading scores of each component. These principal
factors are assigned as variables in the stages of model development. The factor
loadings (the 1* factor loading) of these principal factors are obtained.

2.2) In the second stages, the second order CFA was used to model
the good teaching characteristics from these principal factors. The factor loadings of
the six core components are obtained (the 2" factor loading). After that some
conceptual key terms were redefined for covers the meaning of questionnaire items in
each group as follows:

- “Knowledge” still used the original conceptual terminology.
It describe about content and practical knowledge for teaching and answering the
questions of students.

- “Teaching preparation” was used instead of “Preparation”. It
covers about preparation to teach (contents, process, and materials) before actual
teaching.

- “Teaching techniques and strategies” was used instead of
“Teaching technique” which covers about individual teaching technique and teaching
plan (long term teaching plan) to transfer knowledge to their students, and also include
ability to control his/her students in the classroom.

“Measurement and evaluation” was used instead of

“Assessment” which concern about ability to create testing question, individual
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teaching to judgment and validity of the evaluation process that provide the benefit to
indicate achievements and learning progression of students.

- “Teaching media and materials” was used instead of
“Material”. It covers several kinds of resources that used to be learning resource.
Moreover, it covers about creating and utilizing the suitable materials, and also covers
about having teaching assistants to support his/her teaching process.

“Personality” is still used the original conceptual
terminology. It describes individual personal behavior of teacher and good human
relations. This component affect to student attention in class and their relationship
between teacher and their student.

The result of good teaching characteristics model and their

statistical indicators are shown in Table 4.2.

Table 4.2 Core components and principal factors of good teaching characteristics

model
_ 79 The 1% | The 2™
Good teaching Principal factors of each
Item No. | factor | factor
components components ) )
loading | loading
1. Knowledge 1.1) Knowledge fundamental 11-14 0.280 2.55
(KNOWLEDG) (KN_FUND)
2. Teaching 2.1) Teaching preparation 21-24 0.350 2.19
preparation (TE_PREP)
(PREPARE)
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Table 4.2 Core components and principal factors of good teaching characteristics

model (continued)

The 1 | The 2™
Good teaching Principal factors of each Item No.
factor | factor
components components
loading | loading
3. Teaching 3.1) Knowledge transferring 3.11-3.17 | 0.083 4.57
techniques and technique (KN_TRANS)
strategies
(TEACHNIQU) 3.2) Classroom administration 3.24-3.28 | 0.083
(CL_ADMIN)
3.3) Utilizing the feedback 3.8-3.10 0.048
(UT_FEEDS)
3.4) Practical knowledge 3.18-3.22 | 0.077
transferring technique
(PT_KNOW)
3.5) Supporting student-centered 3.4-3.7 0.056
learning (ST_CENT)
3.6) Teaching is structured 3.1-33 0.090
(TE_STRUCT)
4. Measurement 4.1) Measurement and evaluation 41-48 0.320 2.01
and evaluation Techniques (ME_TECH)
(ASSESSME)
5. Teaching media | 5.1) Teaching material and 51-54 0.450 1.75
and materials personnel support (TE_MATE)
(MATERIAL)
6. Personality 6.1) Human relationship 6.6 —6.18 0.160 3.90
(PERSONAL) (HU_RELAT)
6.2) Individual personality 6.1-6.5 0.150

(INDI_PER)

x? = 27.77, df=31, p-value = 0.63, RMSEA = 0.00, GFI= 0.99, AGFI= 0.98, CFI=1.00,

SRMR = 0.019
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Table 4.2 showed that there are 12 factors (1% factors) are explored in
this questionnaire. Four out of the six components consist of one factor including:
“Knowledge” (KN_FUND: 0.280), “Teaching preparation” (TE_PREP: 0.350),
“Measurement and evaluation” (ME_TECH: 0.320) and “Teaching media and
materials” (TE_MATE: 0.450) components. While “Teaching techniques and
strategies” components consist of six factors with factor loading scores between 0.048
and 0.090 (UT_FEEDS: 0.048, ST_CENT: 0.056, PT_KNOW: 0.077, KN_TRANS:
0.083, CL_ADMIN: 0.083 and TE_STRUCT: 0.090). The “Personality” component
consists of two factors with factor loading scores of 0.150 and 0.160 (INDI_PER:
0.150 and HU_RELAT: 0.160). The second order CFA revealed that the “Teaching
techniques and strategies” component obtained the highest of the factor loading at
4.57. The next important component is the “Personality” component with the 3.90 of
the factor loading.

To verify that this proposed model is fitted with the empirical data, the
important statistical indicators are computed including: the Chi-Square is 27.77 where
df = 31, p-value is 0.63, RMSEA is 0.00, GFI is 0.99, AGFI is 0.98, CFl is 1.00 and
SRMR is 0.019. Compared with the threshold values (as mentioned in Chapter 3
Section 3.1.3 ), that is p-value > 0.05, RMSEA < 0.07, GFI > 0.95, AGFI > 0.95, CFlI
> 0.95 and SRMR < 0.08 (Hooper et. al., 2008). These statistical indicators indicate
that the good teaching characteristics model is consistent with the empirical data.

The structure of this proposed model can be depicted in Figure 4.1.



146

KN_FUND

TE_PREP

KH_TRANS

CL_ADMIN

UT_FEEDS

PT_KNOU

ST_CENT

TE_STRUC

ME_TECH

TE_MATE

HU_RELAT

INDI_PER [=*-0.9

Chi-Square=27.77, d£=21, P-wvalue=0.623250, RMSE&=0.000

Figure 4.1 The structure of good teaching characteristics

4.2  The experiment and result of the proposed framework

Following the second objective of this study, that is “To design and develop an
efficient opinion mining framework for analyze student feedback from online teaching
evaluation corresponds to good teaching characteristics”. An opinion mining process
that deal with Thai student feedback was designed and developed. The machine
learning and statistical technique are used as core process in several sub-modules.
This section presents the performance of four sub-modules and overall performance of
the proposed framework. The four sub-modules including: 1) Feature/Opinion
extraction, 2) Polarity identification, 3) Opinion phrase scoring, and 4) Good teaching

characteristic aggregation. While, overall performance is measured via level of rank
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correlation with the empirical data (i.e., teaching evaluation score from close-end

question). The experimental results are as follows:

4.2.1 Evaluation of sub-module performance

1) Feature/Opinion extraction

This is a sub-module of “Opinion Analysis” module. The aims of
this sub-module is extracted the feature and opinion word from student feedback
paragraph. Their experimental process is as follow steps:

Experimental process:

The student feedbacks which are used in this experiment are
obtained from Teaching Evaluation System of Suranaree University of Technology,
Thailand. 500 of feedback paragraphs (a set of sentences) were randomly selected.
The data were preprocessed via the Linguistic pre-processing module (Chapter 3:
Figure 3.2). Then each paragraph was broken down into 3-gram data record. Finally,
the 3,591 of 3-gram data records were obtained. The hold-out technique was applied to
split both datasets into two parts. First part, 2,520 of data records were used as
a training dataset to build the best two classifiers (the feature classifier and the opinion
classifier). While 999 of remaining data records were reserved as validate dataset.
Five Thai native speakers are asked to assign classes labels (eight categories of classes
i.e. “000”, “001”, “010”, <1007, “011”, “110”, “101”, and “111”) for each 3-grams
data record of both datasets. Two training datasets are obtained and used to model two
effective classifiers. While the second dataset is used as test dataset to measure

the performance of information extraction. This dataset consists of 1,351 words of
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vocabularies (478 of feature words, 396 of opinion words and 477 of undefined
words).

Experimental results:

(1) Fragment classification: It is the first stage of this sub-module.
The classifier is a vital technique of this stage. To construct two effective classifiers
(Feature and Opinion classifiers), the four well known machine learning techniques
are used in the experiment. They are 1) Naive Bayes (NB), 2) Support Vector Machine
(SVM), 3) K-nearest neighbor (KNN) with K=3, and 4) Classification Based on
Associations (CBA) with parameter setting according to experimental of Hu and Liu
(2006). These machine learning techniques modeled in WEKA environment on two
training datasets (Feature dataset and Opinion datasets). The 10-fold cross-validation
was used to measure the effectiveness of these classifiers. The best two classifiers
were selected and used in the proposed framework. Their performance (Precision,
Recall, F-measure and Accuracy) of these machines learning technique (as shown in
Figure 4.2).

In Figure 4.2 indicates that the Support Vector Machine (SVM)
seem to be the best classifier for all of word types. The SVM obtained 0.718 of
precision (P), 0.726 of recall (R), 0.722 of f-measure (F), and 0.726 of accuracy (A)
for classified n-gram feature data records. While classifying the opinion word, the
SVM got 0.675 of precision, 0.689 of recall, 0.682 of f-measure, and 0.689 of

accuracy.
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Figure 4.2 Performance measurement of feature and opinion classifier

Besides, the Naive Bayes (NB) was a good candidate classifier.
The NB got the performance more than 0.600 of every measure. Whereas the K-
Nearest Neighbor (KNN) and Classification Based on Associations (CBA) classifiers
got low performance (lower than 0.600 on overall evaluation). Because of this low
performance result of the KNN and CBA classifiers, both of them were discarded to
use in summarization step (Fragment summarization).

(2) Fragment summarization: It is the second stage which
merges back each n-gram classification result original sentence to indicate which word
is feature or opinion word. The n-gram majority voting was used with the best two
classifier (Naive Bayes and Support Vector Machine) results. The stop word was
filtered with syntactic similarity are performed. The dataset consists of 1,351 words of
vocabularies (478 of feature words, 396 of opinion words and 477 of undefined

words). The confusion matrix and their performance are shown in Table 4.3 —4.4.
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Table 4.3 Confusion matrix of feature and opinion extraction

Naive Bayes (NB) Support Vector Machine (SVM)
Predicted Predicted
Feature word 1 0 Feature word 1 0
Actual 1 386 92 Actual 1 408 70
0 60 813 0 106 767
Predicted Predicted
Opinion word 1 0 Opinion word 1 0
Actual 1 271 125 Actual 1 264 132
0 40 915 0 26 929

The results from Table 4.3 are used to compute the common
evaluation values (e.g., Precision, Recall, F-measure and Accuracy) as shown in Table

4.4.

Table 4.4 Evaluation of extracting feature and opinion words

. Type of
Classifier P R F A
word
Naive Bayes Feature 0.865 | 0.808 | 0.836 | 0.887
Opinion 0.871 | 0.684 | 0.766 | 0.878
Support Vector Machine Feature 0.794 | 0.854 | 0.823 | 0.870

Opinion 0.910 | 0.667 | 0.770 | 0.883

In Table 4.4, the evaluation results indicated that the Naive Bayes
(NB) classifier (with a fragment summarization process) was given the good
performance for identifying feature words. All of evaluation (precision, recall,

accuracy) were higher than 0.800. While the Support Vector Machine (SVM) classifier
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produced good performance for identifying opinion words. The precision was 0.910,

recall is 0.667, f-measure is 0.770, and accuracy is 0.883.

2) Polarity Identification

The polarity words that obtained from previous sub-module was
used as input data for the polarity identification module. The aim of this sub-module is
to predict their polarity of given opinion word. Their experimental process can be
described as follows;

Experimental process:

The opinion word that identified by previous sub-module were
used. By expanding the word around this extracted opinion word in 3 window size.
The 3-grams data records are obtained as follows. 500 feedback paragraphs of Thai
students were randomly selected. They were break down into 2,519 of 3-grams data
records. The classes of this n-grams dataset separated into three groups of polarity that
are “Positive”, “Negative”, and “Neutral”. The five Thai native speakers were asked to
determine the appropriate class of these 3-grams data records. The polarity classes
consist of 1,111 of Neutral, 930 of Positive, and 479 of Negative. Due to imbalance of
Negative class, the Synthetic Minority Over-sampling Technique (SMOTE) technique
was used to over-sampling the negative to 862 data records. The three well-known
machine learning including; 1) Naive Bayes (NB), 2) Support Vector Machine (SVM),
3) K-nearest neighbor (KNN) with K=3, and 4) Classification Based on Associations
(CBA) were trained with this dataset. The best classifier is selected as polarity
classifier of the proposed framework. The performances of three machine learning are

described as follows:
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Experimental results:

To measure the performances of these machine learning.
The WEKA software with their default configuration is used to model. 1) K-nearest
neighbor with (K=3), 2) Classification Based on Associations (CBA), 3) Naive Bayes
with default parameter and 4) Support Vector Machine with Linear Kernel.
Their performances was tested with 10-folds cross validation. The confusion matrix

and their performance can be illustrated in Table 4.5 — 4.6.

Table 4.5 Confusion matrix of polarity identification

K-nearest neighbor (KNN) Predicted
Neutral Positive Negative
Actual Neutral 845 134 132
Positive 286 526 118
Negative 166 135 561
Classification Based on Associations
(CBA) Predicted
Neutral Positive Negative
Actual Neutral 802 166 143
Positive 281 516 133
Negative 264 265 333
Naive Bayes (NB) Predicted
Neutral Positive Negative
Actual Neutral 871 140 100
Positive 196 643 91

Negative 98 79 685




Table 4.5 Confusion matrix of polarity identification (continued)
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Support Vector Machine (SVM)

Actual

Neutral
Positive

Negative

Predicted
Neutral Positive Negative
978 88 45
207 663 60
9 71 697

The results from Table 4.5 are used to compute the common

evaluation (precision, recall, f-measure and accuracy) as shown in Table 4.6.

Table 4.6 Evaluation of polarity identification

Classifier P R F A
K-nearest neighbor Neutral | 0.651 0.760 0.701 0.752
(KNN) Positive | 0.661 0.565 0.609 0.768
Negative | 0.691 0.650 0.670 0.810
Micro-Avg | 0.665 0.665 0.665 0.777
Macro-Avg | 0.668 0.658 0.663 0.777
Classification Based Neutral | 0.595 0.721 0.652 0.705
on Associations Positive | - 0.544 0.554 0.549 0.708
(CBA) Negative | 0.546 0.386 0.452 0.722
Micro-Avg | 0.568 0.568 0.568 0.712
Macro-Avg | 0.562 0.554 0.558 0.712
Naive Bayes (NB) Neutral | 0.748 0.784 0.766 0.816
Positive | 0.746 0.691 0.717 0.826
Negative | 0.782 0.795 0.788 0.873
Micro-Avg | 0.757 0.757 0.757 0.838
Macro-Avg | 0.759 0.757 0.758 0.838
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Table 4.6 Evaluation of polarity identification (continued)

Classifier P R F A
Support Vector Neutral | 0.765 0.880 0.818 0.850
Machine (SVM) Positive | 0.807 0.713 0.757 0.853
Negative | 0.869 0.809 0.838 0.907
Micro-Avg | 0.805 0.805 0.805 0.870
Macro-Avg | 0.813 0.801 0.807 0.870

In Table 4.6, the evaluation results indicated that the Support
Vector Machine (SVM) and Naive Bayes (NB) classifiers produced the good
performance for polarity identification. The accuracy of both classifier are higher than
0.80. However, consider the precision, recall and f-measure rate, the Support Vector
Machine obtained the higher than 0.80 of the Micro and Macro-average of precision,
recall, f-measure and accuracy, while other classifiers obtained the performance score

less than 0.80.

3) Good teaching characteristic aggregation

The aim of this final sub-module is to indicate of the good teaching
characteristics level of individual teacher. The result from previous sub-module
(Opinion Phrase scoring) are used as input data. The output is numerical value which
having range of score in 0.00 to 4.00 (correspond with teaching evaluation score).
The high value of output indicates that the teacher has high characteristic of good
teaching. On the other hand, the low value indicates that the teacher should improve
their teaching. In aggregation process, the regression technique is main process.
Several machine learning and statistical techniques are models and their performances

are measured. Their experimental process of this sub-module is as follows:
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Experimental process:

(1) 10,000 of student feedbacks are randomly selected to modeling
an efficient aggregator. These feedbacks are processed follow the previous module of
this proposed framework. The opinion scores are computed and used in
the experiment.

(2) To model an estimator, the input data consisting of 13 variables.
These variables consists of; the 6 variables of the average of opinion score on each
categories, the 6 variables of total number of opinion phrases on each categories, and
1 variable of the total number of student feedbacks are used as input data. The output
of this process is numerical value that used to indicate the level of good teaching
characteristics.

(3) Four well-known machine learning techniques were used in
experimental including; 1) Multiple Linear Regression (MLR), 2) Support Vector
Machine for Regression (SVR), 3) Multi-layer Perceptron (MLP) and 4) Multi-layer
Perceptron for Regression (MLPR). The 10-folds cross-validation is used as testing
mode.

The performance of these four machine learning and statistical
technique are described as follows:

Experimental results:

The four machines learning against with opinion scores are

summarized as shown in Table 4.7.
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Table 4.7 Performance of good teaching characteristic estimator

Input score
o Models MAE RMSE
(opinion score)
SentiWordNet MLR 0.1694 0.2257
MLP 0.1995 0.2689
MLPR 0.1822 0.2449
SVR 0.1696 0.2271

As shown in Table 4.7, all models are obtained the MAE and
RMSE rate less than 0.30. The Multiple Linear Regression (MLR) and the Support
Vector Machine for Regression (SVR) delivered the best estimation score. The MAE

and RMSE rate of SVR are lower than other models.

4.2.2 Evaluation of overall performance

As described in previous section, all of sub-modules are important
component of the proposed framework. The final results of this proposed framework
indicate the good teaching characteristics of individual teacher. Normally, the total
teaching evaluation score from close-ended question imply how much the student
prefers in their teacher. Evaluating overall performance, the correlation coefficient of
ranking between the rank of total teaching evaluation score and ranking from
aggregation opinion score module should be in high level. The experimental process of
the proposed framework is as follows:

Experimental process:

(1) 40,000 of student feedback are randomly selected. These feedbacks
were processed follow the proposed framework as described above. The data

distribution of these feedbacks can be depicted in Figure 4.3.
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(2) These student feedbacks were drawn from 585 teachers; the median
of these feedbacks is 23 feedbacks per a teacher. The minimum number of feedback is
1 and maximum is 1,327. The range value is 1,326 feedbacks. It has the right skewness
characteristic. According to this characteristic, these feedbacks data were separated
into 5 groups follow the percentiles of data. These groups consist of; 1) 1-4 feedbacks
(20 percentiles), 2) 5-14 feedbacks (40 percentiles), 3) 15-38 feedbacks (60 percentiles),

4) 39-106 feedbacks (80 percentiles), and 5) More than 106 feedback (100 percentiles).
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Figure 4.3 The distribution of student’s feedback data

As described in previous section, the overall performance of
the proposed framework as follows:

Experimental results:

The expectation of this study is that the proposed framework had
the correctness of ranking at high level (greater than or equal 70% of ranking

correlation). The statistical indicator called “Spearman-rho rank order correlation” is
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used to measure this performance. The ranking correlation is computed between
the ranks of good teaching characteristics of proposed framework against with the rank
from teaching evaluation score. Interpretation of the correlation values follows
the criteria in Table 3.4 (Chapter 3). The criteria levels are 0.70-0.89 is strong
correlation, and 0.50-0.69 is moderate. The spearman-rho rank order correlation is

shown in Table 4.8.

Table 4.8 Spearman’s rho rank order correlation of overall performance

Aggregation N Correlation p-value
method Coefficient
Average of SWN | 585 0.132 1.412E-03**
MLR | 585 0.273 1.977E-11**
SVR | 585 0.294 3.632E-13**
MLP | 585 0.543 4.121E-46**
MLPR | 585 0.689 1.395E-83**

** p-value < 0.01 (N > 30, use the critical value from Pearson’s correlation)

As shown in Table 4.8, using the Multi-Layer Perceptron for
Regression provided moderate performance (more than 0.689). While, directly used of
average of SentiWordNet score provided the lowest of rank correlation at 0.132.

Considering on number of feedback distribution, the performance of
Multi-Layer Perception for Regression (MLPR) evaluated with the group of feedbacks
(as depicted in Figure 4.4). The result indicated that group that had student feedbacks
more than 107 delivered a high level of rank correlation at 0.777. When cumulated

with the group that had student feedbacks more than 39. The rank correlation
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decreased to 0.722. Totally, the overall ranking correlation of MLPR is r = 0.689

which closely to strong level of rank correlation.

AVG_SWN OMLR @SVR @MLP @MLPR

0.900
0.700
0.500
0.300
0.100
-0.100 >=15
feedbacks feedbacks feedbacks feedbacks feedbacks
n=115 n=232 n=344 n=467 n=585
(19.66%) (115+117) (232+112) (344+123) (467+118)
(39.66%) (58.80%) (79.83%) (100.00%)

Figure 4.4 Spearman-rho rank correlation coefficient on cumulative of five groups

As described above, the Multi-Layer Perception for Regression (MLPR) gave
good performance to indicate quality of teaching. The final model of MLPR can be

depicted as Figure 4.5
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Figure 4.5 The multi-layer perception for regression model
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the optimal weight parameter of this model is shown in Table 4.9.

Table 4.9 The optimal weight parameter of MLPR model

Weight of node

Weight of node

Input node (Input —» Hidden) (Hidden — Output)

H1 -4.496
CCOMMENT -0.479
CC1 -1.334
ACl1 -1.426
CC2 0.646
AC2 0.063
CC3 -5.850
AC3 0.817
CC4 1.634
AC4 -0.426
CCh 0.619
AC5 -0.173
CC6 -4.366
AC6 -1.967
Bias (b1) -1.978

H2 -4.971
CCOMMENT -0.187
CC1 1.306
AC1 1.044
CC2 1.076
AC2 -0.378
CC3 5.748
AC3 -0.452
CC4 -1.814
AC4 0.093
CC5 0.273
AC5 0.289
CC6 3.410
AC6 1.306
Bias (b2) 2.344

H3 1.249
CCOMMENT 3.020
CC1 -5.669
AC1 3.907
CC2 -4.201
AC2 1.373
CC3 2.833
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Table 4.9 The optimal weight parameter of MLPR model (continued)

Weight of node Weight of node

Input node (Input —> Hidden) (Hidden — Output)
AC3 0.755
CcC4 0.303
AC4 -1.444
CC5 -1.250
AC5 1.760
CC6 1.950
AC6 -1.319
Bias (b3) -1.473

H4 4.363
CCOMMENT 1.138
CC1 1.315
AC1 0.240
Ccc2 -0.248
AC2 0.218
CC3 -0.595
AC3 0.718
Cc4 -0.479
AC4 0.080
CC5 -0.128
AC5 0.332
CC6 -0.895
AC6 0.078
Bias (b4) 2.201
H5 -1.426

CCOMMENT -6.047
CC1 -0.450
AC1 1.383
CC2 5.698
AC2 2.931
CC3 -5.771
AC3 1.053
CC4 2.967
AC4 1.631
CC5 1.157
AC5 1.108
CC6 -6.930
AC6 -0.471
Bias (b5) -2.124
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Table 4.9 The optimal weight parameter of MLPR model (continued)

Weight of node Weight of node
Input node (Input —> Hidden) (Hidden — Output)

H6 -2.228
CCOMMENT 3.502
CC1 -0.757
AC1 0.481
Ccc2 -4.580
AC2 0.389
CCs 0.517
AC3 -0.759
Cc4 -0.410
AC4 -1.219
CC5 -0.084
AC5 1.773
CC6 1.609
AC6 -0.600
Bias (b6) -1.785

H7 1.640
CCOMMENT -5.826
Cc1 -0.877
AC1 -0.594
cc2 2.175
AC2 -0.182
CC3 5.248
AC3 -0.926
Cc4 -0.354
AC4 -0.661
CC5 4.116
AC5 1.460
CC6 2.513
AC6 -0.281
Bias (b7) 2.749

Bias of output 0.861

(b8)
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4.3 Discussions

As mentioned in the Chapter 1, the main purposes of this study are; 1) To
identify the component of good teaching characteristics that corresponds with Thai
educational context, and 2) To design and develop an efficient opinion mining
framework for analyze student feedback from online teaching evaluation corresponds

to good teaching characteristics.

4.3.1 The results of the hypothesis testing
The two main hypothesis of this research are 1) Obtain the extract
component of good teaching characteristics which correspond with Thai educational
context, and 2) Obtain an efficient opinion mining framework to indicate the strength
and weakness of individual teaching from Thai student feedback, correctly with

ranking correlation at high level (greater than or equal 70% of ranking correlation).

The First Research Hypothesis:
The evaluation results of modeling good teaching characteristics
(Section 4.1) showed that the good teaching characteristics base on educational theory
consist of 6 components including:
1. Knowledge
1.1 Knowledge fundamental
2. Teaching preparation
2.1 Teaching preparation
3. Teaching techniques and strategies
3.1 Knowledge transferring technique

3.2 Classroom administration
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3.3 Utilizing the feedback
3.4 Practical knowledge transferring technique
3.5 Supporting student-centered learning
3.6 Structured teaching
4. Measurement and evaluation
4.1 Measurement and evaluation Techniques
5. Teaching media and materials
5.1 Teaching material and personnel support
6. Personality
6.1 Human relationship
6.2 Individual personality
The important component of good teaching characteristics are
“Teaching technique”, “Personality”, “Knowledge”, “Preparation”, “Assessment”, and
“Material”, respectively. The statistical indicators of this good teaching characteristic
model are »* = 27.77 (p-value = 0.63) where df = 31, RMSEA = 0.00, GFI = 0.99,
AGFI = 0.98, CFI = 1.00, and SRMR = 0.019. These statistical indicators indicated

that the proposed of good teaching characteristic model is correspond with

the educational context of teacher and student of SUT.

The Second Research Hypothesis:

Obtaining an efficient opinion mining framework to indicate the
strength and weakness of individual teaching from Thai student feedback, correctly
with ranking correlation at high level (greater than or equal 70% of ranking

correlation).
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As described in Section 4.2, the results of sub-modules and overall
performance are reported. Most of sub-modules relied on the machine learning
technique. The efficient of sub-module consist of; 1) Feature/Opinion extraction has
the higher rate of accuracy (0.887) for feature word extraction with Naive Bayes, and
the accuracy at 0.883 for opinion word extraction with Support Vector Machine,
2) Polarity identification has the higher rate of accuracy (0.870) by using Support
Vector Machine, and 3) Good teaching characteristic aggregation have the MAE and
RMSE rate less than 0.30 for all machine learning model.

The overall performance of the proposed framework was measured by
the Spearman-rho rank correlation. The statistical results shown that the Multi-Layer
Perceptron for Regression (MLPR) yields the high level of rank correlation (r=0.689)
with statistical significant at 0.01. Considering with cumulative of sub-groups,
the Multi-Layer Perceptron for Regression (MLPR) vyields the highest level of
correlation at 0.777 in the group that has feedback more than 107 feedbacks. However,
there is decreasing of the correlation rate when cumulated with other groups that have

the low number of student feedbacks.

4.3.2 The discussion of imperfect results
Although, the evaluation results of sub-modules and overall
performance of the proposed framework are high performance. However, there are
imperfect occurred in these evaluation results. Many reasons for the imperfect results
of these sub-modules are discussed as follows:
1) The effect of un-coverage and small size of training dataset, at
initial stage of opinion mining, the feature and their opinion word extraction.

Generally, previous studies used the dependency syntactic rule as extraction tool.
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It provided good performance for many languages which have strictly grammatical
pattern. However, Thai language is flexible syntactic grammar which can re-arrange
word position. Moreover, Thai language does not use the punctuation or blank space to
break a sentence. This characteristic make Thai language has the complicated
structure. This study proposed a process which used machine learning technique as
extraction process. The prerequisite of machine learning required the large enough and
coverage of linguistic data in the interesting domain. Using the small size of training
dataset affects to efficiency of the classifier.

2) The lacking of terminology in the educational context. This study
used terminology from the LEXIiTRON dictionary which is the general purposed
dictionary. However, terminologies in educational context is specific terminology such
as special word, abbreviated, slang word, etc. These words usually occurred during
analysis process. To obtain better performance, these words need to be classified and
organized by the knowledge experts in educational domain. Example of these words are
“Woglfifams”, “Weandn”, “Wesnaans”, “Laboratory”, “LAB”, etc. should be categorized
into a concept word.

3) The lacking of Thai subjective lexicon development. Several
linguistic subjective lexicons are available e.g., SentiWordNet, WordNet-Affect,
SenticNet, MPQA Opinion Corpus, etc. However, most of previous work that dealt
with Thai language usually developed their own subjective linguistic lexicon. There is
no evidence that formal lexicon of Thai subjective lexicon was deployed. Because of
this reason, this study used the translation process to link between Thai and English

language. This translation process affect to performance of many tasks in the proposed
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framework. Moreover, the subjective score (opinion score) that develop from
the different language may not suitable to directly apply with another context.
The last but not the least, the overall of this study is summarized and

some recommendations for future research are presented in Chapter 5.



CHAPTER 5

CONCLUSIONS AND RESEARCH RECOMMENDATIONS

This chapter presents a summary of the research findings, the limitation of this

study and recommendations for future research studies.

5.1 Summary of the research findings

This study aims to identify the good teaching characteristics and develop
an efficient opinion mining framework for extract knowledge from student feedbacks.
To identify the good teaching characteristics, the social research process is
implemented. Reviewing of previous educational researches that related with
characteristics of good teaching is summarized. The Likert scale questionnaire about
good teaching characteristic is developed for data surveying. This questionnaire
consists of 66 items based on the characteristic of good teaching from previous
studies. The population and sample units draw from the full time instructors and
students of Suranaree University of Technology. The total amount of sample units
consists of 97 faculty and 474 students. The reliability of this questionnaire is in high
level at 0.983. The indexes of item objective congruence (IOC) of each item are higher
than the threshold value at 0.50. The Structural Equation Modeling (SEM) approach is
used to model the structure of good teaching characteristics. The Exploratory Factor
Analysis (CFA) and the secondary order Confirmative Factor Analysis between

the observed variables and the latent variables are computed. The SEM statistical
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indicators indicated that the good teaching characteristics model correspond with
the empirical data that survey from teachers and students in Thai educational context.
Finally, the opinion mining framework for extracting knowledge from student
feedbacks is designed and developed. This framework consist of three main model
including; 1) Linguistic pre-processing, 2) Opinion analysis, and 3) Aggregation and
Visualization. The first main module is data pre-preparation process that separate text
paragraph to word and tag their Part-Of-Speech. The second main module consists of
three sub-modules including; 1) Feature/Opinion extraction, 2) Polarity identification,
and 3) Opinion phrase scoring. These sub-modules are mined the subjectivity from
student feedbacks. These subjective indicate which characteristics in teaching process
are satisfied. In Feature/Opinion extraction, Naive Bayes classifier and Support Vector
Machine with n-gram majority voting are used as Feature and Opinion word
extractors, respectively. In Polarity identification sub-module, Support Vector
Machine is used as polarity identification from the given opinion word. The last sub-
module of opinion analysis is Opinion scoring. The feature words are categorized by
using majority voting based on semantic similarity score. While the score of opinion
words are obtained from SentiWordNet. Finally, the third main module consists of
only two sub-modules. First sub-module is Good teaching aggregation. This sub
module aims to aggregate the score of six good teaching characteristics as a numerical
value (total score). This numerical value used to as indicator of individual good
teaching characteristics level. The Multi-Layer Perceptron for Regression model is the
best estimator for indicate good teaching characteristics level. Finally, Good teaching
visualization is used to visualizing all information including; teacher detail, student

feedback, feature and opinion word, their score, and good teaching characteristics
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level for aggregation. These information are stored in a database for later retrieve,
reuse and visualization in subtle levels.

The research findings are summarized as follows:

5.1.1 Identifying the good teaching characteristics, the questionnaire about
good teaching characteristics is developed based on the previous studies. 97 teachers
and 474 students of Suranaree University of Technology are answered these
questionnaire. The SEM approach is used to model the good teaching characteristics.
The good teaching characteristics consist of six components including; 1) Knowledge,
2) Teaching preparation, 3) Teaching techniques and strategies, 4) Measurement and
evaluation, 5) Teaching media and materials and, 6) Personality. The good teaching
characteristic model consists of 12 observed variables (n) which summarized from 66

items of questionnaire. 47 parameters (t) of paths and covariance coefficients of model
have to estimate. The statistical indicator results of SEM are ;(2 = 27.77 (p-value =

0.63) where df = 31, RMSEA = 0.00, GFI = 0.99, AGFI = 0.98, CFI = 1.00, SRMR =
0.019. Compared with the threshold values that is p-value > 0.05, RMSEA < 0.07,
GFI > 0.95, AGFI > 0.95, CFI > 0.95 and SRMR < 0.08. These statistical indicators
result passed the standard threshold. These comparisons indicate that the good
teaching characteristics model consistent with the empirical data from teachers and
students.

5.1.2 To develop an efficient opinion mining framework for indicating
the strength and weakness of individual teaching from Thai student feedback.
The efficient framework consists of; 1) Feature/Opinion extraction sub-module:
the Naive Bayes model delivered high rates of performances to extract feature words

(the precision at 0.865, recall at 0.808, accuracy at 0.887, and f-measure at 0.836).
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While the Support Vector Machine model delivered high rates of performances to
extract opinion words (the precision at 0.910, recall at 0.667, accuracy at 0.883, and
f-measure at 0.770). 2) Polarity identification sub-module have the high rate of
performances (precision at 0.813, recall at 0.801, accuracy at 0.870, and f-measure at
0.807) by using the Support Vector Machine, and 3) Good teaching characteristic
aggregation sub-module, the four well known of machine learning models consisting
of Multiple Linear Regression (MLR), Support Vector Machine for Regression (SVR),
Multi-Layer Perceptron (MLP), and Multi-Layer Perceptron for Regression (MLPR)
given the MAE and RMSE rates less than 0.30 for good teaching score estimation.
The overall performance of the proposed framework is measured by the Spearman-rho
rank order correlation. The statistical results shown that the Multi-Layer Perceptron
for Regression is the best model that delivered the high level of rank correlation
(r = 0.689) with statistical significant at 0.01. Considering in the number of feedbacks
per each teacher, the group which have feedback more than 107 per teacher obtained
high level of ranking correlation (r = 0.777). Cumulative with the other groups (> 39
feedbacks, > 15 feedbacks, > 5 feedbacks, and > 1 feedback), they obtained the
ranking correlation equal to 0.722, 0.656, 0.690 and 0.689 with statistical significant at

0.01, respectively.

5.2 The limitation of the study

The limitation of the design and development of an efficient opinion mining
framework for extracting knowledge from student feedbacks are described as follows:
5.2.1 This research deals with Thai natural language by analyzing

unstructured texts that stored in an online teaching evaluation system. Due to a natural
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language is typically used for human communication, the language usage based on
individual expression which is arbitrary distinction. Generally, most of the previous
work deals with English language which used the dependency syntactic rule to extract
information. The dependency syntactic rules deliver the good performance with
the language that has strictly grammatical structure. However, there is no strictly
grammatical structure in Thai language. Thai language also does not used punctuation
to break a sentence. Therefore, this study used the machine learning technique instead
of dependency syntactic rule. Although the machine learning deliver good
performance in many research, however, the large enough and coverage of the sample
cases of training dataset is required. Small size and un-coverage of training dataset
yield unable to extract all of the feature and opinion words, which affected to
consequences stage of the proposed framework.

5.2.2 Lacking of Thai subjective lexicon for directly used. The word
translation process by Thai—English dictionary is used as background technique. Then,
these words are mapped to terminology in SentiWordNet. Unfortunately, un-coverage
between Thai and English vocabulary affected many words could not be translated.
Consequently of incomplete of translation affect many feature word and opinion word
cannot assign their scores. Moreover, many emerging words or phrases including
idioms, proverbs, slangs, and transliteration word, are often written in student
feedback. These words affected the proposed framework does not automatically
categorize those words into the proper predefined categories; although, there are
attempt to use semantic similarity approach. However, it still relies on the word

translation process.
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5.3 The application of the study

The benefit of this research could be useful in educational administration.
In individual level, the teacher perceives their strength and weakness of teaching and
learning process. This knowledge can be used to improve their teaching style in
current semester, and also use as fundamental knowledge to design the teaching and
learning activity for the next semester.

In administration, the information from student feedback can be used to
indicate the teaching performance of faculty members. The administrator can consider
this useful information and assign the training course for the teacher who has some
weakness in teaching, promoting the teacher who obtained the good teaching
characteristics, or to design the group of teaching expertise to be mentors for new
faculty members.

In collaboration between institutes, if there is disclosure information,
it possible to exchange the teachers between institutions which provide benefit for
improving quality of education.

In addition, the design of this proposed framework could be applied to analyze
other type of Thai text paragraph, such as column news, essay answers, or other

reviews (e.g. product and service reviews, book reviews, etc.)

5.4 Recommendation for future study

There are some improvements that could be performed in the near future as
described below:
5.4.1 Developing the educational terminology lexicon is necessary for feature

and opinion word extraction. Every type of words (e.g., slang, abbreviate,



174

transliteration word, etc.) should categorize into a concept word and store in a well-
structure such as taxonomy or ontology. It could provide good benefit for decreasing
the operation time and deliver higher accuracy of results.

5.4.2 Developing Thai opinion word lexicon, the opinion lexicon which was
developed in different language and different context affect to the opinion score
determination. To obtain the better performance, developing Thai opinion word
lexicon with their score similar to SentiWWordNet, is a solution to deliver higher
performance of opinion score aggregation.

5.4.3 Thai language has delicate level of subjective expression which
different from other languages e.g. “aun”, “Adon”, “‘ﬁﬁqw”, “397, “uan’”, “udn”, etc.
Implementing of syntactic rule to extract modifier of the opinion score, and estimate
their score in subtle level with the sophisticate technique (e.g. Analytic Hierarchy
Process (AHP), Analytic Network Process (ANP), HIT algorithm, etc.) would provide
the fine-gain score for indicating the good teaching characteristics of individual

teacher.
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APPENDIX A
Good Teaching Characteristics

Questionnaire Items



GOOD TEACHING CHARACTERISTICS

QUESTIONNAIRE ITEMS

List of Good teaching characteristics

Yes, certainly

Uncertain

Absolutely not

1. N3NNI (Knowledge)
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(Having sufficient knowledge to answer the most of question from student.)
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(Having sufficient knowledge for help and support the learner to understand in principle

of subject.)

a ya ' o gt vy ) = v
1.3 ummgmxmmlummliﬂuiumiﬂumw WWﬂJ@y‘ﬁﬁ1iﬂuLWﬁV] [IIZGN Muegay
(Having of knowledge to suggest the student to research and finding the relevant

information.)

1.4 Snyviinyuguammednms lasmsanel auad @ismfanssurs ey
' v gd a
nunuz«,aualw,nmnmmi

(Retain and increase own academic knowledge from research and participate with

colleague.)

2. MIAILNMITAOY (Preparation)

o

a s A ya o
214 ﬂqﬂixﬁﬂﬂﬂ?ﬁlﬁﬂug“ﬂﬁ’ilﬂzﬁu FAaLldU

(Having the suitable and clarify of objective learning.)

~ Y & o o A VoA
22 HiTaseade ienuiluaay lanuaeiie

(Having the structural and sequence of contents.)

a o A "y Y a1 P oA
2.3 UMSIAATINDNTITUATHHAIUDYAD WNOIAN ) "l’JL‘]Ju’E]EJNﬂ

(Having to prepare documents and information resource.)

P o A A o o g (2 wa ' Ve v
2.4 imsdawieuiie ginsaimsaen Yaq gunsaliiamses q 1iluedred

(Having to prepare of teaching media and laboratory material.)

3. mAtinaznalsMIaeM (Teaching technique)

- —
3.1 uswivinglszasArdodeiing IdfunnmsussoemsanBaaue

(Identifying of objective in lecture and demonstration.)

' Y o v &
3.2 aouoenadl Inseara Wudduduneu

(Having the steps and structure of teaching.)

3.3 fimsaeuiniumsBouiiwiuseniadiou

(Teaching with emphasis on collaborative learning between learners.)
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List of Good teaching characteristics

Yes, certainly

Uncertain

Absolutely not

7 7
3.4 Walemalidizoudnomislunas venduizou
(Giving the opportunities for learner to ask the question, both inside and outside of

classroom.)

3.5 mivayuldgGouiiaauswlumsense

(Facilitating the learner to participate in classroom discussion activity.)

3.6 duasuIdgisewnansizous Anu dund vaznaasatlfiia lamenies

(Supporting the learner to learn, searching, and experimenting by himself.)

A Y Y Yt a ) F
3.7 Lﬁﬁl]ﬁﬁNG],‘WFQJ'LEﬂulﬂﬂﬂ’nlli]ulﬂﬁluﬂ’nllgﬂ'JHJﬁHJﬁﬂ‘UBQWL!

(Supporting the learner to have confidence in knowledge and ability of himself.)

o < <3| g 1
3.8 Tdeyadounduldsaaia uaziluiss Temiungison

(Immediately responding of useful feedback for learner.)

) a 9 v v q.9d ¢ A o Y
3.9 1ﬂsmay‘ammmway‘aﬂaunaﬂmﬂuﬂﬁﬂmﬁu wemsmvuaunutazivinems
Fouilfimunzey
(Utilizing of previous data and feedback for planning and determine the objective

learning.)

3.10 1¥¥oyaduuazdoyadounduliithualsy Tomi msdlsile Fmsaeulimungay
v Y
I GE

(Utilizing of previous data and feedback for adapts teaching process that suitable for

learner.)

o

o P oA S W o A
3.11 9@ mifnﬂuazmmuaﬁ'wmmﬂWlmmu WUz SEAUITUANZ AN LazLaag
= &
dannminle
(Presenting with the clear sound, has nice thythm of speaking and showing of confident in

lecture.)

a P v o a
3.12 9@ Uiiﬂ1ﬂ/’0‘ﬁlﬂﬂ‘lﬂﬂﬂﬁ NITINYA ‘lmﬂmmua:mm@mwa

(Explaining with clearly, rationality and concisely.)

a A 9 A
3.13 waﬂmmmﬂﬂmmmqqmn/mmmmq

(Avoiding use of complex word or slang word.)

= v o ) a o
3.14 [WEUUTIYIY YRADY FALIU Wuszidleuuazede

(Writing to explaining is correct, clearly and easy to read.)

3.15 abamdasiies lumsdfiiems Ideddann uazidrla1die

(Demonstration the practical process with clearly and easy to understand.)

)

3.16 Imedrwasamsufianms Adamau JyarouTossgnianguigmsifia /
o J
waansuazunayll
(Providing the practical examples and demonstrate with clearly of linkage between

theoretical, practical, experimental results and conclusion.)

3.17 Wdedalianummganiusgaudisou mediuligidoulnsegadalumsion

]

(Providing the example that suitable for ability and reinforce learner to learning.)
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List of Good teaching characteristics

Yes, certainly

Uncertain

Absolutely not

o o ~ Y ' Y 1 ya 4 g ' ' g
3.18 u'llﬁuﬂﬂi%ﬁﬁﬂ']iﬁ!ﬂ']iliﬂug"Uﬂ\i‘ﬂ]u 1ViLLﬂ@LiEJULW@HJULUJH@EJ'NLL‘[’]@L?fJLl

(Transferring of self-learning experience as role models for learner.)

3.19 nugivaeaunsndszaumsainzeluvasing gau wiemseentfiiams
MATUIY

(Suggesting and insert the real experience in study activity or in field works.)

3.20 I¥ded1eitilse Teminagannsah lihlszgnd 1518 uF3mlss 11

(Providing the useful examples that can apply in real life.)

A o = v = A a A < D) P
3.21 UnnuzMs@sutunnANlszansam mdﬂi:mmm:wﬂﬂ"lmw

(Having skill to note taking in relevant issue and easy to understand.)

= s & '
3.22 umi’c’fgﬂﬂi:mmuam 1“ﬂ13ﬂ33818@glﬁﬂ@

(Having of a conclusion of lecture.)

= = o & ' P
3.23 umi‘]ﬁ‘mmﬂminmiumi’c’f’ﬂwu’ﬂmmd 9 vlﬂﬂ

(Having a good management of teaching time in each of topics.)

Y o ' P o
3.24 @'LLﬂllagﬂ'}UﬂﬂﬂWEﬁﬂuiu%uliﬂuﬂ]uqﬂﬂqﬂ 9 hl@!.l]uﬂfﬂﬂ@

(Having ability to take care and control the teaching in the various class sizes.)

a o a ? A v < '
3.25 AUANNINTTH MIUNTUD ﬂﬂﬂi18ﬂ181uﬁfuliﬂu Gl,wmﬂﬂismu LLﬁZ’E]E‘J,Gluﬂi'ﬂll
a1
(Controlling of classroom activity e.g. presenting, discussion, etc. make it correspond with

learning objective and in the time.)

Y= Yt

3.26 sinHzUTIO0/AI DA wazyaannmiinaga idEswnannuauly lumsiion 14a
(Having skill that make demonstration and explanation are attractive which affect learners

to pay attention to learn.)

3.27 aulaluswaziBoadis q fendwwaneanuianaalumsiseumsaeu

(Concern in teaching detail that affect to make mistakes in teaching.)

7 o 2 A Y o
3.28 AOALNINDITUNUU aﬂmmmmiaﬂiu%miau

(Decreasing of seriously atmosphere of teaching with humor.)

4. mydauazsziivpa (Assessment)

Y9I o At o A o o Yt
4.1 6l“li“llf]ﬂ'Ii.)'lll/?‘ﬁﬂ']i’JW/IL‘I’HJ'I%’s‘mfl‘iJiW’]‘iﬂlf]\‘IQljFJ‘I,‘!

(Using of questions and measurement methods that suitable with the ability of learner.)

o At o & a = a a ¢ o
42 ¥esmuAtmsiatiesuadumsFoud Fdmszd duasied
(Using of questions and measurement methods that supported the student to have

analytical and synthetic thinking.)

Y9I o A aa o A = ' %
43 “l%aﬂmm“lunmmm IWBYIYTEYDIYAUNNITOIVOIRLIYU

(Using diagnostic question to identify the weakness of learner.)
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List of Good teaching characteristics

Yes, certainly

Uncertain

Absolutely not

4.4 Mmsthwauueuiduadumsvaneveuuamsizous
(Providing assignments and homework that support the learner to extended their boundary

of learning.)

45 Imsdauazsziiunaegodnaiaue (Moy, 52191, HAdEo)

(Always having to measure and evaluate of learner (before, during and after teaching).)

a a v o s P v N
4.6 ﬂﬁml]uW'm/'lﬁf]ﬂﬂaﬂﬂ@ﬂlﬂﬁlqﬂi%ﬁﬁﬂﬂWiLiﬂug“llfNﬁTEJ'Hﬂ

(Having the assessment that corresponds with the objective learning.)

a ' a Ay < v
4.7 dszliunaodwazdeannIu RERN RG] ﬂi:mummg

(Assessment with delicate and coverage of all important topic.)

N v T
48 Usziiuwariiohdeyal G aunnsesiinasud
(Using information from assessment to indicate the weakness point of teaching and

learning.)

5. ?muazqﬂnmimsaau (Materials)

. 7 : = P
5.1 WSudzuudly ifienn anwd luiteuazienansliiinnugndes siuadvegiaue

(Always update, audit for correctness of contents in documentation for teaching.)

52 FemsaeunazionaslsznoumMsaou Inaniv Fany 81ude

(Having of high quality of teaching media and documents that clearly and easy to read.)

5.3 dimaTuTadmsaumn (Fouazuvasdoyadidnnseiind Idedamungay

(Using of suitable Information technology (media and electronic resources).)

5.4 ldynans (§aneden) sreaiuayumsaou ldodrumnzau

(Using Teaching Assistant to assist in teaching process in suitable manner.)

6. yﬂaﬂaﬂﬂmz (Personality)

FA
6.1 n3zAesedy aaly uazSuAaveulumIaou

(Having of enthusiasm, willingness and responsibility in teaching.)

Y a a a Y
6.2 Tinesanazimanluansvesdizeu

(Providing of honor and respect the rights of learner.)

63 Tanuidhuiues ludeau

(Having a friendly and not haughty.)

6.4 tersueity naziidnlalidaunuaue

(Having of humor and always joyfully.)

6.5 finnwgatssu uagliaueuena

(Having of justice and equality.)

6.6 Laa nyan

(Having benevolence.)

-
6.7 IANUOANY BANGY

(Having tolerated.)
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List of Good teaching characteristics

Yes, certainly

Uncertain

Absolutely not

6.9 Tiszillon dzorn uAIMegnIN

(Having orderly, clean and appropriate of dress.)

a v o Jaa a 9
6.10 uywedunusna Wawes wulsdny

(Having of good interpersonal skill, disclosure and social interaction.)

6.11 voufuaNuAanaIn uazwew sl ly

(Admit a mistake and try to improve.)

i o ' { v '
6.12 fum lumsaivayu meamde g eumlseavidymeanmnsadrglassa

(Dedicating to support and help learners who are obstacle in overcome those barriers.)

A Ay o Jaa d A ' ¢ s o
6.13 Nﬂj‘]ﬁﬂ‘wu"ﬁﬂﬂﬂWUiuﬁhuliﬂuﬁxﬁ’JNﬂWﬁmLﬁx@‘ﬂ?f‘Hﬂ

(Having of good interaction of teacher and learner in classroom.)

o Yo o ) o ' 9 '
6.14 auuayU °lwmaﬂmmmﬂummuma“lmm@ﬁauagmm

(Providing of support, encouragement and inspiration to students regularly.)

6.15 wWmuineyanueffinuldie

(Easy to found for conversation or asking for consult.)

o o & ¢ 1 ! B 3
6.16 Isunsiiiilss Temiungizenimlszaulym nalunasnenduisen
(Giving the useful advice to students who are facing the problems, both inside and outside

the classroom.)

a Y A v o @, D) Vet
6.17 iJ1‘1]ﬂ7]NLi]ﬂi‘U‘UﬂQaLLﬁinV]i'l‘lJﬂ’ﬂiJ@]ENﬂ'li‘UENﬁli&lu

(Having generous, open mind to perceive information and requirement of learner.)

6.18 quaelald edraiade (Bu maveiirediFou vieFessniinuatesiudGould)
(Thoroughly takes care and attention (i.e. can recognize the name of learner or memorize

the stories of learner).)




APPENDIX B
List of Initial Vocabulary of

Good Teaching Characteristics



LIST OF INITIAL VOCABULARY

OF GOOD TEACHING CHARACTERISTICS

SEED WORDS

Knowledge

Teaching

preparation

Teaching
techniques and

strategies

Measurement and

evaluation

Teaching media
and materials

Personality

LIST OF NOUNS
Ability

Activity

Adapts

Administration

Admit

Advice

Assessment

Assignments

Atmosphere

Attention

Audit

Avoiding

Barriers

Benevolence

Boundary

Care

Class

Classroom
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©
° S 8 4
% [=)) g [=)) % 17} - 8 E )
T | S5 |2g8| 82| E5| 3
SEED WORDS % 5 o 53 2 E © (= c
s8S|s8®| 22| £E€ 8
= o Z| oC s 5 g = @
x |[Fs|lFg®| g8 | 82| &
o 3] 5] L ©
= 2 =
Colleague °
Concern °
Conclusion °
Confidence °
Contents ° )

Conversation

Correctness

Coverage

Data

Demonstration

Detail

Disclosure

Discussion

Document

Documentation

Dress

Emphasis

Encouragement

Enthusiasm

Equality

Evaluation

Examples

Experience

Explanation

Feedbacks

Field
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SEED WORDS

Knowledge

Teaching
preparation

Teaching
techniques and

strategies

Measurement and

evaluation

Teaching media
and materials

Personality

Help

Himself

Honor

Human

Humility

Humor

Increase

Information

Information technology

Inspiration

Interaction

Issue

Justice

Knowledge

Laboratory

Learner

Learning

Lecture

Life

Linkage

Management

Manner

Material

Measurement

Media

Methods
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o | | B |E_|fe
& |25 |gts| 25| B8 2
SEED WORDS T |§5(828 55|28 8
i is S A
2 2 &
Mind *
Mistakes ®
Models °
Name *
Objective °
Obstacle *
Opportunities °
Personal *
Personality *
Planning ®
Point °
Preparation °
Principle 9
Problems *
Process °
Quality ¢
Question °
Rationality ®
Relationship °
Requirement *
Research °
Resource ° ¢
Responsibility °
Results °
Retain °
Rhythm ®
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SEED WORDS

Knowledge

Teaching
preparation

Teaching
techniques and

strategies

Measurement and

evaluation

Teaching media
and materials

Personality

Rights

Role

Sequence

Size

Skill

Slang

Sound

Steps

Stories

Structure

Student

Study

Subject

Support

Teacher

Teaching

Teaching assistant

Technique

Thinking

Thoroughly

Time

Topic

Transfer

Use

Weakness

Willingness
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SEED WORDS

Knowledge

Teaching
preparation

Teaching
techniques and

strategies

Measurement and

evaluation

Teaching media
and materials

Personality

Word

Works

LIST OF VERBS
Affect

Answer

Applied

Are

Asking

Assist

Centered

Clarity

Consult

Control

Controlling

Correspond

Decreasing

Dedicating

Demonstrate

Determine

Evaluate

Experimenting

Explaining

Extended

Facilitating

Facing

Finding
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SEED WORDS

Knowledge

Teaching
preparation

Teaching
techniques and

strategies

Measurement and

evaluation

Teaching media
and materials

Personality

Found

Giving

Has

Having

Help

Home works

Identifying

Improve

Indicate

Insert

Learn

Make

Measure

Memorize

Note taking

Overcome

Participate

Pay

Perceive

Prepare

Presenting

Providing

Read

Recognize

Reinforce

Respect
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©
2 & 2 o
& | 25 2585|828 2
SEED WORDS = ES|ESP  EB| ok g
= Sg |82l a5 | £8 S
=} T o |B.= 0| o= = E ]
c D 5 [ R S © = o
vz < |[FeHh a3 C L
= 3 3 S
= 2 =
Responding o
Searching °
Showing °
Speaking °
Suggesting °
Supporting °
Take °
Transferring °
Try °
Understand »
Update °
Using ° °
Utilizing °
Writing °
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