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Abstract

Tndustrial crystallization units are one of the most important operations in the chemical
process industries. It is estimated that over eighty percent of chemical products undergo
crystallization at least once during their preparation. However crystallization is also one of
the least understood of the industrial processes, and also one of the most difficult to design
units for. The current research performed computation fluid dynamic (CFD) analysis for
two types of industrial crystallizer to show that it can be used as a tool to improve the
design and performance of such crystallizers by improving understanding of the
interrelation of the fluid flow, heat transfer, and conditions under which the crystallization

occur.

The first crystallizer modeled was a draft tube baffle (DTB) crystallizer which is
commonly used in the large-scale crystallization of many inorganic chemical products. The
DTB crystallizer uses evaporation of the solvent, in this case water, to produce the
supersaturation required for the nucleation and growth of the crystal phase. This means that
there are three phases in the crystallizer; the solution phase, water vapor produced from the
evaporation, and crystals. This is a very difficult problem for CFD to model in a complex
geometry. The solution has been simplified here by assuming that the crystal phase,
consisting of very small particles, travels with the liquid phase with the exception of the
settling zone used for fines removal. The simulations showed that the significant effects in
the crystallizer, such as the effect the agitation speed has on the fines cut size (which is a
major determinant of the product particle size), and the effect of the heating rate of the
fluid flow and the evaporation rate, could be modeled using the CFD tool. This allows for
CFD to improve in the design of the industrial crystallizer by allowing the designer to
analyze key points of the design before a crystallizer is built. The second crystallizer to be
modeled was a batch vacuum pan crystallizer, a crystallizer which is in use in almost all
sugar production plants. A design based on an analysis of key fluid and particle properties,
a common geometry of crystallizer and internal heat exchanger (calandria), and key
operating parameters has been made. Unfortunately the amount of research funding
allocated to the grant in its third year was not sufficient to purchase the CFD software used

(CFX 10.0), and therefore the vacuum pan crystallizer simulations could not be completed.
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Chapter I

Introduction

1.1 Background and Significance

Crystallization is a separation and purification process where there is a phase
transition of one or more species from an amorphous solid, liquid or gaseous state to a
crystalline state. In crystallization from solution a species crystallizes from a liquid
mixture, which will occur only if the solute concentration exceeds its solubility. This type
of solution is said to be supersaturated. Supersaturation can be obtained by many methods
such as cooling, evaporation, vacuum, pressure, and reaction, or a combination of these
processes. Evaporative crystallization is one of the most common processes used in
industrial crystallizers. It is a process in which the mixture requires heating to achieve a
supersaturated state.

Crystallization is used in the production of a wide range of materials from bulk
commodity chemicals to specialty chemicals and pharmaceuticals. Continuous crystallizers
are the most common used for production of industrial chemicals, due to their efficiency of
operation, however batch crystallizers are also common and even used in some large scale
processes such as the sugar industry. The common configurations of continuous
crystallization units include the forced circulation (FC), draft-tube-baffle (DTB), and
fluidized-suspension (FS) units. The evaporating or cooling modes can be achieved either
adiabatically or isothermally by means of indirect heat input via a heat exchanger (Genck,
2004). In the MSMPR mode (also called circulating magma crystallizers), the liquid phase
and the solid phase in the crystallizer are perfectly mixed, and the particle size distribution
of the product crystals is the same as the distribution in the crystallizer (Randolph and
Larson, 1988). Many industrial crystallizers are designed to modify the crystal size
distribution (CSD) by the systems of fines destruction, clear liquid advance (deliberate
removal of mother liquor) to change the slurry density and/or product classification.

The design and scale-up of industrial crystallizers is one of the most complex tasks
in process engineering and there are many factors to consider, such as yield, selectivity,
purity, and particle size distribution. The ease of the separation process increases with an
increase in particle size so the prediction of the PSD is an important part of the crystallizer
design. The particle size distribution is commonly modeled by population balance

equations, as a function of process conditions, crystallizer layout, and type of
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crystallization process. This equation 1s used to describe the crystal population distribution
dynamics, and must be tied to the mass balance and energy balance for a full description of
the system. It can be influenced through settling, attrition, agglomeration, and local flow
conditions. These factors, which are important factors in the design of crystallizers, are
based on parameters directly linked to the concept of mixing, such as power input per unit
volume (impeller speed), suspension, shear, and heat transfer.

In practice, much of the retained mother liquid in the crystal product is separated by
filtration or cenirifuging, and the balance is removed by washing with fresh solvent
{McCabe, Smith, and Harriott, 2001). The effectiveness of these purification steps depends
on the size and uniformity of the crystals. It is clear that the important objectives in
crystallization are good yield, high purity, and the appearance and size range of a
crystalline product. If the crystals are used in other processes, suitable size and size
uniformity are desirable for filtering, washing, reacting with other chemicals, transporting,
and storing the crystals. If the crystals are destined for the market, individual crystals that
are nonaggregated, uniform in size, and noncaking are necessary. For these reasons the
PSD must be controlled tightly.

Uniformity of crystals (a narrow CSD) is an important factor in manufactoring
processes. Poor CSD causes problems in manufacturing processes, such as in the filtration
step, if the crystals are too small, causing clogging of filter media, increased pressure drop,
and damage to the filter. Too large crystal size results in the crystals settling to the bottom
of the tank and then agglomerating. A wide range of crystal sizes results in the costs to
separate the crystals being increased. Wide CSD also causes marketing problems, such as
when the crystal sizes are not in the desirable range, resulting in a low quality product,
which reduces the sale price or requires additional post processing to separate and classify.

There are several factors that impact crystal size and uniformity of crystals and the
following are the sample of these factors (Tangtonsakulwong, 2003):

1. Flow characteristic and mixing of solution in crystallizer.

2. Crystallization temperature.

3. Concentration of feed solution.

4. Saturation level of solution.

The flow characteristic, mixing, temperature, and density distributions in the

crystallizer are important effects in determining the crystal size and uniformity of the
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fj';'_': crystals. Good mixing supports the uniformity of the crystals, and hence it is important to
:éfudy these effects in industrial crystallizers.

: In this research work, a DTB crystallizer (or continuous operating vacuum
:-_:-.:érystailizer with a circulating device, draft tube, and settling space) with an extemal heat
'5_:_"exchanger is used as a case-study for the flow characteristics of solids {crystal), liquid
| (mother liquor), and vapor in a continuous crystallizer. Research has also begun on a batch
vacuum pan crystallizer in the sugar industry as an example of a industrial size batch
crystallizer.

There are three methods to study engineering processes: these are experimental,
analytical, and numerical methods. Experimental methods are typically high cost methods
because of the need to construct a real crystallizer, so it is difficult to study the effects of
some parameters that are difficult to change, and it is not possible to control some external
conditions or some circumstances in the crystallizer. For analytical methods, the
difficulties are based on construction of the mathematical equations and producing
reasonable assumptions that result in a system of equations that has an analytical solution.
The complexity of the geometry of industrial crystallizer makes analytical solutions
impossible to achieve.

Numerical methods are computer aided calculation techniques to find problem
solutions. Currently, they are conducted to analyze problems and design process
equipments or processes in engineering work. In the fluid dynamics field, computers can
analyze problems to find velocity, temperature, pressure, and other physical
thermodynamics parameters, and this field is called computational fluid dynamics (CFD).
Analysis of the different quantities in the process can be made by this method, which
allows researchers to understand the flow phenomena, and to develop or alter the design in
the computer model until a desirable solution is obtained before constructing a real system
or even a scale-model system. This method reduces cost and time, there is no waste and no
risk, it consume less energy and is safer, etc. when compared to the experimental method.

CFD uses a range of space and time discretization methods in order to enable a
numerical solution to be calculated. The finite volume technique is the most commmon
method to discretize the volume in commercial CFD code. Firstly the volume being
investigated is discretized into small tetrahedral elements with nodes at each corner of the
element. The information relating to the simulation is stored in the nodes of the elements,

and equations of flow can then be applied to each finite volume in the simulation. The last
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pieces of information that are required by the software are the boundary conditions for
each of the boundaries of the total volume (flow rate at the inlet, conditions at outlet,
etc,...), the physical properties of the fluid(s) and particles in the system, and the physical
model that are required for the system.

Due to the advantages of the CFD technique, this work is conducted using the
commercial CFD software “ANSYS CFX-10.0” to perform the 3D (three dimensional)
simulation with the finite volume method using an unstructured mesh to study the two-
phase (vapor-liquid) flow and heat transfer behavior of turbulent steady in the DTB
crystallizer with external heat exchanger, and to commence modeling for an industrial

scale batch vacuum pan for sucrose crystallization.

1.2 Objectives

The objectives of this study are the following:
(1) In the DTB crystallizer, the aim is to

- Study the two phase (vapor and liquid) flow charactenistics in the DTB
crystallizer. The solid (crystal) flow in these crystallizers typically follows the liquid flow,
except at very low fluid flow velocities, because of the small size of the crystals (typically
in the range of 0.1 mm length or smaller).

- Study the effect of the product crystal suspension flow rate and fines remowval
flow rate to the flow characteristics and the classification of product crystals.

- Study the effect of the momentum source (this is the representation of the impeller
speed) to the flow characteristics and the classification of product crystals.

- To study the effect of the heat and mass transfer via the evaporation of liguid to
the flow characteristics and the classification of product crystals.
(2) In the vacuum pan crystallizer the plan is to determine the fluid mixing characteristics
in the vacuum pan in order to determine whether modifications can improve lthe
consistency of the temperature and supersaturation throughout the crystallizer. (In vacuum
pan crystallizers it is common due to mixing and heat transfer limitations to have large
variations in temperature in the crystallizer, which causes large variations in

supersaturation also.




13 Scope and Assumptions of Work

1.3.1 Overall scope and assumptions

- The work is divided into three parts; modeling the DTB crystallizer using isothermal
'_:"Egi.:r'nulation, modeling the DTB crystallizer using non-isothermal simulation, and modeling
of the vacuum pan crystallizer.

s - The flow in the crystallizer was modeled by the two phase (vapor and liquid) flow
“with the solids considered to follow the liquid flow.

- In the DTB crystallizer a water solution with 26.66 % NaCl is the liquid phase in the
crystallizer, and water-vapor is the vapor phase. The physical properties of these materials
are constant. The solubility of NaCl remains almost constant with temperature. In the
vacuum pan crystallizer the liquid is assumed to be a sucrose solution with a 2 % relative
supersaturation at the average temperature of the pan. The steam coils in the crystallizer
produce pure water vapor from the solution.

- In the DTB crystallizer the impeller was modeled as an axial momentum source term
(Pericleous and Patel, 1987) that has been added at the base of the draft tube, at the
position and size of the true impeller. This model can reduce the computation time and
model complexity compared to modeling a real impeller. The radial momentum source is
not necessary because it does not create a significance difference to the fluid flow profile
in baffled vessels (Tangtonsakulwong, 2003). Vacuum pan crystallizers usually do not
contain impellers, and mixing is achieved mainly though the lift created by the rising water
vapor through the pan.

- Steady state flow is assumed throughout because the industrial crystallizer is mostly
operated as a continuous process, with the mass flow rate of the inflow stream equal to the
outflow stream. Even though the vacuum pan is batch, it should be modeled over a short
time period during which a quasi steady-state is assumed. The complexity of a non-steady-
state model in such a complex system is beyond the scope of the research due to
computational and time limitations.

- Turbulent flow is assumed throughout the DTB crystallizer because the mixing
process in such crystallizers containing relatively dilute aqueous solutions produces
turbulent flow. Past experience with CFD of sucrose solutions (Tangtonsakulwong, 2003)
has shown that laminar flow modeling is usually adequate, although this should be

confirmed by analysis of simulation results.
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- The crystallizers were studied using the CFD modeling software ANSYS CFX-10.0.

A 3D geometry was used to account for the strong 3D flow.

1.4 Outcomes of the research

The outcomes of this research are following:

- Better understanding of the flow phenomena in DTB crystallizers has been
achieved, which leads to a better description of the cause of feed flow, fines removal flow,
product crystals flow, momentum source (or impeller speed), and heat and mass transfer
via the evaporation of liquid to the flow characteristics and product crystals size.

- The study aids in the design and upgrade of industrial crystallizers.

- The study improves CFD knowledge for the chemical process industries.

- The study has strengthened the use of CFD in the process industries in Thailand

through development of researchers in the area.




Chapter II

Theory and Literature Review

The Theory and Literature Review section will focus on crystallization from
solution, industrial crystallizers, the effect of hydrodynamics in crystallizers, CFD

modeling for crystallizers and summations of the published literature.

2.1 Crystallization from Solution

Crystallization from solution is a process whereby a solute crystallizes from a
liquid solution containing the solute within a solvent. Crystallization from solution occurs
when the solute concentration in a solvent exceeds its solubility. Figure 2.1 shows the
solubility of a general solution, where ¢, is the saturation concentration and relative

supersaturation is defined as
s = {c-c)les 2.1)

-

)

Supersaturation

Concentration, ¢
kg anhydrous solute
kg solution

Undersaturation

[

Temperature ( °C)

Fig. 2.1 Solubility of a general solution.

Crystallization at different supersaturations causes different crystal sizes and
shapes. Therefore, a good CSD will occur by having the supersaturation uniform
throughout the crystallizer; good mixing in the crystallizer supports this purpose.

Industrial crystallization from solution is carried out in a wide range of processing
equipment, but we can draw a general schematic, as in Figure 2.2. The following terms

are typically used to distinguish particular modes of operation:
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2.1.1 Continuous, steady-state crystallizer
The mass flow rates of the inflow stream equal the outflow stream. There 1s
(essentially) no time variation in any of the crystal or fluid properties in the unit. The unit

will not operate at equilibrium conditions at any time.

Non-solvent A
, Purge | Heat teansfer
Y ! e
Inflow (Solution pe =" Qutflow (Solution
and Crystals) | Crystallization and Crystals) . Phase
A £ Unit N Separation Unit
r A‘ Crystal Spent
Recycle Product liquor
Y

Fig. 2.2 General schematic of a crystallization process. (Flood, 2003).

2.1.2 Batch crystallizer

There are no inflow and outflow streams (batch mode) or one of the inflow or flow
streams (semi-batch mode) is not present in these types of crystallizers. The fluid and
physical properties in the vessel will vary with time (unsteady-state) during the batch. The
contents of the vessel may be allowed enough time to reach a state very close to the
equilibrium condition, or the batch may be completed before this time. This crystallizer 1s
not common for large scale operations since they usually require larger operating and
equipment cost. The main advantages of this crystallizer are that they can produce a
narrow range of product crystal sizes, can sometimes produce slightly more pure products
and are very flexible for plants that produce small quantities of a wide range of products.

2.1.3 Seeded crystallizer

In seeded crystallizers, solute crystals are added to the feed of the crystallizer to
initiate crystallization. The purposes of this operation are to be done to remove the
requirement to operate at driving forces high enough to produce nuclei (since crystals
already exist in the liquor the nucleation step is not required), or to promote the formation
of the low numbers of nuclei at low driving forces. Seeding may be performed in both

batch and continuous crystallizers.




2.1.4 Cooling crystallization

The process of cooling crystallization can be used when the solubility of solute
greatly increases as the temperature increases; NaNOs, NHsCO5, NaClOs, KNO;3, etc. are
example of this type of solubility (see Figures 2.3). The simplest type of this process is
where the solution is evaporated at high temperature, where the solubility is high (the
solution is undersaturated) before being fed to the crystallizer. This feed solution is cooled
via either an external jacket or a cooler inside the crystallizer until the crystallizing species
becomes supersaturated (while the amount of solute is constant), and thus crystal is
produced.

2.1.5 Evaporative crystallization

The process of evaporative crystallization can be used when the solubility of the
solute increases only slightly, remains almost constant, or even decreases with
temperature; NaCl is an example of this solubility (see Figure 2.3). The concepts of this
mode are that the undersaturated solution is fed into the crystallizer, and then this feed
solution is heated to the boiling point of the solution so that the solvent evaporates. The
boiling point of the solution 1s usually a function of pressure so boiling tends to take place
at the surface of the liquid, which can lead to a high level of supersaturation. On the other
hand, in crystallizers where there are heat transfer tubes in the bulk solution and weak
mixing (i.e. sugar crystallization) the hottest is near the tubes, and boiling occur there
despite the pressure differential.

2.1.6 Vacuum crystallization

In vacuum crystallization, the solution is evaporated and cooled simul-taneously by
decreasing the teraperature and pressure. The vacuum is often created above the liquid
level and maintained by steam jet compressors. When the evapo-ration is occurring, the
solution loses the energy required to evaporate the solvent (heat of evaporation) causing
the solution to cool and become supersaturated (in addition to the supersaturation caused

by solvent loss), and thus partially crystallize.
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Fig. 2.3 Solubility curves for several anhydrates. (Mersmann, 2001).

2.1.7 Non-solvent drowning-out crystallization

If the supersaturation required for the crystallization is achieved through the
addition of a solvent designed to reduce the solubility of the solute, the process is known as
a non-solvent (or anti-solvent) crystallization. The addition of other solutes (other
crystallizable species; species not considered as solvents) designed to reduce solubility 18
known as drowning-out crystallization. Drowning-out crystallization may offer the
advantage over other processes of reducing energy consumption; as the enthalpy of
evaporation of drowning-out agents is usually considerably smaller than that for solvent.
This process can be combined with other processes that enable energy to be saved.

2.1.8 Reaction crystallization (or precipitation crystallization)

Reaction crystallization is where supersaturation is achieved by adding individual
reagents to the crystallization vessel. The reaction product forms at a concentration higher

than its solubility.

2.2 Industrial Crystallizers
2.2.¥ Industrial crystallization apparatus
In industrial crystallization from solution, where crystals are generated out of a

solution in a crystallizer, the suspension must be mixed, and deposition onto the equipment
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must be avoided. This leads to the entire suspension, including coarse crystals needing to

be circulated by the circulating device (stirrer or axial/radial pump). In the former case,

reié{ively strong attrition occurs, especially of large crystals. Figure 2.4 shows typical

fii&iistrial crystallizers. The fluidized-bed (FB) crystallizer differs from other crystallizers

y the fact that a suspension flow containing only small crystals (e.g. under 100 pm) is
coﬁducted by the circulation device (pump). The advantage of the FC and the FB over the

STR is that the ratio of the heat exchanger surface to the crystallizer volume can be
STIR

maintained when scaling up the crystallizers due to the external heat exchanger.

Fig. 2.4 Typical industrial crystallizers. (Mersmann, 2001).

The FB crystallizer is illustrated in Figure 2.5(a) and 2.5(b); this type of crystallizer
isa classifying crystallizer to attain spatial separation of supersaturation-

and growth by external circulation of the solution. The growth zone is designed in such a
depending on their size.

way that a fluidized bed is created by the upward flow. The crystals remain at certain level,

Figure 2.5(a) shows a cooling crystallizer with an external heat exchanger. A small
ﬂow of warm, concentrated inlet solution is added directly to the much larger circulating
ﬂow upstream of the heat exchanger. The supersaturated solution in the heat exchanger
éﬁtérs the crystallization chamber at bottom of the crystallizer and suspends the crystals.
D.é.spite the minimal temperature difference allowed (usually under 2 K) between the

_cifculated solution and solvent, high heat flux densities can be obtained. The solid is
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separated by enlarging the flow cross-section. The growing crystals sink to lower levels by
their rate of sedimentation until they finally reach the product outlet.

Figure 2.5(b) shows an evaporative crystallizer with an external boiler, it looks like
the previous type but has a different method of reaching supersaturation (evaporation
rather than cooling). The evaporation unit and crystallizer are joined directly to each other.
The crystallization vessel is connected to the heat exchanger by the circulation pump and
the fresh solution is fed into the circulation flow.

Figure 2.5(c) shows a vacuum crystallizer with separate crystallization and
evaporation chambers. This does not have a heat exchanger, and is the crystallization
vessel is an open vessel under atmospheric pressure. The difference in pressure to the
vacuum part is compensated by the hydrostatic pressure of the liquid. Crystallization
occurs due to the evaporation of solvent and also the cooling effect caused by the
evaportation.

Figure 2.5(d) shows a vacuum ecrystallizer with upward flow in the tube and
agitator baffles. This crystallizer type produces a coarse crystal product. The circulating
device is built into the lower part of the draft tube. Fresh solution is fed directly into the
tube. The crystals enter the vicinity of the vaporizing surface, where supersaturation is
largest. Fines can be removed by an overflow in the ring chamber. The coarse patt of a
narrow crystal size distribution is separated by a screening tube at the lower end of the
crystallizer.

Figure 2.5(e) shows a two suspension circulation flow in fluidized-bed crystallizer,
which has two concentric tubes, a bottom tube with a circulating device and external
ejection tube and continuous gap around the crystallizer. A fine product exists primarily in
the inner circulation loop, which has a fast upward flow in the inner tube and a high
supersaturation value at the evaporation surface. In the external chamber, a classifying
fluidized bed is formed and coarse crystals exist; fine crystals are carried away and drawn
into the inner circulation via the ejector gap. The overflow above the classifying zone
influences the crystal contents. Fresh solution is fed directly into the tube. The product is
withdrawn from the classifying zone.

Figure 2.5(f) shows a multistage crystallizer in a horizontal position without
moving parts. It is suitable for vacuum-cooling crystallization. The evaporation chambers
are separated from each other by several partitions. Fresh solution is fed in at the first stage

and is cooled continuously from stage to stage. The product is withdrawn from the last
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stage, which has the lowest pressure. Steam jets maintain the various low pressures. In
many cases, the liquid is brought into motion in the individual stage by bubbling gas (air)

through the stage.
'The final crystallizer is shown in Figure 2.5(g). In this crystallizer an air flow cools
the solution and causes the solvent to evaporate. The solid crystals drop to the floor of the

prilling tower, from where they are mechanically transported to a cooling drum.
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Fig. 2.5 Industnal crystallization apparatus. (a) cooling crystallizer; (b) evaporative
crystallizer; {c) vacuum crystallizer; (d) continuously operated vacuum crystallizer with a

circulating device; (e) vacuum crystallizer with a circulating device in a tube; (continued)
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Fig. 2.5 (continued) (f) horizontal five-stage vacuum crystallizer; (g) prilling tower for

production of calcium nitrate. (Mersmann, 2001).

2.2.2 Draft tube baffle (DTB) crystallizer

The DTB crystallizer is shown in Figure 2.6 {(which is similar to Figure 2.5 (d)).
This is a vacuum crystallizer with upward flow in the tube and agitator baffles, which
consists of a body which has growing crystals and cireulation from the lower portion to the
boiling surface. The mechanical circulation has a significant impact on the level of
nucleation in the crystallizer. For this reason, low speed impellers in the draft tube are
sometimes incorporated into the body to reduce the shear force seen by the circulating
pump. Surrounding the suspended magma of growing crystals is an annular settling zone;
in this zone a stream of mother liquor can be removed and fine crystals follow this stream.
The fine crystals separate from the growing suspension of crystals by the gravitational
settling in the annular baffle zone.

In the case of evaporative-DTB crystallizers, fine crystals in the mother liquor
leaving the baffle zone are sent to a settler and heat exchanger. The fines are destroyed by
heating, mixed with dilute feed, or water, and the warm or heated mother liquor is retumned

to the suction of the propeller circulator. Incoming feed is also mixed at the eye of the
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propeller. In this evaporative crystallizer, the temperature rise in the circulated magma
- caused by the mixing of the feed or heated mother liquor is in the order of 1 °C.

The amount of temperature change as the slurry is pumped through the boiling
surface limits the amount of supersaturation created per pass to about 1 °C and thereby
limits the nucleation rate to very low values. The boiling action is concentrated mostly in
the center of the vessel and is well distributed across the surface by vertical inlet. The
active volume of a DTB (including areas inside and outside the draft tube and excluding
areas behind the baffle), which typically contains a solids loading equal to 25-50 % of the
apparent settled volume. The decreasing crystal-lization buildup on the wall of the
crystallizer and extending the operating cycle can be achieved by lowering the temperature
drop at the boiling surface, and creating a uniform distribution of boiling created by the
circulation pattern.

In the fines removal process, the residence time for the fines is less than the
residence time for the product. The baffles can be segmented to one or more settling
sections and are utilized to separate fine crystalline material from coarse crystals.
Changing either the flow rate in the active baffle area or the amount of baffle area is used
to control the CSD in the body of the crystallizer via the vertical velocity of the slurry in
the baftle area, and the maximum crystal size that will be removed and dissolved.

Increasing the solids content of the slurry within the crystallizer body is sometime
done by withdrawing a stream of mother liquor from the baffle zone, which increases the
thickness of the slurry in the body. High slurry densities tend to reduce the efficiency of
baffle performance. To improve performance, one may add a lamella plate in the main
body to direct the flow vertically at the baffle entrance, or install altemnating donut baffles
in the settling zone behind the regular baffles. These donuts dissipate large liquid eddies
that can trap and carry out undesirable larger crystals.

All techniques used in this crystallizer are employed to produce a larger product
crystal size with a narrow size distribution. This type of crystallizer is used primarily in
production of a variety of large-size crystalline material such as ammonium sulfate,
potassium chloride and diammonium phosphate for the fertilizer industry.

An example of this crystallizer is shown in Figure 2.6. It is equipped with an
external heat exchanger; generally, this type of crystallizer can be equipped with an
- internal heat exchanger, where the heat exchanger is directly attached to the draft tube. For

- the evaporation mode the saturated solution is directly fed to the crystallizer. Other
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configurations of this crystallizer are shown in Figure 2.7, which the shape of the tank

bottom of this configuration is rounded tank “corners” and a center peak under the agitator.
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Fig. 2.6 Swenson D'TB crystallizer. (Genck, 2004).

2.3 The effect of hydrodynamics in crystallizer

The role of hydrodynamics is one of the key aspects in the dynamic behavior of a
crystallization process. On a macroscopic scale the hydrodynamics conditions control the
crystal residence time and the circulation time in the crystallizer (which control the solid
suspension in the crystallizer). On a microscopic scale, the smallest scale flow determines
the crystal collisions (a source of secondary nucleation and agglomeration) and mass
transfer for crystal growth. This research investigates the hydrodynamic conditions where

fluid-particle flow and mixing are concerned.
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Fig. 2.7 DTB crystallizer. (Kramer ef al., 1996).

2.3.2 Introduction to mixing in the crystallization process

Crystallization is usually carried out in a suspension, so knowledge of mixing is
important to study the crystallization process. Both mixing between fluid and particles, and
particles and particles affect the crystallization process. The mixing effect is mainly
considered on two scales of mixing. One is macromixing, i.e. residence time distribution,
which defines retention time of the elementary volumes, and the other is micromixing,
which describes communication between elementary volumes (Sha and Palosaari, 2000).

Successful operations depend on identifying the mixing parameters for the most
critical aspects of the process and then evaluating whether those parameters will be
satisfactory for the other aspects. The crystallizers normally employed in the fine chemical
and pharmaceutical industries are multipurpose vessels with various impellers, baffles, and
draft tube configurations. The pitched blade turbine is an axial flow impeller and can create
good circulation at relatively low shear. These attributes help reduce secondary nucleation
and crystal breakage while achieving good suspension and circulation. The flat-blade
- turbine is less applicable because of high shear and less overall circulation. Baffles are

required to prevent poor mixing due to swirling as well as entrainment of vapor that can
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provide nucleation sites. A draft tube is usually installed centrally within the vessel. An
axial flow impeller located inside the draft tube is used to provide an efficient top-to-
bottom circulation pattern, which is important for flow controlled process (Paul, Atiemo-
Obeng, and Kresta, 2004).

A pitched blade turbine (see Figure 2.8) is the most commonly used agitator in
DTB crystallizers. It 1s an axial flow impeller and consists of a hub with an even number of
blades bolted and tack-welded on it. It is heavier than a propeller of the same diameter. The
blades can be angle between 10 and 90° from the horizontal, but the most common blade
angle is 45° The flow discharge from a pitched blade impeller has components of both
axial and radial flow velocity in low to medium viscosity liquids and is considered to be a

mixed-flow impeller with 50% axial flow and 50% radial flow.

9

Fig. 2.8 Pitched blade turbine. (Perry and Green, 1997).

The location and design of inlets and outlets are based on the process, type of feed,
and sensitivity of the process result to the rate of feed dispersion. For slow batch
processes, the feed inlet can be from the top. It should be pointed at an active surface away
from the tank wall and the impeller shaft. For processes requiring quick dispersion of feed,
the inlet nozzle should be located in a highly turbulent region such as the suction or
discharge of the impeller. The inlet nozzle should be sized to prevent backmixing of the

tank contents into the inlet pipe, where lack of mixing may cause poor process results.
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Alr feeds can affect the power required for the impeller to operate the mixing tank
: reactor, with different inlet air velocity conditions resulting in different amounts of
. impeller power (when air is located under the impeller) as discussed by Kleinstreuer
(2003). This research shows that less power is required by the impeller to mix the two
“ phases when more air is injected into the mixing tank. This discussion can be related to
other mixing processes, such as liquid feeds, but the feed must be located under the
impeller.

The outlet is generally located on the side near the tank bottom or in the bottom
head if the vessel needs to be drained completely. When solids are present, this bottom
outlet can get plugged and can cause poor contacting of liquid and solids unless fitted with
a flush-bottomed valve. A small impeller, installed very close to the tank bottom, also
helps to eliminate this problem and provides mixing at low liquid levels. In continuously
operated agitated tanks, the outlet must be located far from the inlet to minimize short-
circuiting of the feed. '

2.3.3 Particle settling

Particles heavier than the suspending fluid may be removed from a gas or liquid in
a large setiling box or tank, in which the fluid velocity is low and the particles have ample
time to settle out (McCabe er al, 2001). A device that separates the solids into two
fractions is called a classifier and most classifiers in chemical processes separate particles
on the basis of size. The annular settling zone of the DTB crystallizer shown in Figures 2.6
and 2.7 are examples. If the upward velocity of the liquid is smaller than the terminal
settling velocity of acceptable large crystals, the large crystals are separated (settled); this
device carries unwanted fine crystals back to the crystallizing zone for the further growth,
or alternatively is used to destroy fine crystals by removing them and dissolving them.

A dense solid particle placed in a quiescent fluid will accelerate to a steady state
settling velocity (free or terminal settling velocity). This velocity occurs when the drag
force balances the buoyancy and gravitational force of the fluid on the particle.

Correlations for the terminal settling velocity have been derived for spherical
particles. In newtoniam fluid, the terminal settling velocity, U, is calculated by expression

(McCabe et al., 2001).

(2.2)

5 4glp, —p)d,
‘ 3Cpp
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where g is the gravitational constant (9.81 m/s?), p 1s the liquid density, p, 1s the particle

density, d, is the particle diameter, and Cp is the drag coefficient. The corresponding

7

ranges for Re, and the correlating expression for Cp are shown in Table 2.1 for the three
hydrodynamic regimes.
When the expressions for Cp are substituted in equation (2.2), the resulting

expressions for free settling velocity, U, are:

For the Stokes’ law (laminar, Re,< 0.2) regime:

- gdi(p, - p)

2.3
. 18, (2.3)
For the Newtons’ law (turbulent) regime, Re, > 500:
d -
=178 w 2.4

P

Table 2.1 Hydrodynamic regimes for settling patticles.

Regime Reynolds Number Cp Expression
Stokes’ law (laminar)’ Re, <02 Cp =24/Re,
Intermediate law? 0.2 <Re, <500 Cp =18.5/Re;”
Newton’s law (turbulent)’ 500 <Re, <3.5 x 10° Cp =0.44

Sources: 'Yang (2003); Paul e. al. (2004)

The above expression of settling velocity is based on the hydrodynamics of a single
particle. If other particles are present in the system the settling velocity is lower due to a
mechanism called hindered settiing. Hindered settling occurs because of (1) the
interactions with surrounding particles, (2) interactions with the upward flow of fluid

created by the downward settling of particles, and (3) increases in the apparent suspension
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viscosity and density (Paul et a/,. 2004). An empirical correlation for hindered settling in

monodispersed (single particle size) suspensions is reported by Maude (1958) as
U, =U,1-2)" (2.3)

where U, 1s the hindered settling velocity, 7 the volume fraction of solids in the
suspension, and » is a function of the particle Reynolds number as follows: »n = 4.65 for

Re, <0.2, n=4.375Re ;""" for 0.2 <Re, < 500, and »n = 2.33 for Re, > 500.

2.3.6 Previous fluid dynamic studies relating to crystallizers
A literature survey on fluid dynamics studies on crystallizers and similar processing
equipment has been given in the Thesis of the student on this project, Wirapong Wantha

(Wantha, 2008). This review is omitted here for conciseness.

2.4 CFED Modeling for Crystallizers

' 2.4.1 Introduction to CFD

) Computational Fluid Dynamics (CFD) is a computer-based tool for simulating the
behavior of systems involving fluid flow, heat transfer, and other related physical
processes. It works by solving the equations of fluid flow (in a special form) and the
_.equation for heat transfer over a region of interest, with specified (known) conditions on
the boundary of that region.

CFD is used to predict a system’s performance in various areas, which can
::pbt_entially be used to improve the efficiency of existing systems as well as the design of
new systems. It can help to shorten product and process development cycles, optimize
.:_i_)’{dcesses to improve energy efficiency and environmental performance, and solve
probiems as they arise in plant operations. There are applications of CFD in chemical
=:'15:1f§'§esses, in particular where predicting the characteristics of fluid flow and temperature
gradzents are important: these include mixers, reactors, fluidized packed beds, crystallizers

and dissolving vessels.

The process of performing a single CFD simulation is split into four components as
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Fig. 2.9 CFD modeling procedures.

Geometry/Mesh: This process is the first pre-processing stage. The objective is to
produce a mesh for input to the physics pre-processor. Before a mesh can be produced, a
closed geometric solid is required.

Physics definition: This interactive process is the second pre-processing stage and
is used to create the input required by the solver. The physical models which are to be
included in the simulation are selected. Fluid properties and boundary conditions are
specified in the physics definition.

The solver: The component which solves the CFD problem is called the solver. It
produces the required results in a non-interactive/batch process. The CFD problem is
solved as follows:

1. The partial differential equations are integrated over all the control volumes in

the region of interest. This is equivalent to applying a basic conservation law
(e.g. for mass or momentum} to each control volume.

2. These integral equations are converted to a system of alge-braic equations by

generating a set of approximations for the terms in the integral equations.

3. The algebraic equations are solved iteratively.

The solver produces a results file which is then passed to the post-processor.

The post-processor: The post-processor is the component used to analyze, visualize

and present the results interactively. Post-processing includes anything from obtaining

point values fo complex animated sequences.

2.5 Conclusions

Previous research has clearly shown that CFD can be used to design and upgrade
industrial mixing systems and industrial crystallizers. From previous studies it can also be
seen that there is only very limited research on CFD modeling of two phase (vapor-liquid)
flows in industrial crystallizers. Therefore, this work will model the vapor-liquid flows in

common industrial crystallizers using the CFD modeling software ANSYS CFX-10.0.



Chapter III
Mathematical Models Used in the Study

In the crystallizers studied there are three phases: liquid (mother liquor); gas (water
vapor}; and solid (crystal). However, for convenience such crystallizers can be analyzed as
a two phase flow (liquid and vapor) system, which is an acceptable approach considering
the particles are mostly sufficiently small to be considered to follow the liquid flow, and
that the particle suspension is reasonably dilute so that the impact of solids on the flow
field is negligible. If a more exact description of particle flow-lines is required it is possible
to do this using the two-phase simulation results and using a Lagrangian model for the
particles. The DTB crystallizer was studied using the CFD modeling software ANSYS
CFX-10.0. 3D (three dimensional) geometry was used to account for the strong 3D flow.

The aim of this chapter is to show the mathematical models describing the physical
phenomena that occur during the fluid flows in this system. Not all equations presented
here are written in the form used by the ANSYS CFX program: see ANSYS CFX-10.0
Manual, ANSYS Canada Ltd. (2005).

3.1 Introduction

Multiphase flow refers to systems where more than one fluid is present. In this
work the Eulerian-Eulerian multiphase model was used to simulate the vapor-liquid flow in
the DTB crystallizer.

The Eulerian-Eulerian multiphase model is designed for two or more immiscible
fluids (fluids that can not be uniformly mixed with another fluid, and are separated by a
distinct interface) and two or more interpenetrating fluids (fluids that can be uniformly
mixed or blended with another fluid). The different f)hases are simulated by treating them
as interpenetrating continua. Phase volume fractions are introduced because it 1s clear that
the volume occupied by a phase cannot be occupied by any other phase. The share of the
flow domain each phase occupies is given by the phase volume fraction. The volume
fractions of the phases are predicted based on the condition that the sum of the volume
fractions for all phases is equal to 1 at all times, and in all control volumes. Conservation
equations for each phase are derived to obtain a set of equations that have a similar

structure for all phases. Within the Eulerian-Eulerian model in CFX, the interphase transfer
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terms can be modeled using the particle model, the mixture model or the free surface flow
model.

Because the liquid and vapor above the mother liguor in this system are separated
by a distinct interface, the free surface flow model should be used to model vapor-liquid
two phase flow (gas bubble in the bulk liquid). The free surface flow model is a multiple
flow simulation, and separates into homogeneous and inhomogeneous flow models.

The homogeneous flow model is a limiting case of multiphase flow where all fluids
share the same velocity fields and other relevant field such as temperature, turbulence, etc.
The pressure field is shared by all fluids.

The inhomogeneous flow model can be used to allow the two phases to separate.
This will be required if entrainment of one phase within another occurs and it is desired to
allow the phases to separate again. In this model, separate velocity fields and other relevant
fields exist for each fluid. The pressure field is shared by all fluids. The fluids interact via
an interphase transfer term.

In this work, an inhomogeneous model was considered. In this model, liquid is a
continuous phase and vapor is a dispersed phase or dispersed fluid, which is a fluid which
is present in discrete regions which are not connected.

There are two parts of study for the DTB crystallizer in this work: these are the
modeling the DTB crystallizer with inhomogeneous free surface flow (free surface model)
using isothermal simulation and the modeling the DTB crystallizer with inhomogencous
two-phase flow (particle model) using non-isothermal simulation (this part contains no
model of the area above the liquid free surface, and the liquid free surface is considered to
be flat and frictionless). For the vacuum pan crystallizer a non-isothermal simulation is
necessary since there is considerable variation in temperature throughout a typical vacuum

pan crystallizer.

3.2 Mathematical Models

In this section, the goveming equations of fluid flow and heat transfer, and the
turbulence model are described. The governing equations of fluid flow and the turbulence
model were used in the isothermal simulation part and all sets of governing equations were
used in the non-isothermal simulations. The material is in many places taken from the

CFX-10 manual, with additions or changés where necessary.
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3.2.1 The continuity equation

The continuity equation is a mass balance for a phase and is shown in concise form

below

01, P,) &
—eel 4 (Ver,p U, ) =S4, +Zrap (3.1)

ot b=l

In this equation

::.o SM

s @r€ mass sources 1f such need to be created for the simulation.

e I, is the mass flow rate per unit volume from phase @ to phase . This term only

occurs if interface mass transfer occurs.
:_In the crystallizer the system is at steady state, with no mass source and no phase change,

so that equation (3.1) becomes
(VerpU)=0 (3.2)

where rg, po, U, are the volume fraction, phase density, and Cartesian velocity component

respectively, of phase a. The equation of continuity of each phase can be written for each
phase as equations 3.3 and 3 .4.

For the vapor phase (the dispersed phase):

(Ver,p,U,)=0 (3.3)
For the liguid phase (the continuous phase):

(Ver,pU,)=0 (3.4)

3.2.2 The momentum equation

The momentum equation takes the form of equation 3.5.
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%(raana)+ Ve(r,p, U U )=-F,Vp, +1. .8
%, (3.5)
+Veru (VU + (VU 43 (T,U, T3 U, )+, +M,
A=1

where

e 8, are momentum source terms.
e M, are terms that represent interfacial forces acting on phase a due to the presence of

other phases.

o I,U,~-I; U, represent momentum transfer due to interphase mass transfer.

In the isothermal crystallizer the system is at steady state, and there is no phase change, so

that equation (3.5) becomes
Ve(r.p, U U )=—r,Vp, +7,0,8 +Vor,u(VU, +(VU,) )+8,, +M, (3.6)

The momentum equation of each phase can be written as shown below:

For the vapor phase:
Ve (r,pU,U,)=-1,Vp, +r, 0,8 +V or,u,(VU, + (VU )48, , +M, (.7

For the liquid phase:
Ve(r,0.UU,) =7Vp, 47,08+ Vor (VU + (VU )48, + M, G8)

3.2.3 The volume conservation equation
The volume conservation equation is a constraint that the sum of all the phase

volume fractions is equal to one:

r, =1 (3.9)
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where N, is the number of phases, so that in this work
rytr, =1 (3.10)

3.2.4 The pressure constraint

Both phases present in the system have the same pressure field, so that:
Py =P, (3.11)

3.2.5 Momentum sources

Sources are additional terms which may be added to balance equations to model
- particular physical or chemical processes which are not included in the general CFD code.
" this work, in the DTB modeling, there is a volume defined by a subdomain which
: "represents the impeller. This contains a momentum source in the vertical (y-) direction
: 6111y.

| In the ANSYS CFX program, the user must specify a momentum source value per
unit volume of the subdomain, and in a specified direction. A source can be specified for

the y-direction as follows:

S, . =5 (3.12)

Wy Mapec,y
where the Sy, is the specified momentum component, as shown below:

F P
8 gany = Vy = U"“’”’V (3.13)

net,y

where P is the power. This momentum source has dimensions of ML>T? (e.g. kg/m?/s?).

Considering Figure 3.1, the relationship between force and fluid velocity can be written as:

2

net,y

= pAU* (3.14)
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where V and 4 respectively represent the volume of subdomain and cross-sectional area

normal to the flow. The momentum source of each phase can be specified as written below

For the vapor phase:

SM,d = SM,dy = Sspecy,dj (315)
Moemntum source subdomain
F 5
Ty
Cross-sectional area (4)
Fig. 3.1 Momentum source subdomain.
For the liquid phase:
SM’,C = Sﬂ{,cy = Sspecy,cj (3-1 6)

3.2.6 The interphase momentum transfer model

Interphase momentum transfer, M, occurs due to interfacial forces acting on

phases resulting from interaction with other phases. The total force on phase o due to

interaction with another phase is given by:

M,=>M, (3.17)
Bra

Interfacial forces between two phases are equal and opposite, so that the net interfacial

force sums to zero:

M, =-M, )=>3M,=0 (3.18)
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The interfacial force acting between two phases may result from several independent

mechanisms as shown in equation (3.19):
M, =MJ, +M_, +ML" + M} + M2+ M, +... (3.19)

The forces in the equation above represent the interphase drag force, lift force, wall
Tubrication force, virtual mass force, turbulence dispersion force, and solid pressure force.
In this work, the tank diameter (or draft tube diameter in the case of the DTB crystallizer)
is not comparable to the diameter of the bubble (which is a small diameter) so the lift force
can be neglected. The flow is the mostly axial flow (parallel with the wall) so the wall
lubrication force can be neglected. The system is modeled as steady state so the virtual
mass force can be neglected. Since there are only small amounts of solids in the system
the solid dispersion force can be neglected. This indicates that the interphase drag and
turbulence dispersion force only need to be considered in this work. Equation (3.19)

becomes
M,, =M., +M2 (3.20)

In the particle drag model, the calculation of the interphase drag performed by
finding the drag exerted on a body immersed in a moving fluid. The drag force arises from
two mechanisms; the first is the skin friction due to the viscous surface shear stress, and
the second is the form drag due to the pressure distribution around the body (Maqableh,
Simmdns, Hibberd, Power, and Young, 2003). The total drag force is expressed in terms of

a dimensionless drag coefficient:

D
Cﬂ=1

Epa(Ua —Uﬁ)zA

(3.21)

D is the magnitude of the drag force, (U, -U ) 1s the difference between the speed of the

two phases, and A is area of the body projected in the flow direction. The drag exerted by a

single item of dispersed phase onto the continuous phase is given by equation (3.22):
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1

D, = ECDpcAdlUd -, (Ud - Uc) (3.22)

It is assumed that the bubbles in the crystallizer are spherical. For spherical bubbles, the

area of a single bubble projected in the flow direction, and the volume of a single bubble,

2 3
and Vp =-~ﬂﬁ——where d is the mean diameter. The number of

are given by: 4, =

bubbles per unit volume, n,, is given by:

n, =t =2 (3.23)

The total drag exerted by the dispersed phase on the continuous phase per unit volume is:

3¢
Z_&Q U,-UfUu,-u,) (3.24)

Mgf :npr chd = rdpc

or interface drag term (cf,j) ), the total drag is given by:
M, =D, =c7(U,-U,) (3.:25)
The interface drag termc '} is thus defined as:

3C
Cr(:g) zz—‘di dpc

U,-U) (3.26)

Empirical correlations are available for the drag coefficient, Cp, which generally decreases
monotonically with increasing Reynolds number (Maqableh ef ol., 2003).

At sufficiently small particle Reynolds numbers (the viscous regime), fluid
particles behave in the same manner as solid spherical particles. Hence the drag coefficient
is well approximated by the Schiller and Naumann (1933) correlation shown in equation

(3.27):
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Cp =22 (1+0.15Re"™) (3.27)

Re

At larger particle Reynolds numbers, the so-called inertial or distorted particle
regime, the effect of surface tension becomes significant. At moderate Re, fluid particles
become approximately ellipsoidal in shape, and at very high Re, spherical cap shaped. One

::c_;fthe correlations used in this regime is that of Ishii and Zuber (1979):
; 2 1/2
Cp(ellipse) =~ £, (3.28)

;3;'_:'_A:NSYS CFX automatically takes into account the spherical particle and spherical cap

11m1ts by setting the drag coefficients as following:

C,, = max|[C, (sphere), C,, (dist)] (3.29)
fi_'_'v:(rhere
b C, (dist) = min[C, (ellipse), C, (cap)] (3.30)
C, (sphere) = max{% (1+0.15Re* ), 0.44} (3.31)
. e
8
Cp(cap) = 5 (3.32)

f_._I:.\Iote that Cplcap) is the drag coefficient in the spherical cap regime.
& U, -Uld .
‘Re_, =&l—d—°l-. Ey 1s the Eotvos number, which measures the ratio between

‘gravitational and surface tension forces:

(3.33)
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where ¢ is the surface tension coefficient.

For the turbulent dispersion force, Mff is given by the function of Lopez de

Bertodano (1991), as shown below:
M = -M(] = =Cp, p V7, (3.34)

Crp values of 0.1-0.5 were used in this work, since the bubble diameter is in the order of a
few millimeters.
3.2.7 Turbulence modeling
Turbulence models seek to solve a modified set of transport equations by the

introduction of averaged and fluctuating components of the velocity. A velocity vector

U may be divided into an average component, U, and a time varying component, u.
U=U+u (3.35)

The averaged component is given by a time average of the velocity:

_ 1 (AL
U=— [va (3.36)

14

where df is a time scale that is large relative to the turbulent fluctuations, but small relative
to the time scale to which the equations are solved. Substituting the time averaged
quantities into the original transport equations (equations 3.3, 3.4, 3.7, and 3.8) results in
the Reynolds-averaged equations given below. Note that the contimiity equations

(equations 3.3 and 3.4} do not need to be altered.

The momentum equation for vapor phase is:

Velr,psU U, ) =—r,Vp, +r,p,8+Ver, I,(/Ud (VUA +(VU )" ))“ Pd;‘;—d-]

3.37
+SM,{,+M£, ( )

The momentum equation for liquid phaée is:
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Ve(r,pU.U,)=rp, +r,p8+Ver|u VU, +@UY))-puu

3.38
+SM,C+MC ( )

‘where —pyu,u,and ~ pcu_cu—c are the Reynolds stresses for vapor and liquid phase,
;-fés'pectively.

: In mhomogeneous multiphase flow, bulk turbulence equations are solved which are
the same as the single phase equations; this means that a single turbulence field is solved
é._ijsi'ng a single turbulence model. In this work, the turbulence was treated using the k—¢
model where both phases share the same values for & and & (Micale and Montante, 1999).

In this model, the Reynolds stresses is given (Chung, 2002)
_ 2 4
~ Ul = -3 kS + 1, (VU +(VU) ) (3.39)

‘where g, is the eddy viscosity or turbulent viscosity. Equations (3.37) and (3.38) become
Ve (r,paU,U,) = 1,90 + 1,08 +V o vyt VU, +(VU,Y )48, , + M, (3.40)

and

Ve(rp,UU,)=-rVp, +rp,g +Veru, (VU + (VU ) ¢S, +M, (341)
#4518 the effective viscosity accounting for turbulence, and is given by

Auf;ff,c = ﬂc +,U, = Ju’c +Ju:c +auxb (342)

T};e turbulent viscosity of liquid phase is based on the k¥ —¢ model and formulated as

:'f_(_)l l.ows ;

Be=Cop,— (3.43)
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where C, =0.09. The term u, is particle induced eddy viscosity. Several models have

been proposed for this viscosity. In this work the model proposed by Sato and Sekoguchi
(1975) was used:

He = Cpbpcrdd’Uri - Uc, (3.44)

with C, a model constant which equals 0.6 (Deen, Solberg, and Hjertager, 2002). The

effective vapor viscosity can be estimated from the effective liquid viscosity

:Lleﬁl,d e _%L tl'[e_ﬁ‘,c (3 .45)

<

as was proposed by Jakobsen, Sannaes, Grevskott, and Svendsen (1997). The term p'is

the modified pressure given by
' 2 y 2
pd:pd +§pdk and pc::.pc-i-gpck (346)

The values of kand ¢ come directly from the differential transport equation for the

turbulent kinetic energy and turbulent dissipation rate, as shown below:

The transport equation of the turbulent kinetic energy, & is:

6(aptk}+V°(pUk)=V'[(}l*‘&]Vk]'*“ﬂ - P& (3.47)
o,

k

where o, =1.0, p=rp, +rp,, p=ryu,+ru, U= {r,p,U, +r.pU) p, k is the
turbulent kinetic energy, is defined as the variance of the fluctuation in velocity, and has
dimensions of L?T™ (e.g. m*/s?). ¢ is the turbulent eddy disstpation (the rate at which the
velocity fluctuations dissipate) and has dimensions of L*T (e. g m*/s? ). The term Py is the

turbulence production due to viscous and buoyancy forces, which is modeled using:
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B, = VU(VU+(VUY )+ B, (3.48)

When a full buoyancy model is used, the buoyancy production term Py is given by:

B =——tt gevp (3.49)
pPr,

_where Pr, is the Turbulent Prandtl number, defined as: ¢ oM Ay gty ¢p and 4 represent the
vxscomty, constant pressure specific heat capacity, and thermal conductivity for the liquid

}Fﬁﬁase.

The transport equation of the dissipation rate of the turbulence kinetic energy, ¢ is:

aes) g, (pUg)=V -Hwi}%} +(C B~ Cpy ) (3.50)
ot o k

&

‘where o, =1.3, C,, =1.44, and C,, =1.92.
Inthe ANSYS CFX program, the production term is also included in the ¢ equation if Py,

3'f_i_$fffpositive:
P, =C, »max(0, P,) 3.51)

If the directional option in the program is used, then P, is modified by a factor accounting

forthe angle a between the velocity and the gravity vector:
£, =C,*max(0, £, )esina (3.52)

The model constants assumed by default are S¢; =1, and C3 = 1.

_ Particular models are required for flow near a zero-slip wall, because here there are

S .;.Pfflé.gradients in the variables. The near-wall region can be subdivided into two layers.
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In the region very close to the wall, the layer is called the “laminar (viscous) sublayer”,

where the molecular viscosity plays a dominant role in momentom and heat transfer.

Further away from the wall, in the “logarithmic layer”,

turbulence dominates the mixing

process. Moreover, between the viscous sublayer and logarithmic layer, there is the “buffer

layer”, where the effect of molecular viscosity and turbulence are of near equal

importance. Figure 3.2 shows these subdivisions of near-wall region.

A logarithmic profile is a reasonable assumption for the velocity distribution near

the wall. The assumption provides a method to compute the fluid shear stress as a function

of the velocity at a given distance from the wall. This is known as a “wall function”.

In this work the scalable wall function is used to model the flow near the wall; this

function was developed by ANSYS CFX.

Logarithmic Layer
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Fig. 3.2 Flow regions for turbulent flow near a wall (ANSYS Canada Ltd., 2005).

The logarithmic relation for the near wall velocity is given by:

The friction velocity is given by:

¥ o CLMkUZ

U

!

—1~1n(y+)+C
K

(3.53)

(3.54)
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j'f'::'Thc absolute value of the wall shear stress is then obtained from:
7, = pu'u, (3.55)

U, is the known velocity tangent to the wall at a distance of Ay, x=0.41 (the von Karman

:'_'constant), C=52,and y* =(pu’Ay)/ u. y" is the dimensionless distance from the wall.
~ The minimum y~ is 11.06.
3.2.8 Energy equation

The energy equation is used in non-isothermal simulations. The full form of the

“energy equation is given below

%(r“p“hmha ) " g_’;_*_ Ve (]-aanahm.',a - ra'lavTa )
JVP

—Ve (rf,#a [VU,, +(VU, )T]Un ): 5 (F;Bh,o,,ﬂ =I5 hy ) {(3.56)
=

+ para (Ua . g)+ SE.a + Qa
Fora system at steady state, Eq. (3.56) becomes

Velr,ooUphy oy —1adoVT, )=V elrp, VU, + (U, Y b.)
N
= Z (F::ﬂhro:,/] "rEa h!o!,zz )+ partz (Ua . g)+ SE,a + Qa

(3.57)
where
*  Huue 1o, Aq are the total static enthalpy, the temperature, and the thermal conductivity
of the phase a.
®» Sgis an external heat source.
:'° O, 15 the amount of interphase heat transfer into the phase o across the interface with

phase [3.

. CasMis g — T g by . ) TEPrEsents convected heat transfer via interphase mass transfer.

B0,

‘The energy equation of each phase can be written as below
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For the vapor phase:

Ve ("deUdhmr,d —rg Ay VT, )”“V * ("d/”d [VUd + (VUd)T]Ud) (3.58)
= (ra‘;‘h.'or,c - r;; hror,d )+ pdrd (Un’ » g)+ SE,d + Qd
For the liquid phase:
Vs rcchchwl,c ‘—I’c;pCVTC)-V . (chuc [VUC +(VUc)T]Uc) (3 59)

= (r;dhrot,d - rd:hm{,c )+ Pche (Uc . g)_I_ SE,c +Qc

3.2.9 The inhomogeneous interphase heat transfer model
Interphase heat transfer occurs due to non-equilibrium (w.r.t. heat transfer) across
phase interfaces. The total heat transferred per unit volume to a phase o due to the

interaction with another phase (f8) is denoted Q,, and is given by:

Q,=> 0 (3.60)
Bz
where
Oup =~Qpe = ZQa =0 (3.61)

In this work, the Two Resistance model for interphase heat transfer was used with
the thermal phase change model. The two-resistance model considers separate heat transfer
processes for both sides of the phase interface, by defining two heat transfer coefficients on
each phase interface.

Defining the sensible heat flux to the vapor phase from the interface as:

gy =hy (T, ~T,) (3.62)

and the sensibie heat flux to the liquid phase from the interface as:

g, =h(T, ~T,) (3.63)
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. where Ay and h, are the vapor phase and liquid phase heat transfer coefficients respectively.
-ITS is the interface temperature, and is assumed to be equal for both phases. The surface
'.-"témperature is equal to the saturation temperature, 7 = 75, The Nusselt number is defined

'; hd
rasNu, = ‘;"’ﬂ and 1s different for the two fluids. In this work the Hughmark (1967)

a
“correlation is used to find the heat transfer coefficient of a continuous phase and thus the

Nusselt number is defined as;

2+0.6Re)’ Pr®®  0<Re, <776.06 0<Pr, <250
Nu, = (3.64)
2+0.27Rej? Pr**  776.06 <Re, 0<Pr, <250

: C : .
- The Prandtl number is defined by Pr, = &f. In the disperse phase the Zero Resistance

[

tlmodel, which is equivalent to an infinite fluid specific heat transfer coefficient, 7, — o,

“\lilvas used. The effect of this is to force the interfacial temperature (from the overall heat

hcir:: +hd‘Ta’

‘balance g, +9, =0, so we get T, = ) to be the same as the dispersed phase

c+r[

‘temperature, 7, = T, so that the equation (3.68) becomes
qq =h, T, 1) (3.65)

‘and equation (3.69) becomes
g.=0 (3.66)

_:.:I.\/Iore detail of the theory used in this section is in the ‘thermal phase change model’

-:"'_S'e'ction of the CFX-10.0 Manual.

3.2.10 The interphase mass transfer model
Interphase mass transfer occurs when a chemical species is carried from one phase
__i_rlto another phase. I's is the mass source per unit volume into phase a due to interphase

‘mass transfer, This is given as
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NP=2

E, =L, (3.67)
B=l

I,z is the mass flow rate per unit volume from phase f to phase . Therefore
N,=2
L,p=-Ts = Z_:ra =0 (3.68)

It is convenient to express I'yg in the direction of mass transfer as follows:

I S

af ~tap T pa (3.69)

The term I'J; > 0 represents a positive flow rate per unit volume from phase 5 to phase a.

In mass transfer across a phase interface, the mass sources are defined relative to

the density between the phases.

wp = Mo dog (3.70)
where 11, 1s the mass flow rate per unit volume interfacial area from phase f to phase a,

and A, is the interfacial area per unit volume between the phases. It is assumed that the

6
disperse phase is a spherical bubble, 4, = —;g— :

8

The default form of the secondary source terms for a transported variable ¢, is:

Z(r R (.71

This represents the mass transfer from phase f into phase a which carries the bulk

conserved quantity ¢, into phase a. This is an upwind formulation, as the upwind value is

carried out from the outgoing phase, and into the incoming phase. This default formulation

is modified in certain circumstances, in order to take account of discontinuities in the
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transported variable at the phase interface, for this work, velocity and enthalpy are

' considered.

3.2.11 The thermal phase change model

The thermal phase change model models the rate of phase change due to interphase
heat transfer in the interior of the flow. In this work, the saturation temperature is constant
:_"'and the vapor phase temperature should remain fixed at the saturation conditions.
Therefore the vapor phase is assumed isothermal, with a reference temperature set equal to
.:'_the vapor saturation temperature.
| In the case of mass transfer, the interphase mass transfer is determined from the
jl%potal heat balance, as follows:

:fhe total heat flux to liquid phase from the interface is
Q. =q.+m,H, (3.72)
:"fhe total heat flux to vapor phase from the interface is
Oy =qq — 1y Hy (3.73)
_;::Substitution of equation (3.72) into (3.78), gives
Q. =1 H_ (3.74)

é_fﬁ_ﬁhere H_and H ,represent interfacial values of the enthalpy of the liquid and vapor

:_'r_espectively, which are carried into and out of the phases due to phase change.

fﬁie total heat balance O, + 0, = 0 now determines the interphase mass flux:
firy =—24 (3.75)

The discontinuity in static enthalpy due to the latent heat between the two phases must be

taken into account by the secondary heat flux term, which is achieved using a modification
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of the upwind formulation (equation 3.76). In this formulation, the bulk fluid enthalpy is
carried out of the outgoing phase, as in the default uvpwind formulation. However, the
saturation enthalpy is carried into the incoiming phase. Thus:

my,>0=>H, =H,_,, H,=H,

csat ?

(3.76)
my<0=>H_=H, H,=H,,

This leads to a formulation which is stable both physically and numerically. It implies that
the denominator (equation 3.81) is non-zero, being either greater than or equal to the latent
heat transfer:

L=H

~H G.77)

dsat csat
3.2.12 Turbulence modeling in non-isothermal simulations
The momentum equations are considered the same way as for the isothermal
stmulation. So that the equations
Ve(r,p,U,U ) =—1Vp, +r,p,8+Vor,pi g, (VUd # (VU,{)T)

) ; (3.78)
+(0pU, -T50, )+8,,, + M,

and

V 4 (rcchcUc) i “rcvp:; + rcpcg Ex V 4 rcﬂeﬁ,c (VUc + (VUC)T) (3 79)
+([CHU, ~TLU )48, +M, '
for the vapor and liquid phase, respectively, are used. For the liquid phase, the k—¢
turbulent model was employed. Most equations in this model are the same as the
isothermal part, except the velocity and other transport properties in the k and & equations

are the liquid property. For the vapor phase, the Dispersed Phase Zero Equation model was

employed. In this model, g, = Lu b so that the effective vapor viscosity is

p. ©
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Hie
Hega = Ha +£"L? (3.80)

The parameter & is a turbulent Prandtl number relating the dispersed phase kinetic eddy
viscosity to the continuous phase kinetic eddy viscosity (o =v,v,) In this work the
default value of 1.0 is used.

Convective transport due to turbulent velocity fluctuations will act to increase
mixing compared to that caused by thermal fluctuations at the molecular level. At high
Reynolds numbers, the mean free path of thermal fluctuations is smaller than the turbulent

velocity fluctuations occur over a length scale, so that the turbulent fluxes are much larger
than the molecular fluxes (this means that the term of V e (ra M, (V U, +(VUu, Y }/d ) in the

energy equation for both phases are canceled). So that the Reynolds-averaged energy

equations are:

For the vapor phase:

qe (rdded‘h.'ar,d ¥y A VT, +pn‘“dhm.',d)= (r;chmr.c _rc:rhm,d)‘*' F’d"d(Ud e g)

+ 8+ 0y
(3.81)
For the liquid phase:
V e (rcchchrar,c - rclchc + pcuchm[,c ) = (r;hlal,a' - Iﬂd'-t:hl‘cnf,c)ﬂ}_ pcrc (Ut: . g)
+ SE,C + 0.
(3.82)

where —p,u,h,, , and —pw h,, are the Reynolds fluxes of enthalpy for vapor and

lot,c

liquid, respectively. The Reynolds fluxes of enthalpy is given by

~ puh =T, Vh (3.83)
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where I, is the eddy diffusivity and given by I', = —5«3— So the Reynolds averaged energy

i
equations become:

For the vapor phase:

v O[rddedhm,’d - A VT, + gf—wm_d} = Ch e ~Thhy g+ para (U, 0 g)

i

+ 850 + 0y

(3.84)
For the liquid phase:
\v Hy i * +
.(‘rcfocUchro! e J1‘c"lcVTa + P_Vhi'or c) = (rm’hro: a rdchkn c)'i~ Pr (Uc . g)
; t, : ; :

+ SE,C + Qc

(3.85)

The eddy viscosity, i, , is related to & and ¢, as described previously.

3.2.13 Heat sources
The heat exchanger is represented by a bulk heat source term. This source term, is

defined as;

= (3.86)
J V' volume of source m

8. = Q _ heat quantity [Watt:l

3.3 Conclusions
The complete set of steady state governing equations of fluid flow and heat transfer
for Newtonian two-phase flow (Eulerian-Elerian multiphase model) are given. In the
isothermal part, the homogeneous &k —¢& turbulence model was employed where both
phases share the same values for k ande. And in the non-isothermal part, the k~¢
turbulence model was employed in the liquid phase, and the Dispersed Phase Zero
Equation model was employed in the vapor phase. The equations required clearly do not

have analytical solutions for the geometry used here, but CFD uses a range of space and



45

1me discretization method in order to enable a numerical solution to be calculated. In the

O"l'.k presented here, the commercial CFD software ANSYS CFX-10.0 with the finite

Volume method using an unstructured mesh was used to discretize the volume and find the

solution of these equations.




Chapter IV
Apparatus and Methods

The aim of this chapter is to describe the apparatus used in this work, the study
~methods to approach each objective shown in chapter 1, and the simulation methods to
.obtain the results. The simulation methods will focus on the processes of the ANSYS
“CFX-10.0 simulation, which are split into five components: geometry creation (ANSYS
Workbench 10.0), mesh creation (CFX-Mesh), physical definitions (CFX-Pre), solver
(CFX-Solver), and post-processing (CFX-Post).

4.1 Apparatus

In this work, the following apparatus were used:

1. A Pentium IV 3.0GHz processor with 512 MB of RAM and a AMD Athlon™
XP 2500+ 1.84 GHz processor with 384 MB of RAM.

2. An operating system of Microsoft Windows XP Professional Version 2002
Service Pack 1.

3. The commercial software ANSYS CFX-10.0, ANSYS Workbench 10.0,
Microsoft Office Professional Edition 2003, and Microsoft Visio Professional 2002.

4.2 Study Methods

To achieve each objective of this study, the methods to approach each objective are
described below.

4.2.1 Isothermal Simulation of the DTB crystallizer

In this section, the vapor is assumed to form in an external heat exchanger before
being fed into the crystallizer. The temperature rise in the crystallizer, which is caused by
heat produced by the impeller and heat of crystallization, is not more than 2°C. Therefore,
the crystallizer can be assumed to be an isothermal process without significant error. This
indicates that the DTB crystallizer with an external heat exchanger can be adequately
modeled by an isothermal process in order to reduce the computation time and model
complexity.

4.2.1.1 Study into the general characteristics of flow fields and classi-

fication of crystals in a DTB crystallizer
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It is necessary to understand the general characteristics of the flow fields in a DTB
crystallizer before study into the effect of the different operating parameters. The case
study number 5 in Table 4.1 is the general case that was selected to achieve this purpose.

4.2.1.2 Study into the effect of the momentum source strength on the flow
characteristics and the classification of crystals

A momentum source is used to represent the impeller in order to reduce the
computation time and model complexity. This is based on studies of Pericleous and Patel
(1987) who showed that this is an effective way to model an impeller in CFD modeling of
mixing vessels. Therefore, it is important to study the effect of the momentum source
strength, which is equivalent to a study of the effect of impeller speed.

In this study, the flow characteristics and the classification of crystals obtained
from different amounts of the momentum source were compared under the same solution
inlet flow rate, fines removal flow rate, and product crystals flow rate. The momentum
source values are 0, 1000, 4000, 7000, 10000, 15000, 25000, and 30000 kg/mz/sz, as

indicated in case studies 1 to 7 in Table 4.1.
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4,2.1.3 Study into the effect of fines removal flow rate to the flow
characteristics and the classification of crystals

The fine crystals in the mother liquor are separated out from the crystallizer in an
annular zone outside the main body of the crystallizer (the settling zone). In this zone, fines
removed from the annulus must flow upward to obtain crystal segregation based on
differences in settling velocity. Normally a higher fines removal flow will result in a fines
removal cut-size larger than for a lower fines removal flow, because higher flows create
larger upflow velocities in the settling zone, and thus larger particle are drawn upwards and
removed.

In this study, the flow characteristics and the classification of crystals obtained
from different values of the fines removal flow rate were compared under the same
solution inlet flow rate, amount of momentum source, and product crystal suspension flow
rate. The fines removal flows were varied at 0.4672, 1.0063, 1.5454, 2.3002, and 3.594
kg/s, as shown in case studies 9 to 13 of Table 4.1.

4.2.1.4 Study into the effect of product crystals flow rate to the flow
characteristics and the classification of crystals

In this study, the flow characteristics and the classification of crystals obtained
from different values of the product crystals flow rate were compared under the same
solution inlet flow rate, amount of momentum source, and product crystals flow rate. For a
feed solution flow of approximately 1 kg/s, product crystals flows were varied at 0.0599,
0.1198, 0.1797, 0.26356, and 0.46722 kg/s, as shown case studies 14 to 18 of Table 4.1.

4.2.2 Non-isothermal simulation

In this section, the feed solution is heated by an external heat exchanger to a
temperature about 1-2 degrees Celsius below the boiling point. The vapor is formed in the
crystallizer, due to the temperature rising to the boiling point due to the impeller. For this
reason, the area above the liquid surface was not modeled and the liquid surface is
considered to be flat and frictionless in order to reduce the model complexity.

4.2.2.1 Study into the general characteristics of the flow fields and
classification of product crystals in a DTB crystallizer by non-isothermal CEFD
simulation

It is necessary to understand the general characteristics of the flow fields in 2 DTB
crystallizer using non-isothermal simulation, and compare the results to the isothermal

simulation. This is because some crystallizers use an internal heat exchanger to produce
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- supersaturation, and therefore boiling takes place inside the crystallizer body. So the case
:_;'study number 1 in Table 4.2 is the general case that was selected to describe of this
'f:_.purpose.

4.2.2.2 Study into the effect of the momentum source strength on the flow
3:';:;'_characteristics and classification of crystals
The flow characteristics and classification of product crystals obtained from
:-.'EIIZ.c;rystallizers with varying momentum source strengths were compared under the same
:';:.'.'solution inlet flow rate, amount of heat source, fines removal flow rate, and product
f__'érystals flow rate.

The details in each case study of these studies are shown in Table 4.2.

~Table 4.2 Case studies for non-isothermal simulation.

L Liquid Product out Momentum
‘| 'Case Study Heat source
i Solution inlet flow source 3
| Number 5 2 (W)
(kgfs) . (kg/s) (kg/m™/s7)

19 1.18602 0.1797

20 1.18602 0.1797

21 1.18602 0.1797

22 1.18602 0.1797

.: Simulation Methods

-+ To obtain the results of each study listed in Tables 4.1 and 4.2, simulation by
ISYS CFX-10.0 was conducted to determine flow fields (and temperature profiles for
1i-isothermal runs) in the DTB crystallizer.

- The processes of the ANSYS CFX-10.0 simulation are split into five components.

These are geometry creation, mesh creation, physical definitions (physics of the problem,
_l}ysi_c'al parameter constants, among other considerations), equation solver, and post-

Processing. Each component is described below:
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4.3.1 Geometry

In this work the DTB crystallizer geometry was created by the program
DesignModeler in ANSY'S Workbench v.10.0.

The crystallizer used for numerical simulation in this work is a pilot‘ scale 1050 1
DTB crystallizer. The crystallizer dimensions and 3D geometry are given in Figure 4.1 and
4.2, respectively. The operating parameters and performance of this crystallizer are

discussed in chapter 2 (section 2.2.2).

Body

/

Fines Fines
Removal? Removall

T Draft Tube
1 s T ﬁ‘ﬂ/
rK

- Annular
T Settling
Zone

Baffle

I =
000% ................. \ 2 Product 0.15 : 0.15
""""""""""""" 2 Co Impe!ier 0.07>' ! g
g 0.2
Location 038
Selution Inlet (H = 0.025) s
{(Feed+Recirculation Fines) . TG et

(@) (&)

Fig. 4.1 DTB crystallizer geometry and dimensions. Dimensions are given in meters: (a)

side view; (b) top view.

For convenience in the simulation, the wall of the solution inlet tube, product outlet

tube, fines removal tube, vapor outlet tube, draft tube, b:a'fﬂé,_ and tank
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Fig. 4.2 Geometry of the evaporative-DTB crystallizer.

are described using a thin surface material. The impeller (in this crystallizer the impeller is
considered to be a turbine of diameter : height 8:1, with a 45° pitched blade) is represented
as a momentum source term in the vertical direction (upward flow) only. In the real
impeller there are also radial components of the momentum addition, however they are
effectively damped out by baffles placed in the normal direction to the tank walls. Since
the radial components of the momentum addition are damped out in this design, we have
not attempted to model them here to reduce the model complexity. A momentum source
term has been added at the base of the draft tube, at the position and size of the true
impeller (see Figure 4.1). The heat exchanger is represented as a bulk heat source and the
location of this source is shown in Figure 4.1.

4.3.2 Mesh

In this work the mesh was created by the program CFX-Mesh in ANSYS
Workbench v.10.0.

The first step in mesh creation is to create composite 2D regions to specify

locations in CFX-Mesh and define boundary conditions in CFX-Pre. These regions
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include the solution inlet, product outlet, fines removal, vapor outlet, draft tube, baffle, and
tank walls (the remaining outside walls) (see Figure 4.3).

The final step before the physics definition is to create the mesh, which was created
by the program CFX-Mesh in ANSYS Workbench v.10.0. ANSYS CFX-10.0 uses the
finite volume solution technique with an unstructured mesh. Initially the program creates a
2-D mesh on the boundaries of the crystallizer geometry, and then this mesh is
extrapolated into the body of the geometry. The volume of the crystallizer tank is broken
into a set of discrete subdomains, computational cells, or control volumes using a grid, or
mesh. The mesh can contain elements of many shapes and size. The points of intersection
of the lines that make up the sides of the elements are referred to as nodes. In CFX-Mesh,
3-D elements are usually tetrahedral (with four sides), prisms (with five sides), pyramids
(with five sides), and hexahedra (with six sides).

4.3.2.1 Mesh generation

Generally, the density of cells in a computational mesh needs to be fine enough to
capture the flow detail, but not so fine that the overall number of cells in the domain is
excessively large, since problems described by large numbers of cells require more time to
solve (Paul et al., 2004). Non-uniform meshes of any topology can be used to give higher
mesh density in regions where it is needed and to allow for lower mesh densities in other
regions.

In this work, the mesh near the solution inlet boundary, product outlet boundary,
the region under the draft tube, the region around the draft tube, and the region around the
upper edge of draft tube should be refined to have a reasonably fine mesh and allow the
solution to capture the flow details (especially, the velocity, since it changes rapidly in
these regions). An example of the fine mesh of the above boundaries and regions is shown
in Figure 4.4.

After defining and setting the conditions of the mesh and the region where a fine
mesh is required, the surface mesh will be generated prior to the volume mesh generation.
However, it is often helpful to explicitly generate at least part of the surface mesh before
volume meshing, to view it and ensure that the chosen scales and controls will have the

desired effect.
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Fig. 4.3 Composite 2D regions.
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Fig. 4.4 Fine mesh in the specified region.

4.3.2.2 Procedures of the optimmum mesh generation

The mesh generation is important to the numerical solutions. If the mesh is not
suitable (particularly if the mesh spacing is too large), the numerical results diverge or
produce incorrect results. The method which was used to find the optimum mesh is
separated to four steps, as described below:

ﬁ_s’ggp,: First the maximum spacing was set (this is the maximum element size
which will be used when creating triangles on the faces of the body and tetrahedral element
in the volume of the body); the initial setting is set automatically by the program to around
5% of the maximum extent of the model. Then the maximum edge length (this is set equal
to the maximum spacing) and the minimum edge length were set. Finally, the mesh was
created and then loaded into the CFX-Pre to specify the model conditions, fluid properties,
flow conditions, initial conditions, and boundary conditions. Note that these conditions will

be the same for all runs.
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2____p_ the second step of the mesh creation is variable based mesh adaptation.
E’;‘:_This technique is used to increase the mesh density in the region of a liquid-vapor
'?_i'interface. CFX-Pre has a mesh adaptation mode where once or more during a run, the mesh
1s selectivity refined in areas which depend on the adaptation criteria specified. This means
;:__'fhat as the solution is calculated, the mesh density can automatically be increased or
f_;'(:flecreased in locations where solution variables change rapidly, in order to resolve the
;_ji'features of the flow in these regions. In this work, the vapor volume fraction was selected
:ﬁ;zisas the adaptation variable, because it is an important variable that changes rapidly in the
;:region of the liquid-vapor interface. The number of adaptation steps was set to 2, and the
.f;f.'maximum iterations per step to 200: (if the maximum iterations is set to 300, this results in
“a total maximum number of iterations of 600 [200*2+300 = 700]). Note that this step uses
-the same parameters for all runs.

. 3" step: Solve the problem using the CFX-Solver. Calculate and extract the liquid
;"_velocﬁy (and other variables) at the measured positions from the results file (see Figure
45),

4™ step: Decrease the maximum spacing, maximum edge length, and minimum
edge length and then repeat the 2™ and 3™ steps. The liquid velocity of each run was
:. compared; if the values are different, these parameter values must be adjusted continuously
__'untii the change in the values of the simulated variables is small or zero. Meshes that give
:':no change in values of the simulated variables (mesh independent results) are the optimum
';'meshes, but a mesh that has the maximum mesh scale to reduce the calculation times or the
E'a:»/eragf: calculation size should be selected for computational efficiency. All mesh scales in
‘each run used to determine mesh independent results are summarized in Table 4.3. The

liquid velocities of each run are compared in Figures 4.6 to 4.13.
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Table 4.3 Mesh sizes of each run, which used to find the optimum mesh.

Number of Number of
Masimmm Kbramm Nodes Elements
Run

Number Edg;e Edge Before After Before After

Length’ (m) | Length (m) | . mesh mesh mesh
adaption | adaption | adaption | adaption

1 0.17 0.0085 8,421 41,485 41,068 | 207,461
. 0.1 0.007 8,634 42,248 41,961 | 210,960
3 0.1 0.001 9,460 46,557 46,606 | 233,682
4 0.09 0.001 9,899 47735 48,503 238,977
5 0.08 0.001 10,257 49 461 50,341 247,376
6 0.07 0.001 11,782 | 55971 | 57398 | 279,436
7 (.06 0.001 13,330 63,997 65,475 319,291

'Maximum edge length is set equal to the maximum spacing.
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- Fig. 4.5 Line positions used to measure the liquid velocity. The positions given are in the

form are (x,y,z).
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Fig. 4.6 Liquid velocity profile at line 1.
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Fig. 4.8 Liquid velocity profile at line 3.
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f;_ Fig. 4.13 Liquid velocity profile at line 8.

Figures 4.6 to 4.13 show that the liquid velocity profiles at line 1, 2, and 5 of all run
are not different or have only small differences, but at line 3, 4, 6, 7, and 8 liquid velocity
i'_:'proﬁles of run number 7 (the smallest mesh size) is different from the other runs. It can be
seen that the different velocity of run number 7 occurs at near the draft tube wall so that the
f:-zJﬁne mesh size in this region should be considered. This mesh is shown in Figure 4.14 and
::E_fhe new runs with this mesh are shown in Table 4.4 and liquid velocity profiles for each

QIE'_.Iine are shown in Figure 4.15 to 4.22.

Flg 4.14 Geometry showing fine mesh around draft tube.
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Table 4.4 Mesh sizes of each run with the fine mesh around draft tube.

Number of Number of
Maximum Minimum Nodes Elements
Rumn
Edge Edge Before After Before After
Number
Length (m) | Length (m) | . mesh mesh mesh
adaption | adaption | adaption | adaption
8 G.17 0.0085 15,012 71,841 73,672 | 358,549
9 0.1 0.001 15,630 75,547 77,144 | 378,233
10 0.09 0.001 15,952 76,619 78,663 | 383,757
11 0.08 (.00} 15,986 77,226 78,726 386,259
12 0.07 0.001 16,962 82,341 83,136 411,021
13 0.06 0.001 17,870 | 87,467 | 88,061 | 437,243
141 0.1 0.001 16,058 77,867 79,460 389,739

*This run, the overall edge lengths are the same as run number 9, but the maximum edge

length around draft tube is 0.07 m.
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Fig. 4.15 Liquid velocity profile at line 1 with fine mesh around draft tube.
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Considering run numbers 8 to 14 in Figure 4.15 to 22, it is seen that the liquid
velocity profiles have only small differences so that the mesh size of run number 14 is
selected to simulate a DTB crystallizer for all cases studied, because it gives an average
value of the velocity profile between the value determined from the maximum and
minimum mesh size and the size is small. The mesh of a DTB crystallizer with this mesh
size is shown in Figure 4.23. Note that the number of nodes and elements after mesh
adaptation are not necessary to equal to the run number in Table 4.4 because they depends
on the flow condition in the system.

For the non-isothermal simulation section of the research no modeling of the area
above the liquid free surface (the liquid free surface is at the height of 2.11 m) was
performed. The optimum mesh size is of the same magnitude as the isothermal simulation
section, so that the mesh of the DTB crystallizer for non-isothermal simulation with this
mesh size is shown in Figure 4.24. Note that the number of nodes and elements after mesh
adaptation is not necessarily equal to Figurc 4.24 because this depends on the flow

conditions in the system.
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Fig. 4.24 Examples of mesh size of a DTB crystallizer for non-isothermal simula-tion part:

(2) before mesh adaption; (b) after mesh adaption.
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4,3.3 Physical definition

The physical definition step comprises several definition steps. The mesh files are
loaded into the physics pre-processor, CFX-Pre. The physical models which are to be used
in the simulation are selected. Fluid properties and boundary conditions are specified.

4.3.3.1 Fluid properties

The physical properties (water solution with 26.66 % NaCl [liquid] and water-
vapor [vapor]) are i)resented in Table 4.5. Note that all properties of water-vapor are
available in ANSYS CFX-10.0 program and all properties of water solution with 26.66%
NaCl at 25 °C were taken from Mullin (2001), with the exception of the specific heat
capacity which was taken from Perry and Green (1999).

Table 4.5 Physical properties of vapor and liquid.

Phase

Physical properties (units)

Liqud Vapor
Density (kg - m™) 1198.00 0.59
Viscosity (kg - s” - m™) 0.00152 0.0000124
Thermal conductivity (W - m™ - K™) 0.57 0.025
Boiling temperature (K} 380.60 -
Specific heat capacity (J - kgt - K 3336.85 2080.10
Surface tension (N - m™) 0.077 -

4.3.3.2 Flow conditions
Isothermal simulation
In this part, the following flow conditions were selected:;
1. Steady state flow.
2. The reference pressure was set to 0 Pa.
3. The buoyancy reference density was set to the density of the least dense fluid

(vapor phase), that is 0.59 kg/m’.
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4. The multiphase option was set to the inhomogeneous free surface flow.

5. Turbulence was set to the homogeneous model with the k—& model. The
turbulent wall function was set to the scalable wall function. There are more details of this
model in chapter 3.

6. The liquid phase was set as the continuous phase. The vapor phase was defined as
a dispersed fluid phase with a mean diameter of 2 mm. The fluid buoyancy model was set
to the density difference model for both fluids

7. For the interphase transfer model, the interphase transfer model was set to the
particle model, the drag force was set to the Ishii and Zuber model, the turbulent dispersion
force was to the Lopez de Bertodano model with a dispersion coefficient of 0.3, and the
turbulence transfer was set to Sato Enhanced Eddy Viscosity model. More details of these
models are provided in chapter 3.

9. The momentum source value was specified directly in the momentum source
region (impeller subdomain, see Figure 4.25) and set to the same value for both fluids. The

values of each run are shown in Table 4.1 and 4.2.

Non-isothermal simulation

In this part, the following flow conditions were selected:

1. Steady state flow.

2. The reference pressure was set to 0 Pa.

3. The buoyancy reference density was set to the density of the continuous phase
(liquid phase), that is 1198 kg/m”.

4. The multiphase option was set to inhomogeneous multi-phase flow.

5. Turbulence was set to the inhomogeneous model.

6. The heat transfer model Wés set to the inhomogeneous interphase heat transfer
mode] with fluid dependent heat transfer.

7. For the liquid phase, the liquid phase was set as the continuous phase, the heat
transfer was set to the thermal energy heat transfer model, the turbulence model was set to
the & —& model, the turbulent wall function was set to the Scalable model, and the fluid
buoyancy model was set to the density difference model. M ore details of these models is
shown in chapter 3.

8. For the vapor phase, the vapor phase was set to the dispersed fluid phase with a

mean diameter of 2 mm, the heat transfer was set to an isothermal heat transfer model (at a
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constant saturation temperature of 107.6 degree Celsius), the turbulence was set to the
dispersed phase zero equation model, and the fluid buoyancy model was set to the density
difference model. More details of these models are in chapter 3.

9. For the interphase transfer model, the interphase transfer model was set to the
particle model, the drag force was set to the Ishii and Zuber model, the turbulent dispersion
force was set to the Lopez de Bertodano model with a dispersion coefficient of 0.3, the
turbulence transfer was set to Sato Enhanced Eddy Viscosity model, the heat transfer was
set to two resistance model with the Hughmark correlation on the liquid phase and Zero
Resistance in the vapor phase, and mass transfer was set to the thermal phase change
model with the saturation temperature of 107.6 degree Celsius. More details of these
models can be seen in chapter 3.

10. The momentum source value was specified directly in the momentum source
region (the impeller subdomain, see Figure 4.25) and set to the same value for both fluids.
The heat source value was specified directly to the subdomain and set only for the liquid

phase. The values of each run are shown in Table 4.1 and 4.2.

Momentum

Fig. 4.25 Locations of momentum source and heat source.
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4.3.3.3 Initial and boundary conditions

Boundary conditions

Boundary conditions are specifications of properties or condi-tions on the surface

of domains and are required to fully define the flow simulation. The following fluid
boundary condition types are available in ANSYS CFX-10.0 (ANSYS Canada Ltd., 2005):

1.
2
‘)

4.
5,

Inlet: Fluid is constrained to flow into the domain only.

Qutlet: Fluid is constrained to flow out of the domain only.

Opening: Fluid can simultaneously flow both in and out of the domain. This is
not available for domains with more than one fluid present.

Wall: Impenetrable boundary to fluid flow

Symmetry plane: A plane of both geometric and flow symmetry.

The following boundary conditions were used in this work:

1. Inlet: The cross-sectional surface area at the solution inlet tube was set to the inlet

boundary condition and called “Solution Inlet”. For this boundary, the flow direction is

perpendicular to the surface. For the isothermal simulation, the mass flow rates of each

phase were specified directly, the volume fraction of vapor was set to 0.1, and the volume

fraction of liquid was set to 0.9. For non-isothermal simulation, the bulk mass of the liquid

flow rate was specified directly, and the volume fraction of liquid and vapor respectively

set to 1.0 and 0.0, and the bulk liquid temperature was set to 107.6 degree Celsius. The

values of the mass flow rate of each phase and bulk mass flow rates of each run are shown

in Table 4.1 and 4.2. The turbulence option was set to medium (intensity = 5%).

2. Qutlet: For this boundary, the flow direction is perpendicular to the given surface.

In this work, the boundaries are separated into three locations:

The cross-sectional surface area at the outlet of the product outlet tube, which is
called “Product Out”. For this boundary, the mass flow rate of each phase was
specified directly. The values of each run are shown in Table 4.1 and 4.2.

The cross-sectional surface area at the two outlet fines removal fubes, which are
called “Fines Removall” and “Fines Removal2”, respectively. At these
boundaries, the bulk mass flow rate was specified directly. The values of each
run are shown in Table 4.1 and 4.2.

The cross-sectional surface area at the vapor outlet tube, which is called “Vapor

Out” (this is only the boundary condition for isothermal simulation part). For
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this boundary, the mass flow rate of each phase was specified directly. The
values of each run are shown in Table 4.1.

o The cross-sectional surface area at the liquid free surface is an outlet boundary
with a degassing condition (this is only a boundary condition for non-isothermal
simulation part). For this condition, the continuous phase sees this boundary as a
free-slip wall and does not leave the domain but the dispersed phase sees this
boundary as an outlet.

3. Wall: The wall of the draft tube, baffle, and tank wall were set to the no-slip and

smooth wall conditions for both simulation parts. Moreover, these walls were together set

to an adiabatic wall conditions for non-isothermal simulation part.

Tank Wall

Fines (vl Draft Tube
Remcwalz.z (Wall)
(Outict)‘ Fines

wRemovall

: W , Product Out
Solution Inlet (Outlet)
(Fulet)

Fig. 4.26 The boundary conditions of the DTB crystallizer for isothermal simulation.
Initial conditions

The initial and boundary conditions for the pressure field and volume fraction of free

surface flow must be consistent (i.e. the pressure field is hydrostatic in the liquid phase and
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uniform in the vapor phase). This condition was achieved using CEL (the CFX

expression language) defining a step function, as shown below:

Liquid Free Surface
(Outlet boundary with
degassing condition)

Fines W
Removal2 :%% (Wal})

: 3 Product Qut
Solution Inlet (Outlet)
(Iniet)

Fig. 4.27 The boundary conditions of the DTB crystallizer for non-isothermal simulation.

Den= 1198 [kg m"-3]
FH=211[m]

VFLiquid = step((FH-y)/1 [m])
VFVapor = 1-VFLiquid

Press = Den* g*(FH-yy*VFLiquid

where Den is the density of liquid phase, FH is the liquid level or free surface height,
VEVapor is the volume fraction of vapor phase, VFLigquid is the volume fraction of liquid
phase, and Press is the pressure. These functions are appropriate to initialize the relative

pressure field and volume fraction as shown in Figure 4.28.
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Fig. 4.28 Initial conditions: (a) pressure; (b) volume fraction.

The initial conditions of this work are shown below:

1. The initial static pressure, volume fraction of liquid phase, and volume fraction of
vapor phase were set to; Press, FFLiguid, and VFVapor, respectively for isothermal
simulation part; and automatic values, 1.0, and 0.0, respectively for non-isothermal
simulation part.

2. The velocity of each phase was specified directly with the same with the velocity
of the solution inlet.

3. The turbulent kinetic energy and turbulent eddy dissipation was set to automatic
values.

4. For the non-isothermal simulation, the static temperature of the liquid was set to
373.0K.

4.3.3.4 Mesh adaptation and solver control
Since the flow is free surface flow, it is necessary to adjust the mesh at the liquid-
vapor interface. CFX-Pre has the mode to do this with more detail shown in the 2™ part of
section 4.3.2.2.
Solver control is used to set parameters that control the CFX-Solver during the
solution stage, and appropriate parameters are essential in order to obtain good
convergence of the solution. In this work, the advection scheme was set to the upwind

option. The timescale control was set to auto timescale and the maximum number of
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iterations was set to 300. The RMS (root mean square) residual type was used with a target
value of 0.00001.

All sub-sections in section 4.3.3 are the processes in CFX-Pre. CFX-Pre produces a

solver (definition) file which is then passed to the CFX-Solver to solve the simulation.
4.3.4 Solver
CFX-Solver solves all variables for the simulation of the problem specification in
CFX-Pre by the finite volume method with an unstructured mesh.
CFX-Solver is solved as follows:
1. The partial differential equations (mass, momentum, energy equations and
turbulent) are integrated over all the control volumes in the region of interest
2. These integral equations are converted to a system of algebraic equations by
generating a set of approximations for the term in the integral equations.
3. The algebraic equations are solved iteratively until the convergence criteria or
max iteration is reached.

Exact details of the calculation methods for the software are available in the
detailed user notes accompanying the software (ANSYS Canada Ltd., 2005). More details
about the finite-volume method (the discretisation of equations and solution strategy) to
solve the gas-liquid system has been discussed by Oey (2005).

' The solver produces a results file which is then passed to the post-processor.
4.3.5 Post-processing
CFX-Post is the component used to analyze, visualize and present the results,
Examples of some important features of CFX-Post are:
» Visualization of the geometry and control volumes
e  Vector plots of the direction and magnitude of the flow
*  Virtualization of the variation of scalar variables (variables which have only
magnitude, not direction, such as pressure, temperature, speed, etc.) through the
domain
e Streamline of the vapor and liguid
e  Charts showing graphical calculations
e  Other representatibns of variables of interest.
The results from CFX-Post of all studies in this research are shown and discussed in

chapter 5.




Chapter V
Results and Discussion for the DTB Crystallizer

5.1 Isothermal Simulations

5.1.1 General characteristics of Flow Fields in an Isothermal DTB crystallizer

The general flow patterns in the DTB crystallizer are shown in Figure 5.1, which
represents the velocity vectors, and contours in the vertical center plane, and 3D
streamlines for the liquid and vapor phases. It shows that the liquid phase has to flow
through and over the draft tube and therefore there is net circulation through the draft tube.
It is necessary to have this flow characteristic because the function of the draft tube is to
assist in suspension of the crystals as was described in Paul et al. (2004). The liquid
velocity in the upflow region (inside the draft tube) is higher than the downflow region
(outside the draft tube). This is since the cross sectional area of the up flow region
(approximately 0.0314 mz) is smaller than the down-flow region (approximately 0.0820
m?). The crystallizer is designed in this way to create a significantly higher velocity in the
upward flow region to assist in suspension of particles, and this high upward velocity is
produced from the momentum added with the impeller. At a larger distance upward from
the impeller, the velocity profile becomes more uniform, although averaged velocities in
the core remain low (this is far enough from the bottom tube end of the draft tube that the
effect of the impeller is less significant), and the velocity is approximately half of the
maximum (0.9843 m/s), which occurs at approximately 0.3 m (1.5 times the diameter of
the draft tube) above the impeller. Moreover, there is a small recirculation loop occurring
under the region where the flow comes over the top of the draft tube. This is more
pronounced at the side of the draft tube above the feed, and is undesirable because it will
lead to a non-uniform flow. This recirculation does not contribute at all to the desired
circulation, and could lead to different crystallization rates for crystals that are trapped

there.
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Fig. 5.1 Velocity vectors, contours, and 3D streamlines of liquid (a) and vapor (b) in the

vertical center plane for case study 5.
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The vapor phase is only present in small amounts in the system (Figures 5.1(b) and
5.2), and only in the draft tube, after which it is separated out at the vapor-liquid interface,
- This means that the vapor and liquid regions of the crystallizer are separated by a clearly-
defined interface (free surface), which occurs at a height of 2.11 m, the same as the initial
height of the free surface in the simulation. A small amount of vapor (less than 10 % by
volume) is in the draft tube because the feed to the crystallizer is 10% volume fraction
vapor. The vapor is mostly in the regions near the left side of the draft tube and mostly
separates out from the liquid at the top of the draft tube near the left side of the tank rather
than the center of the tank because the feed is located under a position between the left side
of the draft tube and the tank wall, and the rate of the feed (and therefore the rate of vapor
feed also) is quite high in this case.

Fig. 5.2 Contours of vapor volume fraction in the vertical center plane for case study 5;

(a) overall fraction; (b) using a magnified scale to enable visualization in the draft tube.

One drawback of many crystallizers is the tendency of the particles to sediment to

'_fhe bottom of the tank and remain there. The shape of the tank bottom can significantly
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improve the uniformity of the particle suspension. The rounded tank “corners” and a
central peak under the agitator, which is the bottom shape of the DTB crystallizer used in
this work, is one of the best configurations for the tank bottom. The rounding of the
corners is used to combat settling of particles and the center peak virtually eliminates the
stagnation point (dead zone) that would be present at the bottom center of the tank under
the agitator (Myerson, 2002). These effects can be confirmed by the velocity vectors
shown in Figure 5.3, which demonstrates that the flow of all fluid packets tends to be into

the drafi tube.

0.25

Fig. 5.3 Liquid velocity vectors at the tank bottom for case study 5.

5.1.2 Effect of the momentum source strength on the flow characteristics
The overall liquid velocity vectors and contours are shown in Figure 5.4, for momentum
source values of 0, 0.785, and 3.142 kg‘m/sz, and in Figure 5.5 for momentum source
values of 5.498, 7.850, 11.78, 19.63, and 23.56 kg~m/52. Flow contours for the same
conditions as in Figure 5.5 are shown in Figure 5.6. Figure 5.4 indicates that for the cases
of 0 (no momentum addition), 0.785, and 3.142 kg-m/sz, the flow of the liqud phase does
not follow the general flow field in a DTB crystallizer at the impeller location: for these
three cases there is upward flow in some areas immediately outside the draft tube because

the momentum addition through the impeller is very low, and is unable to force all the feed
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solution to flow into the draft tube. For the cases of 5.498, 7.850, 11.78, 19.63, and 23.56
kg-m/s® (Figure 5.5), the flow of liquid follows the general flow field in a DTB crystallizer
because the momentum addition through the impeller is high enough to assist the feed

solution to flow into the draft tube.

=057

e
i

o
s
i K’l.' i 74.
FeTibg
3

,

P N L
sty

Fig. 5.4 Liquid velocity vectors in the vertical center plane for momentum source additions

of (2) 0 kg'm/s; (b) 0.785 kg'm/s’; (c) 3.142 kgmy/s>.

As the momentum added through the impeller increases, the liquid velocity
becomes larger both in the upflow section inside the draft tube and in the downflow area
outside the draft tube. This results in a stronger flow at the bottom part of the draft tube
- and also a higher velocity inside the draft tube and a lower velocity in the annular space.
'The vapor velocity increases with increasing momentum source addition also, however it
increases by a much smaller degree than the liquid velocity (see Figure 5.7).
.. The uniformity of the liquid flow can be seen by the overall velocity contours in
Figure 5.6. Full uniformity for the liquid velocity in the particle settling zone was found for
all the case studies; it is necessary to have uniform flow in this zone to aid in the
:;:'classiﬁcation of the crystals. The uniform flow and véry low velocity of this zone indicate
i':'that there will be very slow crystallization kinetics in this zone, This is suitable because

_this zone is designed for the purpose of the particle settling process only. At the point that
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the liquid flows over the top of the draft tube, and at the vapor-liquid interface, the overall
flow feature is non-uniform for all case studies. This will lead to spatial variation in the
kinetics of the processes occurring in crystallization, in particular the nucleation rate

because of variations in the shear stress.
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Fig. 5.7 Vapor velocity vectors in the horizontal plane at the vapor-liquid interface for
momentum source additions of (a) 5.498 kgm/s*; (b) 7.850 kg-m/sz; () 11.78 kgm/s%; (d)
19.63 ke'm/s%; (e) 23.56 kgm/s™,

Considering the liquid velocity contours inside and outside the draft tube, it can be
seen that the overall flow features are close to uniform at high values of the momentam
source addition. Thus it is evident in Figure 8 (for the momentum source values of 7.850,
11.78, 19.63, and 23.56 Itcg-m/s2 respectively) that full uniformity is found at the
momentum source values of 19.63, and 23.56 kg-m/sz. This uniform flow occurs from a
height of 0.4 m to 1.9 m (at the top of the draft tube) and would assist in producing a
narrower crystal size distribution. Uniform flow can lead to the smaller spatial variations in
the crystallization rate, in particular a more uniform crystal growth rate, because the level
of supersaturation in these areas will be constant. Note that this does not ensure a
completely uniform particle size, because there is still a wide distribution of residence
times for both the liquid and the crystals in the crystallizer. In addition the residence time
distribution of the liquid and the crystals are different because nucleation does not

necessarily occur immediately upon the feed entering the crystallizer.
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At the vapor-liquid interface, it is seen that at low momentum source additions
(momentum source additions of 5.498, 7.850, and 11.78 kg:m/s?), the vapor will be
separated out from the liquid phase in the region from the center of the draft tube to the left
side wall of the tank (in the direction of the feed location), as shown in Figures 5.7(a) to
(¢). This means that momentum source values less than 11.78 kg-m/s” are insufficient to
cancel the effect of the feed momentum on the flow field in the DTB crystallizer. When the
momentum source addition are in the range of 19.63 to 23.56 kg-m/s2 (Figures 5.7(d) to
(e)) all vapor will be separated out only at the center of the tank. This indicates that
momentum source values of greater than 19.63 kgm/s® are able to completely cancel the
effect of the feed solution momentum on flow field in the DTB crystallizer. There is a
transition region between 11.78 and 19.63 kgm/s* where the gas phase is partially
separated and flows into both sections of the crystallizer. These values are correct for feed
solution flows less than or equal to 1.18 kg/s, which were used in these case studies, in a 1

m’ crystallizer.

5.1.3 Effect of the fines removal flow rate on the flow characteristics
The overall liquid velocity vectors for the liquid phase for fines removal flows of 0.467,
1.006, 1.545, 2.300, and 3.594 kg/s are shown in Figure 5.8, and velocity contours for the
same conditions are shown in Figure 5.9. These figures indicate that for fines removal
flows of 0.467, 1.003, 1.545, and 2.300 kg/s the flows of the liquid phase follow the typical
flow field in a DTB crystallizer, which are described in a previous section. For a fines
removal flow of 3.594 kg/s the flow fields are not typical flow fields in a DTB crystallizer
because the momentum source addition of 7.85 kg'm/s® is not enough to assist the feed
solution to flow into the draft tube (or is not enough to cancel the effect of the fines
removal flow pulling the feed in the direction of the settling zone, and the extra momentum
in the feed inflow).

As the fines removal flow increases the liquid velocity slightly increases, both in
the upflow section inside the draft tube, and in the downflow area in the annular space
outside the draft tube. The fines removal flow only slightly influences the overall vapor
velocity (Figure 5.8). The flow patterns of the vapor phase have basically the same features
- without any drastic change in structure, and the other effects of the fines removal flow are

the same as described previously (Figure 5.1(b)).
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Fig. 5.8 Liquid velocity vectors in the vertical center plane for fines removal flows of (a)
0.4672 kg/s; (b) 1.0063 kg/s; (c) 1.5454 kg/s; (d) 2.3002 kg/s; (e) 3.594 kg/s.

In most fines removal case studies the liquid flow is not uniform (Figure 5.9),
except for the fines removal flow of 0.467 kg/s. This is since this low value of the fines
removal flow forces the feed solution flow to be very low (the fines removal stream is
added to the ‘raw’ feed to the crystallizer so that small fines removals will also result in
low net feed rates), so the rate of momentum source addition used in the case study (7.85

kg-m/s®) completely cancels the effect of the feed flow. At higher fines removal flows the
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momentum source addition is not high enough to cancel the effect of the feed flow

momentum.

Fig. 5.9 Liquid velocity contours in the vertical center plane for fines removal flows of (a)
0.4672 kgfs; (b) 1.0063 kg/s; (c) 1.5454 kgfs; (d) 2.3002 kg/s; () 3.594 kg/s.

Considering the flow features at the vapor-liquid interface, it is seen that at fines
removal flows of 1.006, 1.545, 2.300, and 3.594 kg/s, the vapor will be separated out from
the liquid phase from the center of the tank to the left side wall of the tank (in the direction




92

of the feed location); this is shown in Figures 5.10(b) to (e). This indicates that a
momentum source value of 7.85 kg:m/s® is not enough to cancel the effect of the feed on
the flow field in the DTB crystallizer. At the fines removal flow of 0.467 kg/s (for which
the feed is equal to 0.6470 kg/s), the majority of the vapor will be separated out from the
liquid phase at the center of the tank (Figure 5.10(a)). This indicates that a momentum

source value of 7.85 kg-m/s® completely cancels the effect of the feed solution flow of

0.467 kg/s or lower.
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Fig. 5.10 Vapor velocity vectors in the horizontal plane at the vapor-liquid interface for
fines removal flows of (a) 0.4672 kg/s; (b) 1.0063 kg/s; (c) 1.5454 kg/s; (d) 2.3002 kg/s;
(e) 3.594 kg/s.

5.1.4 The classification of crystals
As described previously, the flow outside the draft tube is downward and the upflow
outside the baffle (the annular settling zone) is low enough, and sufficiently uniform, to
confirm the gravitational settling process of the crystals. The classification of crystals in
this work was studied by analyzing the fines removal cut-size, which was calculated from

the free settling velocity, Uy
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3C ;0
where the density of NaCl crystal is 2,155 kg/m3 {Cheremisinoff, 1986), the Cp of each
flow regime is shown Table 2.1 (calculated via the particle Reynolds number,

Re, =p d U,/ ), and the settling velocity is the predicted value from the simulation,

which is the average value of the velocity over the volume in the annular settling zone.
Calculation of the fines removal cut-size (d,} was performed with an iterative calculation
since the value of the Reynolds number determines the flow regime. Crystals smaller than
the fines removal cut-size will be removed from the crystallizer in the fines removal flows,
and crystals larger than this size will settle and leave the crystallizer as product or be re-
circulated back into the crystallization zone. Thus, the fines removal cut-size is the
minimum size of crystal that would be fully settled in the annular settling zone.

The effects of the power transmitted by the impeller (the effect of the momentum
source strength) and the fines removal flow rate on the classification of crystals are shown
in Figures 5.11 to 5.13. Figure 5.11 shows that the fines removal cut-size increases with
increasing power transmitted by the impeller. This suggests that the mean product crystal
size increases with increasing momentum source (although this is not definite since
increasing the momentum source may also lead to higher nucleation or attrition rates). This
result is due to the varying upflow velocities in the fines removal section since the
momentum source affects the flow velocities in the annular space. This will strongly affect
the product crystal size distribution. The particle Reynolds numbers increase with
increasing power transmitted by the impeller, and all of the values of the Reynolds
number are in the lower end of the range of the transition regime for particle flow (0.3 <

Re, < 3000).
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Fig. 5.13 Terminal velocity for case studies 1 to 13 as a function of fines removal cut-size.

Figure 5.12 shows that as the fines removal flow increases (equivalent to increasing the
feed solution flow because the product flow is held constant) the fines removal cut-size
increases: this agrees well with the experimental results of Eek et al., (1995). This indicates
the mean product crystal size increases with increasing fines removal flow. Increasing the
fines removal flow also increases the number of fine crystals destroyed in the heat
exchanger, thus reducing the total number of crystals in the vessel: from the mass balance
for the system it can be seen that this also increases the mean particle size in the system.
The particle Reynolds number increases with increasing fines removal flow, and all
values of the Reynolds number in the transition regime for particle flow, similar to the
experiments which varied the momentum source strength. Figure 5.13 shows the
terminal velocity increases approximately linearly with increasing particle size (Figure

5.13); this agrees with the results of Lapple (1951).

5.2 Non-Isothermal Simulations

The main variable investigated in the current study is the effect of the heat source
strength on the behavior of the crystallizer. Previous studies on an isothermal model of the
crystallizer (with an external heat exchanger assumed, which feeds a two-phase mixture at
the saturation temperature into the crystallizer) have already investigated the effect of feed

flow rate, product flow rate, fines removal flow rate, and power input via the impeller on
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the performance characteristics and flow fields of the crystallizer (Wantha and Flood,
2008).

A significant difference between the two studies {(apart from the non-isothermal
model containing an internal heat exchanger) is that the liquid surface in the isothermal
simulation was modeled using a free surface model, but a degassing condition was used in
the non-isothermal simulation to aid convergence of the solution. The fluid flow fields in
the two models are expected to be slightly different because the vapor is fed to the
crystallizer from an external heat exchanger in the isothermal model, but produced by
boiling (mostly near the free surface) in the non-isothermal model, however it was
expected that the overall liquid flow vectors would not be significantly altered by this
change, and this is shown to be true in Figure 5.14. This indicates that some key
conclusions made from the isothermal study will still be valid for the non-isothermal case,
particularly the effect of parameters on the velocity in the settling zone, and therefore the
predicted fines cut-size (Wantha and Flood, 2008): this is because there is very little
difference in the flow fields in the settling zone in the two cases. In the non-isothermal
simulation the flow field is more uniform near the base of the draft tube, with less
influence of the fluid flowing into the crystallizer body under the left hand side of the
impeller.

The main result of the non-isothermal simulation is the effect of the heat source on
the evaporation rate, which can be used to predict crystallization rates. Other flow field
parameters, particular the flow near the free surface where boiling occurs, are also strongly
affected by the heat addition rate. In this study, four test cases are performed, using a
constant momentum source addition of 10,000 kg/m?/s%, feed solution flows of 1.18608
kg/s and product suspension flows of 0.1797 kg/s, with the heat source values varying at
11,000, 12,000, 13,000, and 13,500 kW/m>. Note that the heat source is the heat input per
unit volume (with the volume of the sub-domain equal to 0.0007854 m®) so that the heat
input values of these heat source values are 8.64, 9.42, 10.21, and 10.60 kW, respectively.
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Fig. 5.14 Liquid flow fields in the crystallizer for (a) the isothermal simulation with an

external heat exchanger; (b) the non-isothermal simulation with an internal heat exchanger.

The CFD results showed that the vapor formed linearly increases with increasing heat
input (Figure 4). This can be shown to be true by the overall energy balance around the
crystallizer (neglecting the small heat of crystallization):

pHp + 0, + W, =ty H o+t H )+, H™ . (5.2)

Fines
In this work, the temperature of the feed solution is 379 K, which is near the boiling point
of the solution (380.6 K) and the heat added to the system is used to evaporate a relatively
small fraction of the solution to induce crystallization, so that the temperature of the
solution at the fines removal outlet and product crystals outlet are constant at the

saturation temperature. This enables the energy balance to be simplified to

) Pf/:o +}7-’1F(HF _Hsa!.so!.)+ Qm (53)

n:lv
L L

Substitution of the relevant constants in this equation results in the linear response
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i, =0.000450Q,, —0.0035 (5.4)

This equation is compared to the vapor production in the crystallizer in Figure 5.15.

0.0015
CFD Predictions

0.0013 - )
. y = 0.0004x - 0.0032 /
0.0011 A R? = 0.982
24,
@
g 0.0009 -
.% Equation (5.4)
’% 0.0007 Equation (5.4)
>
" 0.0005 * <

/
0.0003 : : : : :
8 8.5 9 9.5 10 10.5 11

Heat input [kWatt]

Fig. 5.15 Evaporation rate in the crystallizer as a function of the heat input for both the

non-isothermal simulation and the simplified energy balance around the crystalhzer.

There are only small temperature gradients noticeable in the solution to the non-isothermal
simulation, with the largest gradient being near the feed inlet, as the feed is slightly
subcooled. This low temperature fluid is noticeable underneath the left hand side of the
draft tube, at the feed inlet, and continues a short distance past the impeller: the fluid being
drawn into the right hand side of the impeller is fluid being recirculated from the body of
the crystallizer, which is very close to the saturation temperature. Temperature gradients in
a real crystallizer might be more than shown here due to heat losses from the body of the

crystallizer, which has not been modeled in the current simulations.

Another interesting aspect of the simulation results is the analysis of the vapor volume
fraction, as shown in Figure 5.16. The results show that boiling occurs near the free
surface, and also at the top edge of the draft tube: this must be due largely to the pressure

variations in the crystallizer since the temperature variation is quite low. The static
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pressure is the main component of the pressure variation in the crystallizer, and of course

this is a minimum near the free surface.

Vapor . Volume Fraction Vapor. Volume Fraction

2. 158e-001 1.982e-001
1.943e-001 1.784e-001
727e-001 —1.586e-001
.511e-001 — 1.388e-001
.295¢-001 —1.1892-001
0790001 +9.912e-002
.6336-002 7.9292-002
4752002 I 5.,947e-002
“31%e-002 3.965a-002
. 158e-002 1.9822-002
.000e-015 1.000e-015

Fig. 5.16 Profiles of the vapor volume fraction in the non-isothermal simulation for heat

source additions of (a) 13,000 kW/m?; (b) 13,500 kW/m®.

The flow near the free surface of the crystallizer is quite complex, and liquid and vapor
have very different flow fields in the area between the top of the draft tube and the free
surface. This is illustrated in Figure 5.17. A significant amount of the vapor is produced
near the fop edge of the draft tube, and this vapor is carried out towards to wall of the
crystallizer and then up to the free surface where it exits due to the degassing condition.
The liquid, on the other hand, has a strong recirculation loop, where much of the liquid
exiting the draft tube falls over the edge of the draft tube into the annular space, while a
smaller portion of the liquid is forced into the region above the draft tube into a

recirculation loop.
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Fig. 5.17 Liquid and vapor velocity vectors at the top of draft tube for heat source additions
of (a) 11,000 kW/m®; (b) 12,000 kW/m®.

The results discussed here are presented in brief, much more information can be found in

the thesis of Wirapong Wantha (2008).




Chapter VI
Methods for the Vacuum Pan Crystallizer

Batch vacuum pan crystallizers are used as the primary crystallizer in the sugar industry.
Hot sugar cane juice from multiple effect evaporators is fed into the vacuum pan which has
a significant vacuum to lower the boiling point of the juice (which is very high due to
boiling point elevation of the sucrose-rich juice), and steam heating to cause evaporation.
Steam heating occurs in a section called a calandria, which is typically as set of vertical
pipes through which steam passes. Evaporation using steam in the calandria continues until
the sugar syrup is at a saturated condition, whereupon seed crystals (in the size range of 10
micrometers) are added to initiate the crystallization. Crystallization continues by
evaporation until the suspension of crystals is sufficiently dense that the system must be

stopped, and the crystals and remaining mother liquor discharged from the base of the pan.

6.1 Geometry and Design of the Vacuum Pan

Vacuum pans are usually vertically mounted units with a circular cross section. In
the base of the unit there is a heat exchanger (similar to a shell and multiple tube heat
exchanger) which is called a calandria. Superheated steam flows inside the calandria to
cause heat transfer inside the vaccum pan which is responsible for evaporating water from
the syrup. Typically there is no agitator in a batch vacuum pan; circulation of the syrup in
the pan is provided by the hot juice rising through the calandria, and then falling again as it
cools.

The vacuum pan modeled is based on that in Figure 6.1. The total (juice) capacity
of the pan is 60 ton, leading to a pan diameter of 5 m. The calandria involves vertical tubes
of total length 600 mm, and a tube diameter of 100 mm. The total number of tubes in the
calandria (1000) gives a heat exchange area of around 200 m”. The strike height (the level
above the top tube plate) in the pan is 1.4 m. These are typical values for industrial vacuum
pans of this size. General features of designs can be seen on the website

www.sugartech.com/vacuumpans/batchpan.php.
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Fig. 6.1 A batch vacuum pan crystallizer. (http://rachitech.com/BOILING HOUSE). A
typical capacity for the pan is 60 ton, although pans range between 25 and 140 ton.

The heat transfer coefficient is assumed to be 570 W/m?K, based on analysis by Rein
(2004} of large number of pans with natural circulation of the juice. With circulation
provided by agitators this value may increase to as large as 640 W/m?K. These are heat
transfer coefficients assumed near the beginning of a batch crystallization. As the
crystallization continues the amount of crystal in suspension increases, and thus the
apparent viscosity of the suspension increases, which reduces the effectiveness of the heat

transfer. Towards the end of batch crystallizations the heat transfer coefficient may be as
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low as 32 W/m’K in natural circulation vacuum pans. The current modeling will be
performed at a state near the beginning of the batch where the heat transfer coefficients are
larger,

In this work the batch vacuum pan crystallizer geometry will be created by the
program DesignModeler in ANSYS Workbench v.10.0, as for the DTB crystallizer.

6.1.1 Mesh Generation

In this work the mesh will be created by the program CFX-Mesh in ANSYS
Workbench v.10.0. The first step in mesh creation is to create composite 2D regions to
specify locations in CFX-Mesh and define boundary conditions in CFX-Pre. These
regions include the baffles, calandria surfaces, and tank walls (the remaining outside
walls) (see Figure 6.1).

The final step before the physics definition is to create the mesh, which was created
by the program CFX-Mesh in ANSYS Workbench v.10.0. ANSYS CFX-10.0 uses the
finite volume solution technique with an unstructured mesh. Initially the program creates a
2-D mesh on the boundaries of the crystallizer geometry, and then this mesh is
extrapolated into the body of the geometry. The volume of the crystallizer tank is broken
into a set of discrete subdomains, computational cells, or control volumes using a grid, or
mesh. The mesh can contain elements of many shapes and size. The points of intersection
of the lines that make up the sides of the elements are referred to as nodes. In CFX-Mesh,
3-D elements are usually tetrahedral (with four sides), prisms (with five sides), pyramids
(with five sides), and hexahedra (with six sides). The meshing will be performed in an

identical way as for the DTB crystallizer; see Section 4.3.2.

6.2 Physical and Thermal Properties of Sucrose Solutions

There are a large number of physical and thermal properties required for the fluid
phases for CFD simulation to be used. There are two fluid phase present in this work; the
first is the water vapor produced by the evaporation. This is equivalent to that produced in
the DTB evaporative crystallizer, and the same properties for this phase will be assumed
here (refer to Table 4.5). The liquid phase properties depends on the temperature of the
phase, the sugar concentration in the phase, and also the concentration of crystals in the

suspension. These parameters may vary throughout the batch pan, and so it is not suitable
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to model them using a single value. Table 6.1 (from Semlali et al., 2001) gives correlations

for these variables as a function of the conditions of the fluid or suspension.

Table 6.1 Properties of Sucrose Solutions (Semlali et al, 2001).

Diesignations Ezpression of the correfation nits Reference
Density of nmssecuite Ving= o, Cr+lipg( 1-Cr )} tkg/m*) Bubnik et al. 1995:
Koiranen et al, 1999
Drynamic viscosity of log sy, = log 9, +0.01326 Bx [085/(0.85—~Cr)~1]  (Pas) Kadiae, Bretschneider & Dandar,
massecuite 1981; Bubnik: et uh. 1995
Dynamis visoosity of log = 22,46 £Pa.x) Neslk 1990; Bubaik <t al, 1995
solution F—O (30— Ty (0 +Toogd (11 =431 5135 Peacock. 1095
with: = B ../ 1900 18 Bx..,
Bx,,, = Bx_ {74+{— ) P, /160} Nodl, 1990

7= 0854015 P, 100 p= 0515
Spevifies heat eapacity and  Cpy, = CpCr+Cp, (F —Cr} by = 800+ 0,401 —C1)  (kIkgKikikg)  Kadle, et al, 1981 Azevedo et

enthalpy of masseenite al., 1994
Latent hest of water f.= 60054 -+0.3891 T,—0.7013 Fr (kI ke Cuel & Longue-Fpes, 1984
vaporization
Bailing point elevation AT, = 002 (T, 4+ 56 Su/WH0.03 (T, +84) NSW 5] Maurandi, 1975
Suerose solubility Yo 64T+ 0LH336 T, o+ 14.24 5 1074 T2, {5 sucross; Genatolle, 1983
—602x 1077 T2, 100 g of solution)
Suturation coeffivient K, = 0178 (NS/W) +0.820+0.180 exp Bubnrik et al, 1995
(—2.1 (NS/W)
Diffusivity of sucrose D= 1665 % 107 (T, +2T3) 0 fm%s) Noal, 1990
Relative velocity of particles i = {0.065 {pre— poa} 2 MA /)6 {m/s) Koiranen et al, 1999
in suspension
Porosity t= 1—{Crf pJACH pot (1—Crlp)

6.3 CFD Modeling of the Vacuum Pan

6.3.1 Boundary Conditions

The crystallizer being modeled is a batch crystallizer, so there are no boundary
conditions required except for the zero-slip condition on the walls of the equipment, and
the outside of the tubes of the calandria. The use of boundary conditions in the program
CFX 10.0 is described in the section on the DTB crystallizer.

6.3.2 Flow Conditions

Flow conditions for simulation equivalent to those for the non-isothermal
simulations for the DTB crystallizer. The flow in a vacuum pan crystallizer is such that
there is significant temperature variation in the pan, and an isothermal simulation is
therefore not able to give a sufficiently accurate model of the system. The assumptions for
the isothermal simulations are those used for the DTB crystallizer, described in Section
4.3.3, but with properties of sucrose, taken from table 6.1. The theory for the simulations is

already described in the section on Non-isothermal simulation in Chapter 3.
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Note that although the geometry and methods used in the simulation of the sugar vacuum
pan crystallizer have been developed in this research, in the third year of the research
funding the total amount of the grant awarded to the project was 110,000 Baht, which was
not sufficient for even purchasing a minimum user (10-user) yearly user license for the
CFD software (which was 125,000 Baht at that time). For this reason these simulations

could not be performed.




Chapter VII

Summary

The study has shown that it is possible to use CFD to study complex processes in
the Chemical Process Industries at a level whereby the process may be analyzed and the
design improved upon in order to optimize some features, such as uniformity of
supersaturation, uniformity of particle size distribution, or effectiveness of the fines
distribution. However in order to achieve this the models used must be entirely
comprehensive (correctly modeling continuity, momentum and heat transfer correctly, at
least!), and the mesh used must be sufficiently small so that an accurate picture of the
process results. This may result in rather long processing times for models of many current
systems!

The current study did not look at the flow of the crystal phase in much detail,
assuming a Langrangian viewpoint where the details of the crystal flow were required. The
models also did not deal with the growth or nucleation of the crystal phase, or mass
transfer to or from the crystal phase. This was because the knowledge of such mechanisms
still cannot be achieved by CFD alone. Key parameters in nucleation and crystal growth
must still be obtained from accurate experimental data recorded under the conditions of
interest. Such experiments are costly and time consuming, and were not in the scope of the
current study. |

Although simulations were designed for a particular batch vacuum pan sugar
crystallizer, and models were made based on the physics of the problem (similar as to those
in the DTB crystallizer case), as well as boundary conditions being analyzed, it was not
possible to carry out detailed simulations due to a lack of funding for the CFD tools in the
last year of the grant, which was very unfortunate.

An international journal article (with an SCI Impact Factor) has been published
from the research (Wantha and Flood, Numerical Simulation and Analysis of Flow in a
DTB Crystallizer, Chem. Eng. Comm. 195, 1345-1370, 2008). In addition, a peer reviewed
international conference paper (printed in a published book of proceedings) was also
published (Flood and Wantha, Computational Fluid Dynamic Modeling of a 1 m’ Draft
Tube Baffle Crystallizer with Fines Removal, 13™ International Workshop on Industrial
Crystallization, Ed. Jansens, ter Horst, and Jiang (2006); 1I0S Press, The Netherlands
(ISBN 1-58603-658-0). These articles are attached.
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Numerical Simulation and Analysis of Flow
in a DTB Crystallizer

WIRAPONG WANTHA AND ADRIAN E. FLOOD
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This research mumerically simulates the two-phase (liquid and vapor} flow ina I n?°
draft tube baffle ( DTB) crystallizer with fines removal streams. The computational
Sfluid dynamics (CFD) commercial software ANSYS CFX-10.0 was employed to
perform 3-D simulation using the finite volume method with an unstructured mesh
tapology. The influence of hydrodynamics in the crystallizer, as characterized by
the momentum source strength and fines removal flow, on the flow characteristics
and the classification of crystais are investigated, The results showed the liguid flow
is fully uniform in the main body of the crystallizer siudied for momentum sources
larger than or equal to 19.63kg-m/s". The uniformity of the suspension will
strongly affect the product crystal size distribution, Momentum source strengths
and jfines removal flow rates also have a significant effect on the fines removal
cut-size due to varying up-flow velocities in the fines removal section, allering the
size at which particles are carried out in the fines removal stream. The CFD predic-
tions are compared with the experimental results from the literature and can be used
Jor the optimization of commercial-scale DTB crystallizer design.

Keywords Computational fluid dynamics (CFD); Draft tube baffle (DTB)
crystallizer; Multiphase flow

Introduction

Crystallization is a separation and purification process widely usad in the process
industry. In most commercial processes, both the ease of separation of the product
and the commercial value of the product increase with an increase in crystal size. The
prediction of the crystal size distribution (CSD) is an important part of crystallizer
design. The CSD is commonly modeled by population balance equations, as a func-
tion of process conditions, crystallizer layout, and type of crystallization process.
This equation is also used to describe the crystal population distribution dynamics.
Unfortunately, in industrial crystallizers, conditions such as the fluid shear, concen-
tration, and temperature vary strongly according to the position in the vessel, mean-
ing that the parameters in the population balance are not constant throughout the
vessel; this means that it is not possible to accurately model an industrial crystallizer
using the population balance unless the fluid flow/heat transfer/mass transfer
conditions are known in advance so that kinetic rates (nucleation, crystal growth,

Address correspondence to Adrian E. Flood, School of Chemical Engineering, Institute
of Engineering, Suranaree University of Technology, 111 University Ave., Muang District,
Nakhon Ratchasima 30000, Thailand. E-mail; adrianfi@sut.ac.th
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and other phenomena) in the process can be estimated as a function of spatial
position.

Uniformity of crystal size (a narrow CSD) is an important factor in manufactus-
ing processes and the market, Poor CSD causes problems in manufacturing pro-
cesses, particularly in separation of the product from the mother Equor, Too large
crystal size may result in crystals settling to the bottom of the tank and agglomerat-
ing. Wide CSD also causes marketing problems, such as when the crystal sizes are
not in the desirable range, resulting in a low-quality product, which reduces the sale
price or requires additional post-processing to separate and classify.

Many industrial crystallizers are of the draft tube bafile {DTB) crystallizer type.
The main advantages of the DTB crystallizer are that it is able to produce a “single
crystal” product with a large median size and a narrow size distribution, gives little
change in product size with respect to changes in throughput, has low operating
costs, and is simple to operate, start up, and shut down (Svenson Technology,
2002). The DTB crystallizer studied here is a combination of a mixed-suspension
mixed-product removal (MSMPR) crystallizer (the crystallization zone) and a clas-
sifier. The classifier is employed to remove some fraction of particles of less than a
given size from the crystallizer vessel; it is a particle settling zone from which fine
particles can be removed. The most common use of this crystallizer type Is as evap-
orative crystallizer with materials having the solubility slightly increasing, remaining
constant, or even decreasing with increasing temperature. The DTB crystallizer pro-
duces large single crystals and narrows their size distribution for easier drying and
less caking. Theoretical models of crystallization assume a perfectly mixed suspen-
sion in the crystallization zone, but the validity of this assumption is sensitive to
the mixing intensity and the mechanical configuration of the crystallizer vessel. In
the classifier zone, a Jarge cross-sectional area with a low fines removal flow rate
leads to a low upward velocity. This low velocity leads the classifier to act as a set-
tling zone in which small crystals are separated from larger crystals by gravitational
forces (Neumann, 2001).

In the DTB crystallizer, the evaluation of the impact of processing variables
(such as impeller speed, fines removal flow rate, feed flow rate, and others} on the
crystallization and particle settling processes can be determined using computational
fluid dynamics (CFD) modeling tools. In particular, the effect of the fluid dynamics
in the process on the crystallization rate (which relates to both the rate of nucleation
and the rate of crystal growth) is not completely understood, but it is critical to the
accurate design of the crystallizer. The crystallization rate is an important determi-
nate of the necessary crystallizer volume required for a particular throughput, and
if it 1s predicted incorrectly, the product crystal size may be considerably different
than the value in the design criteria.

CFD is a body of knowledge and techniques to solve mathematical models of
fluid dynamics on digital computers; it is used to obtain solutions for single or multi-
phase flow analysis, temperature distribution, and distribution of chemical compo-
sition, through solutions of the equation of continuity and equations describing
momentum transfer, heat transfer, mass transfer, phase change, and chemical reac-
tion. There is a large body of literature concerning the use of CFDD to model chemical
processing equipment; however, here it is sufficient to discuss the use of CFD in stu-
dies relevant to industrial suspension crystallization processes.

Several studies have used CFD modeling for continuous suspension crystallizers,
including Sha et al. (2001) and Rielly and Marquis (2001). The study of Sha et al.
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concluded that the suspension density in the crystallizer affects the classification
process; in an imperfect suspension, the properties of the suspension depend on
both the mixing intensity and product removal location. It was also noted that
tanks of different geometries had different efficiencies of classification. These
results are in good agreement with the experiments of Sha and Palosaari
(2000a). The study of Rielly and Marquis examined a nonideal MSMPR or imper-
fectly mixed suspension crystallizer and gave results in good agreement with the
experiments of Sha and Palosaari (2000b). A suspension crystallizer with a draft
tube was studied by Synowiec et al. (2002) using a CFD package for a homo-
geneous liquid in conditions of turbulent flow. They found that systems without
a draft tube and having a flat bottom used a power input higher than those with
a draft tube and an elliptic bottom, so that the draft tube helped to reduce the cost.
In addition, increased stirrer diameter was shown to decrease the required power
input,

CFD modeling of evaporative crystallizations has been performed for many
types of crystallizers, such as vacuum pan crystallizers and forced-circulation
(FC) crystallizers. Rein et al. (2004) used CFD to model the two-phase (masse-
cuite-vapor) flow inside a vacuum pan where the temperature field was assumed
isothermal. The results showed that circulation in a vacuum pan is one of the most
important parameters affecting performance. A system similar to this work was
studied by Pennisi et al. (2003); this study focused on a sugar mill evaporator
and modeled the areas above and below the calandria in the evaporator. The free
surface in the region above the calandria was modeled with a rigid boundary with
free slip. The results showed reasonable agreement when compared with measure-
ments taken from the actual vessel that was modeled. The predictions showed that
the design of the juice distribution system at the inlet to the vessel had a major
influence on the flow field in the remainder of the vessel. A large amount of mixing
was found to occur at the evaporator inlet which meant that juice with properties
similar to that of the outlet stream was forced to the region of the calandria, and
this reduced the efficiency of the equipment. Kramer et al. (2000) and Essemiani
et al. (2004) performed CFD studies on FC crystallizers. Their work assumed
the crystallizers were isothermal systems and hence considered only the hydrody-
namic effects. The group of Kramer modeled only the part below the free surface
by a single-phase (liquid) model. Their results showed that the flow in an FC crys-
tallizer was not uniform. This indicates that the MSMPR assumption cannot be
used to analyze the parameters in this crystallizer. The authors suggested that crys-
tallization parameters need to be estimated at all locations in the crystallizer in
order to correctly model the system. The group of Essemiani modeled an entire
tank with two-phase (liquid-vapor) flow. Their results showed that the system
was not perfectly mixed, and the feed rate and crystallizer geometry affected the
flow characteristics.

None of the reviewed literature models two-phase (liquid-vapor) flow in a DTB
crystallizer. Therefore, the present study proposes to numerically simulate the two-
phase (liquid-vapor) flow in that type of crystallizer. In particular, this work aims
to numerically study the general characteristics of the flow fields and classification
of crystals and effects of the momentum source strength (this is the representation
of the power transmitted by the impeller) and the fines removal flow rate on the flow
patterns and classification of crystals by using the CFD commercial software
ANSYS CFX-10.0.
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Mathematical Models

Numerical simulations of two-phase flow inside a DTB crystallizer were carried out
using the Eulerian-Eulerian multiphase models in the program CFX-10.0. In this
model both the continuous and dispersed phases are considered as continuous
media: the different phases are treated mathematically as interpenetrating continua.
The concept of the phase volume fraction is introduced because the volume occupied
by a particular phase cannot be occupied by any other phase. The phase volume frac-
tion is defined as the proportion of the spatial volume taken up by the phase ident-
ified by the volume fraction. The volume fractions of the phases are predicted based
on the condition that the sum of the volume fractions for all phases is equal to 1 at all
times in all control volumes. Conservation equations for each phase are derived to
obtain a set of equations that have a similar structure for all phases. Within the Eulerian-
Eulerian model, the interphase transfer terms can be modeled using the particle model
(inhomogeneous model), the mixture model, or the homogeneous model.

Because the liquid and vapor in this system are separated by a distinct interface,
the particle model (for the vapor bubbles in the liquid flow) and the free surface flow
model (for the liguid free surface} should be used together to model the vapor-liquid
two-phase flow (which consists of gas bubbles produced in an external heat exchan-
ger contained within the bulk liguid). This research deals with an essentially iso-
thermal system, so that we model the system with respect only to momentum
transfer. Based on these methods the software solves the continuity and momentum
equations for a generic multiphase system and therefore allows the determination of
separate solution flow fields for each phase simultaneously.

In the numerical model the vapor phase is modeled as a dispersed phase and the
Hquid phase is modeled as a continuous phase. The set of equations for the general
case of Newtonian two-phase systems is given below (ANSYS Canada, 2005).

Continuity:
8(r
i) 1 G+ (rap0a) = 0 m
a(r
% + ¥ alih L) =0 )
Volume balance:
rg+r.=1 ' 3

Momentum:

J
5; 7aPaUa) +V o (rapsUaUa) = ~raVplhy + rapsg

+Ve (rd#eﬁ',d(de 4+ (VUd)T)) + Sara + Mg @)

g
a(rcchc') + Vo (r.p,UU,) = "”rch:_- Frepeg
+ Ve (rc,ueﬁlc(VUc + (VU.:)T)) + 831,c + My {5)

where r is the volume fraction of the relevant phase, the subscripts & and ¢ refer to
the dispersed and continuous phases respectively, p; is the effective viscosity, and
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Sara and Sy, are user-defined momentum sources for the vapor and liquid phases,
respectively (in this work a momentum source is used to represent the power trans-
mitted by the impeller, S = P/UV). For the liquid phase, the effective viscosity is
composed of three contributions, the molecular viscosity, the turbulent viscosity,
and the particle-induced viscosity:

Heff,e = He Tty = Bo F oo+ hyp (6)
The turbulent viscosity of the liquid phase is based on the k — ¢ model and formu-
lated as follows:

k2
nur,c o ﬂpc_; (7)

where C, is a dimensionless variable with a value of 0.09. The constants k and ¢ are
determined from the equations for the turbulent kinetic energy and turbulence dis-
sipation tate. The term u,, is the particle-induced eddy viscosity. There are several
models available to take account of this viscosity. In this work the model proposed
by Sato and Sekoguchi (1975) was used:

Hep = C.u,bpcra'dlud — Ucl (8)

where Cy is a model constant that equals 0.6 (Deen et al., 2002) and d is the bubble
diameter. The effective vapor viscosity is calculated from the effective liquid viscosity
as follows:

£d

Iﬂq{j’,c (9)

P =
Fd ",

as was proposed by Jakobsen et al. (1997). The term p’ is the modified pressure
given by:

2
Pa=pa+5hik (10)

2

In this work, the turbulence was treated using the & — £ model where both phases
share the same values for k and ¢ (Micale and Montante, 1999; Montante and
Magelli, 2003). The values of & and & come directly from the differential transport
equation for the turbulence kinetic energy and turbulent dissipation rate, as shown
below:

8—%9;@+Vo(pUk)=Vt [(u+(—f;‘)w] + Pi — pe (12)
%29 4 e (pue) = v e [(u +E)vel 4 LCabi—cap) (1)

where o = 1.0, 0, = 1.3, Cy =144, Cp =192, p =rap,y+ rop,, = fapg+ rets,,
U = (rapaUq +rep, Uc)/p, and p, = C,pk?/e. The term P, is the production of
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turbulent kinetic energy, determined via the eguation:

Pi=p,VUe (VU + (VU)T) - %g «Vp (14)

where Pr, is the turbulent Prandtl number, defined as ¢,u/4,, and g, ¢,, and 4, rep-
resent the viscosity, specific heat capacity at constant pressure, and thermal conduc-
tivity, respectively, for the liguid phase.

The interfacial momentum transport between both phases is expressed in the
term M. This term can consist of several forces, for example, the interphase drag, lift,
wall lubrication, virtual mass, turbulence dispersion, and solid pressure forces. The
drag and turbulence dispersion forces are the most important forces and are
described as follows:

3¢
My = —Mg, = 7—PrapfUs — Ul (Ug — Uy) (15)

My = M} = —CrppckeVre (16)

In the spherical cap regime, the drag coefficient Cp (cap) is approximately equal to
8/3. In the distorted regime, Ishii and Zuber (1979) gave the following expression for
the drag coefficient Cp{ellipse):

2
Cplellipse) = 555/2 (17)

where Ep is the Eotvos number (£, = gApd3/o). A typical bubble size of 2.0 mm
gives By = .76 and Cp(ellipse) = 0.58. A relation for the drag coefficient of spheri-
cal bubbles was given by Schiller and Naumann (1933), and ANSYS CFX-10.0
modifies this to ensure the correct limiting behavior in the inertial regime by taking:

Cp(sphere) = max %(1 + 0.15Re§‘637),0.44} (18)
b

with Rep = p.|Uy — U,|ds/ 1., the bubble Reynolds number. In this case, ANSYS
CFX automatically takes into account the spherical particle and spherical cap limits
by setting:

Cp(dist) = min[Cp{ellipse), Cp{cap)} (19}
Cp = max[Cp(sphere), Cp(dist)) (20)

For the turbulent dispersion force, MZ? is given by Lopez de Bertodano (1991), and
is shown as Equation (16), where Crp values of 0.1-0.5 are used in this work, since
the bubble diameter is in the order of a few millimeters.

Methods

Physical Description and Geometry

In this study, the internal two-phase (liquid-vapor) flow of a pilot scale 1.05m> DTB
crystallizer was simulated. The crystallizer geometry and dimensions are given in
Figure 1.
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Figure 1. DTB crystallizer geometry and dimensions: (a) side view; (b) top view. Dimensions
are given in meters.

The axial flow impeller revolves in such a way that the flow is directed upward
from the bottom of the draft tube to the top section of the crystallizer. The vapor will
be separated out from the liquid phase at the free surface at the top of the crystallizer .
body. The crystal suspension is circulated downwards along the outside of the draft
tube. The outside shell of the crystallizer is a settling zone where an upward flow
causes classification such that fine crystals are removed from the crystallizer through
the fines removal flows, and large crystals settle and leave the crystallizer at the
product outlet tube or are recirculated into the main crystallizer body. The flow
of mother liquor containing fine crystals is mixed with fresh feed solution, passed
through an external heat exchanger for heat input and dissolution of fine crystals,
and then returned to the bottom section of the crystallizer.

Flow Simulation

The commercial software ANSYS CFX-10.0 was employed to simulate three-dimen-
sional flow in the DTB crystallizer. The wall of the solution inlet tube, product outlet
tube, fines removal tube, vapor outlet tube, draft tube, baffle, and tank are described
using a thin surface material.

The impeller is represented as a momentum source term (Pericleous and Patel,
1987) in the vertical direction (upward flow) only. In the real impeller there are also
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radial components of the momentum addition, however, they are effectively damped
out by baffles placed in the normal direction to the tank walls. Since the radial com-
ponents of the momentum addition are damped out in this design, we have not
attempted to model them here to reduce the model complexity. A momentum source
term has been added at the base of the draft tube, at the position and size
(0.000785m°) of the true impeller.

The material is assumed to occur as two phases {liquid and vapor), which is an
acceptable approach considering that the particles are mostly sufficiently small to be
considered to follow the liquid flow and that the particle suspension is reasonably
dilute so that the impact of solids on the flow field is negligible. A water solution
with 26.66% NaCl is the liquid phase in the crystallizer, and water vapor is the vapor
phase. The physical properties of these materials at 106°C (the boiling point of the
solution) are constant, as shown in Table I. All of the properties of water vapor
are available in ANSYS CFX-10.0, and all properties of water solution with
26.66% NaCl at 106°C were taken from Mullin (2001), with the exception of the vis-
cosity, which was taken from McCabe et al. (2001). Steady-state flow is assumed
throughout because this type of industrial crystallizer is mostly operated as a
steady-state continuous process. Turbulent flow is assumed throughout because
the mixing process in the crystallizer normally produces turbulent flow, and this is
modeled using the homogeneous model with the standard & — & model, which is
described in the previous section.

Because the vapor 1s assumed to form in an external heat exchanger before being
fed into the crystallizer the temperature rise in the circulated magma is caused only
by the impeller and heat of crystallization, and it is a low value, in the order of 1°C
{Myerson, 2002). Therefore, the flow can be assumed to be an isothermal process
without significant error.

All the walls (the wall of the solution inlet tube, product outlet tube, fines
removal tubes, vapor outlet tube, draft tube, baffle, and tank) had boundary con-
ditions of smooth walls, and zero-slip conditions are used for both the liquid and
vapor phases. At the solution inlet conditions the mass flow rates of each phase were
specified directly, the volume fraction of vapor was set to (1.1, and the volume frac-
tion of liquid was set to 0.9. At all the outlets (vapor out, product out, and fines
removal) the mass flow rate of each phase was specified directly.

The free surface is treated as an inhomogeneous free surface flow model. This
model is used to separate the vapor phase from the liquid phase. The surface-tension
effect along the interface is included. In this work, the surface tension was specified
directly, and the initial liquid level is located at the height of 2.11 m from the bottom

Table L. Physical properties of vapor and liquid at 106°C

Phase
Physical properties Liquid Vapor
Density (kg/m’) 1164 0.59
Viscosity (kg/s/m) 0.00052 0.0000128
Thermal conductivity (W/m/K) 0.65 0.025

Surface tension (IN/m) 0.06 —
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of the tank. The initial volume fraction must be consistent (vapor is the only phase
present in the area above the free surface and liquid is the only phase present in the
area under the free surface). The initial pressure field is hydrostatic in the area under
the free surface continuing to the bottom of the tank (the hydrostatic pressure is
defined as a function of the height of the tank, gravitational acceleration, and density
of the liquid phase) and uniform in the area above the free surface. These conditions
are easily programmed using step functions and defined in the ANSYS CFX
program,

The 3-I> computation of an unstructured mesh adopted to run all simulations is
depicted in Figure 2(a). It consisted of 16058 nodes and 77867 tetrahedral elements.
Automatic mesh adaptation was applied to increase the mesh density i regions
where a finer mesh is required for accurate solution. This means that as the solution
1s calculated, the mesh density can automatically be increased in regions where the
solution is likely to require a finer mesh, in order to resolve the features of the flow
in these regions, and decreased in regions where a less dense mesh will still result in
an accurate simulation. In this work, the vapor volume fraction was selected as the
adaptation variable, because it is an important variable that changes rapidly in the
region of the liquid-vapor interface. An example of an unstructured mesh after mesh
adaptation is depicted in Figure 2(b): this particular mesh consists of 79460 nodes
and 389738 tetrahedral elements. Note that the number of nodes and elements after
mesh adaptation is not necessary equal to Figure 2(b) because the adaptation
depends on the flow conditions in the system. The number of nodes and elements

(@ (b)

Figure 2. Examples of the computational mesh of the DTB crystallizer: (a2} before mesh
adaptation; {b) after mesh adaptation.
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after mesh adaptation used in this work are in the range of 70000-82000 nodes and
381000408000 tetrahedral elements.

The numerical model is based on solving Equations (1)+(5) and Equations (12)
and (13) numerically using ANSYS CFX-10.0. This program uses a range of space
and time discretization methods in order to enable a numerical solution to be calcu-
lated. The finite volume method is used to solve over the crystallizer volume. First,
the volume being investigated is discretized into small tetrahedral elements with
nodes at each corner of the element (this, as described above, is the mesh generation
step). The partial differential equations (Equations {1}-(5) and Equations (12)-(13))
are integrated over all the control volumes in the region of interest. All the solution
variables and fluid properties are stored in the nodes of the element. These integral
equations are then converted to a system of algebraic equations by generating a set
of approximations for the term in the integral equations. Finaliy, the algebraic equa-
tions are solved iteratively until the convergence criteria or maximum iteration 1s
reached. Note that exact details of the calculation methods for the software are avail-
able in the detailed user notes accompanying the software (ANSYS Canada, 2005).

The solution was first obtained using a coarse grid, and the calculation was
preformed iteratively until the residuals reduced to an acceptable level. To achieve
grid independent results, the grids were refined step by step until changes in the
numerical solution were unnoticeable.

Case Studies

Simulations were performed with eight different momentum source strengths and
five different fines removal flow rate values, as indicated in case studies I to 13 in
Table 1I. For all case studies the amount of the vapor in the feed solution is 10%
of the volume of the total feed solution, the amount of vapor leaving the crystallizer
is equal to the amount of vapor in the feed solution, and the product crystal suspen-
sion flow rate is maintained constant at 0.1797 kg/s. Note that the values of the
parameters chosen were based on values used in an experimental and theoretical arti-
cle on the same crystallizer at Delft University of Technology (Eek et al., 1995).

Results and Discussion

General Characteristies of Flow Fields in a DTB Crystallizer

The general flow patterns in the DTB crystallizer are shown in Figure 3, which repre-
sents the velocity vectors, contours in the vertical center plane, and 3-D streamlines
for the liquid and vapor phases. It shows that the liquid phase has to flow through
and over the draft tube, and therefore there is net circulation through the draft tube,
It is necessary to have this flow characteristic because the function of the draft tube is
to assist in suspension of the crystals, as described in Paul et al, (2004). The Hquid
velocity in the up-flow region (inside the draft tube) is higher than in the down-flow
region (outside the draft tube). This is because the cross-sectional area of the up-flow
region (approximately 0.0314m?) is smaller than that of the down-flow region
(approximately 0.0820 m?). The crystallizer is designed in this way to create a signifi-
cantly higher velocity in the upward flow region to assist in suspension of particles,
and this high uwpward velocity is produced from the momentum added with the
impeller. At a greater distance upward from the impeller, the wvelocity profile
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Table H. Case studies

Variable (units)

Solution Total fines Momentum
Case study inlet flow (kg/s) flow (kg/s) source (kg -m/s?)

i 1.186 1.006 0
2 1.186 1.006 0.785
3 1.186 1.006 3.142
4 1.186 1.006 5.498
5 1.186 1.006 7.850
6 1.186 1.006 11.78
7 1.186 1.006 19.63
8 1.186 1.006 23.56
9 0.647 0.427 7.850
10 1.186 1.006 7.850
il 1.725 1.545 7.850
12 2.480 2.300 7.850
13 3.776 3.594 7.850

becomes more uniform, although averaged velocities in the core remain low (this is
far enough from the bottom tube end of the draft tube that the effect of the impeller
is less significant), and the velocity is approximately half of the maximum
(0.9843 m/s), which occurs at approximately 0.3m (1.5 times the diameter of the
draft tube) above the impeller. Moreover, there is a small recirculation loop occur-
ring under the region where the flow comes over the top of the draft tube. This is
more pronounced at the side of the draft tube above the feed and is undesirable
because it will lead to a nonuniform flow. This recirculation does not contribute
at all to the desired circulation and could lead to different crystallization rates for
crystals that are trapped there.

The vapor phase is present in only small amounts in the system (Figures 3(b)
and 4), and only in the draft tube, after which it is separated out at the vapor-liquid
interface. This means that the vapor and liquid regions of the crystallizer are sepa-
rated by a clearly defined interface (free surface), which occurs at a height of
2.11m, the same as the initial height of the free surface in the simulation. A small
amount of vapor (less than 10% by volume) is in the draft tube because the feed
to the crystallizer is 10% volume fraction vapor. The vapor is mostly in the regions
near the left side of the draft tube and mostly separates out from the liquid at the top
of the draft tube near the left side of the tank rather than the center of the tank
because the feed is located under a position between the left side of the draft tube
and the tank wall, and the rate of the feed (and also, therefore, the rate of vapor feed)
is quite high in this case.

One drawback of many crystallizers is the tendency of the particles to sediment
to the bottom of the tank and remain there. The shape of the tank bottom can
significantly improve the uniformity of the particle suspension. The rounded tank
“corners” and a central peak under the agitator, which is the bottom shape of the
DTB crystallizer used in this work, constitute one of the best configurations for
the tank bottom. The rounding of the corners is used to combat settling of particles
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Figure 3. Velocity vectors, contours, and 3-D streamlines of liguid {a) and vapor (b) in the
vertical center plane for case study 3.

and the center peak virtually eliminates the stagnation point (dead zone) that would
be present at the bottom center of the tank under the agitator (Myerson, 2002).
These effects can be confirmed by the velocity vectors shown in Figure 5, which
demonstrates that the flow of all fluid packets tends to be into the draft tube.
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(a) (b

Figure 4. Contours of vapor volume fraction in the vertical center plane for case study 5: (a)
overall fraction; (b) using a magnified scale to enable visualization in the draft tube.
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Figure 5. Liquid velocity vectors at the tank bottom for case study 5.
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Effect of Momentum Source Strength on Flow Characteristics

The overall liquid velocity vectors and contours are shown in Figure 6, for momen-
tum source values of 0, 0.785 and 3.142kg-m/s?, and in Figure 7 for momentum
source values of 5.498, 7.850, 11.78, 19.63, and 23.56kg - m/s’. Flow contours for
the same conditions as in Figure 7 are shown in Figure 8. Figure 6 indicates that
for the cases of 0 (no momentum addition), 0.785, and 3.142kg- m/s”, the flow of
the liquid phase does not follow the general flow field in a DTB crystallizer at the
impeller location; for these three cases there is upward flow in some areas imumedi-
ately outside the draft tube because the momentum addition through the impeller
is very low and is unable to force all the feed solution to flow into the draft tube,
For the cases of 5.498, 7.850, 11.78, 19.63, and 23.56kg-m/s* (Figure 7), the flow
of liquid follows the general flow field in a D'TB crystallizer because the momentum
addition through the impeller is high enough to assist the feed solution to flow into
the draft tube.

As the momentum added through the impeller increases, the liquid velocity
becomes larger both in the up-flow section inside the draft tube and in the down-flow
area cutside the draft tube. This results in a stronger flow at the bottom part of the
draft tube (near the impeller location) and also a higher velocity inside the draft tube
and a lower velocity in the annular space that assists in suspension of particles. The
vapor velocity also increases with increasing momentum source addition, however, it
increases by a much smaller degree than the liquid velocity (Figure 9).

The uniformity of the liquid flow can be clearly depicted by the overall velocity
contours in Figure 8. The results show that full uniformity for the low liquid velocity
in the particle settling zone was found for all the case studies; it is necessary to have
uniform flow in this zone to aid in the classification of the crystals. The uniform flow
and very low velocity of this zone indicate that there will be very slow crystallization
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Figure 6. Liquid velocity vectors in the vertical center plane for momentum source additions
of (a) 0Okg-m/s%, (b) 0.785kg - m/s”, and (¢) 3.142kg - m/s*.
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Figure 7. Liquid velocity vectors in the vertical center plane for momentum source
additions of (a) 5.498kg-m/s’, (b) 7.850kg-m/s% (¢) 11.78kg-m/s%, (d) 19.63kg-m/s%,
and (e) 23.56kg - m/s%

kinetics, probably entirely mass transfer controlled, in this zone. This is suitable
because this zone is designed for the purpose of the particle settling process only.
At the point that the liquid flows over the top of the draft tube and at the vapor-
liquid interface, the overall flow feature is nonuniform for all case studies. This will
lead to spatial variation in the kinetics of the processes occurring in crystallization, in
particular the nucleation rate because of variations in the shear stress.
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Figure 8. Liquid velocity contours in the vertical center plane for momentum source additions
of (a) 5498kg-m/s%, (b) 7.850kg-m/s*, (c) 11.78kg - m/s% (d) 19.63kg-m/s%, and ()
23.56kg - m/s%.

Considering the liquid velocity contours inside and outside the draft tube, it can
be scen that the overall flow features are close to uniform at high values of the
momentum source addition. Thus it is evident in Figure 8 {for the momentum source
values of 7.850, 11.78, 19.63, and 23.56 kg - m/s* respectively) that full uniformity is
found at the momentum source values of 19.63 and 23.56kg - m/s%. This uniform
flow occurs from a height of 0.4 to 1.9m (at the top of the draft tube) and would
assist in producing a narrower crystal size distribution. Uniform flow can lead to
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Figure 9, Vapor velocity vectors in the horizontal plane at the vapor-liquid interface for

momentum source additions of (a) 5498 kg-m/s%, (b} 7.850kgm/s?, (c) 11.78 kgam/s?, (d)
19.63kg-m/s% and () 23.56 kg-m/s>

the smaller spatial variations in the crystallization rate, in particular a more uniform
crystal growth rate, because the level of supersaturation in these areas will be con-
stant. Note that this does not ensure a completely uniform particle size, because
there is still a wide distribution of residence times for both the liquid and the crystals
in the crystallizer. In addition, the residence time distributions of the liquid and the
crystals are different because nucleation does not necessarily occur immediately
upon the feed entering the crystallizer.

At the vapor-liquid interface, it is seen that at low momentum source additions
(momentum source additions of 5.498, 7.850, and 11.78 kg —m/sz), the vapor will be
separated out from the liquid phase in the region from the center of the draft tube to
the left wall of the tank (in the direction of the feed location), as shown in Figures
9(a)~(c). This means that momentum source values less than 11.78kg-m/s® are
insufficient to cancel the effect of the feed momentum on the flow field in the
DTB crystallizer. When the momentum source addition are in the range of 19.63
to 23.56 kg - m/s® (Figures 9(d) and {e)) all vapor will be separated out only at the
center of the tank. This indicates that momentum source values greater than
19.63kg-m/s* are able to completely cancel the effect of the feed solution momen-
tum on the flow field in the DTB crystallizer. There is a transition region between
11.78 and 19.63kg-m/s* where the gas phase is partially separated and flows into
both sections of the crystallizer. These values are correct for feed solution flows less




1362 W. Wantha and A. E. Flood

than or equal to 1.18kg/s, which were used in these case studies, in a 1 m® crystal-
lizer.

Effect of Fines Removal Flow Rate on Flow Characteristics

The overall liquid velocity vectors for the liquid phase for fines removal flows of
0.467, 1.006, 1.545, 2.300, and 3.594 kg/s are shown in Figure 10, and velocity con-
tours for the same conditions are shown in Figure 11. These figures indicate that for
fines removal flows of 0.467, 1.003, 1.545, and 2.300kg/s the flows of the liguid
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Figure 10. Liquid velocity vectors in the vertical center plane for fines removal flows of
(a) 0.4672kg/s, (b) 1.0063 kg/s, (c) 1.5454ke/s, (d) 2.3002kg/s, and () 3.594 kg/s.
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Figure 11. Liquid velocity contours in the vertical center plane for fines removal flows of
(a) 0.4672kg/s, (b) 1.0063 kg/s, (¢) 1.5454 kg/s, (d) 2.3002kg/s, and (e) 3.594kg/s.

phase follow the typical flow field in a DTB crystallizer, which are described in a pre-
vious section. For a fines removal flow of 3.594 kg/s the flow fields are not typical
flow fields in 2 DTB crystallizer because the momentum source addition of
7.85kg-m/s* is not enough to assist the feed solution to flow into the draft tube
(or is not enough to cancel the effect of the fines removal flow pulling the feed in
the direction of the seitling zone and the extra momentum in the feed inflow).

As the fines removal flow increases the liquid velocity slightly increases, both in
the up-flow section inside the draft tube and in the down-flow area in the annular




1364 W. Wantha and A. E. Flood
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Figure 12. Vapor velocity vectors in the horizontal plane at the vapor-liguid interface for fines
removal flows of (a) 0.4672kg/s, (b) 1.0063kg/s, (6} 1.5454kg/s, (d) 2.3002kg/s, and
(e) 3.594 kg/s.

space ouiside the draft tube. The fines removal flow only slightly influences the over-
all vapor velocity (Figure 12). The flow patterns of the vapor phase have basically
the same features without any drastic change in structure, and the other effects of
the fines removal flow are the same as described previously (Figure 3(b)).

In most fines removal case studies the liquid flow is not uniform (Figure 11),
except for the fines removal flow of 0.467 kg/s. This is because this low value of
the fines removal flow forces the feed solution flow to be very low (the fines removal
stream is added to the “raw” feed to the crystallizer so that small fines removals will
also result in low net feed rates), so the rate of momentum source addition used in
the case study (7.85kg-m/s?) completely cancels the effect of the feed flow. At
higher fines removal flows the momentum source addition is not high enough to can-
cel the effect of the feed flow momentum.

Considering the flow features at the vapor-liquid interface, it is seen that at fines
removal flows of 1.006, 1.545, 2.300, and 3.594 kg/s, the vapor will be separated out
from the liquid phase from the center of the tank to the left wall of the tank (in the
direction of the feed location); this is shown in Figures 12(b)-(e). This indicates that
a momentum source value of 7.85kg-m/s? is not enough to cancel the effect of the
feed on the flow field in the DTB crystallizer. At the fines removal flow of 0.467 kg/s
(for which the feed is equal to 0.6470kg/s), the majority of the vapor will be sepa-
rated out from the liquid phase at the center of the tank (Figure 12(a)). This indicates
that a momentum source value of 7.85kg-m/s* completely cancels the effect of the
feed solution flow of 0.467kg/s or lower.
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Table HI. Hydrodynamic regimes for settling particles

Regime Reynolds number Cp expression
Stokes’ law (faminar) Re, < 0.3 Cp =24/Re,
Intermediate law 0.3 < Re, < 1000 Cp = 18.5/Re}/?
Newton’s law (turbulent) 1000 < Re, < 3.5 x 10° Cp =044

Source: Paul et al. (2004).

Classification of Crystals

As described previously, the flow outside the draft tube is downward and the up flow
outside the baffle (the annular settling zone) is low enough, and sufficiently uniform,
to confirm the gravitational settling process of the crystals. The classification of
crystals in this work was studied by anpalyzing the fines removal cut-size, which
was calculated from the free settling velocity, U

dg(p, ~ p)dy

U, =
! 3Cpp

(21)
where the density of NaCl crystal is 2,155 kg/m® (Cheremisinoff, 1986), the Cp of
each flow regime is shown Table III (calculated via the particle Reynolds number,
Re, = pd,U;/p,), and the settling velocity is the predicted value from the simula-
tion, which is the average value of the velocity over the volume in the annular settling
zone. Calculation of the fines removal cut-size (d,) was performed with an iterative
calculation since the value of the Reynolds number determines the flow regime.
Crystals smaller than the fines removal cut-size will be removed from the crystallizer
in the fines removal flows, and crystals larger than this size will settle and leave the
crystallizer as product or be recirculated back into the crystallization zone. Thus,
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Figure 13. Fines removal cut-size and particle Reynolds number for case studies 1 to 8 as a
function of power transmitted by the impeller.
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Figure 14. Fines removal cut-size and particle Reynolds number for case studies ¢ to 13 as a
function of fines removal flow.

the fines removal cut-size is the minimum size of crystal that would be fully settled in
the annular settling zone.

The effects of the power transmitted by the impelier (the effect of the momentum
source strength) and the fines removal flow rate on the classification of crystals are
shown in Figures 13-15. Figure 13 shows that the fines removal cut-size increases
with increasing power transmitted by the impeller. This suggests that the mean pro-
duct crystal size increases with increasing momentum source (although this is not
definite since increasing the momentum source may also lead to higher nucleation
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0.005 +—r ;
50 100 150 200 250 300
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Figure 15, Terminal velocity for case studies 1 to 13 as a function of fines removal cut-size.
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or attrition rates). This result is due to the varying up-flow velocities in the fines
removal section since the momentum source affects the flow velocities in the annular
space. This will strongly affect the product crystal size distribution. The particle
Reynolds numbers increase with increasing power transmitted by the impeller, and
all the values of the Reynolds number are in the lower end of the range of the
transition regime for particle flow (0.3 < Re, < 3000).

Figure 14 shows that as the fines removal flow increases (equivalent to increas-
ing the feed solution flow because the product flow is held constant) the fines
removal cut-size increases; this agrees well with the experimental results of Eek
et al. (1995). This indicates that the mean product crystal size increases with increas-
ing fines removal flow. Increasing the fines removal flow also increases the number
of fine crystals destroyed in the heat exchanger, thus reducing the total number of
crystals in the vessel; from the mass balance for the system it can be seen that this
also increases the mean particle size in the system. The particle Reynolds number
increases with increasing fines removal flow, and all values of the Reynolds number
in the transition regime for particle flow, similar to the experiments that varied the
momentum source strength. Figure 15 shows that the terminal velocity increases
approximately linearly with increasing particle size; this agrees with the results of
Lapple (1951).

Conclusions

The proposed computational study to obtain flow fields and to study the classi-
fication of crystals within the model DTB crystallizer with fines removal appears
to successfully model a DTB crystailizer, and the results obtained are a reasonable
representation of what would occur in a real crystallizer. The following conclusions
can be made.

1. The overall magnitude of liquid velocity within the crystallizer can be strongly
increased by increasing the axial momentum source but only slightly increased
by the fines removal flow rate. For the vapor phase, the overall magnitude of
the velocity can be slightly increased by the axial momentum source and only
slightly influenced by the fines removal flow rates.

2. The effect of feed solution flow on flow characteristics in the DTB crystallizer can
be cancelled by momentum source values equal to or higher than 19.63kg-m/s?
for a feed solution lower than 1.2kg/s. The liquid flow is found to be uniform in
the main body of the crystallizer with this condition also.

3. Momentum source strengths and fines removal flow rates also have a significant
effect on the fines removal cut-size due to varying up-flow velocities in the fines
removal section altering the size at which particles are carried out in the fines
removal stream. This will strongly affect the product crystal size distribution.
The fines removal cut-size increases with increasing momentum source (or power
transmitted by the impeller} and fines removal flow rate.

The results from the current study show how CFD can be used to analyze the
performance of a DTB crystallizer to produce a suitable product particle size distri-
bution. In particular, the fines removal cut-size can be changed by alteration of the
fines removal flow rate, the agitator speed, and the area used for the settling space in
ways that are predictable using a CFD model. If experimental values of the
nucleation and crystal growth kinetics are available for a system, it is possible to
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determine a suitable fines removal flow rate and fines removal cut-size that will result
in a narrow particle size distribution with a suitable mean particle size.

CFD tools can be used for new efforts to improve the design, operation, and
upgrade of industrial crystallizers and give results that should predict well the troe
situation in the crystallizer. This tool provides a cost-effective approach to process
optimization, thus enabling analysis of the equipment design before committing to
a final configuration.
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Nomenclature

Cp drag coefficient

Ca k — & turbulent model constant, 1.44

Co k — ¢ turbulent model constant, 1.92

Co k - g turbulent model constant, 0.09

Cup  model constant bubble-induced turbulence, 0.6
<y specific constant pressure heat capacity, kJ/kg/K
d mean diameter, m and microns

Eq Eotvos number

g gravity magnitude, m/s

g gravity vector, m/s*

k turbulent kinetic energy, m?/s*

M interphase momentum transfer, kg/m?/s?

P

power, W
Pr Prandtl number
Py shear production of turbulent, kg/m/s®
r modified pressure, Pa
Re, particle Reynolds number
r volume fraction
Sy  momentum source, kg/m?/s*
S magnitude of momentum source, kg/m?/s>
t time, s
U velocity magnitude, m/s
U vector of velocity, m/s
14 volume of impeller subdomain, m>

Greek Letters

> turbulence eddy dissipation, m?/s>
A thermal conductivity, W/m/K

JTi dynamic viscosity, kg/s/m

tey  effective viscosity, kg/m/s

Hy turbulent viscosity, kg/m/s

ey particle-induced eddy viscosity, kg/m/s
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P density, kg/m>

a surface tension coefficient, kg/s?

O k — ¢ turbulent model constant, 1.3

T turbulent model constant for the k equation, 1.0
Superscripts

D drag

T matrix transpose

TD  turbulent dispersion force

Subscripts

c continuous phase (liquid)

d dispersed phase (vapor)
Fij particle, droplet, and bubble
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Conclusions & future work

A generic methodology for template induced crystallization experiments was %ﬁf@&. For
this purpose the solubility curve and its metastable zone width for pH-shift crystallization of
cinnamic acid were experimentally determined, as well as the induction time as a ?nnzom o.w
pH. From the results is deduced that a total concentration of cinnamic acid 6.75-mmel-] is
required for the TIC-experiments. The pH of the crystallizing solution therefore shonld be in
the range of 2.5 t0 4.5. .

Rased on the developed generic methodology, TIC experiments will be conducted to find
suitable templates for the crystallization of cinnamic acid. Future work wilt focus on the
development of an integrated process of crystaliization and fermentation. Fer this purpose a
suitabie driving force has to be created (bulk or locally) and a separation and regeneration tool
for templates has to be developed.
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Computational Fluid Dynamic Modeling of a 1 m® Draft Tube Baffle
Crystallizer with Fines Removal

A. E. Flood and W, Wantha
School of Chemical Engineering, Suranaree University of Technology, 111 University Ave,,
Nakhon Ratchasima 30000, Thailand.
adrianfl@sut.ac.th

The commercial software ANSYS CFX10.0 has been used to model fluid flow, heat transfer
and boiling in a In’ Draft Tube Baffle (DTB} crystallizer with fines removal, used for the
crystallization of salt. The crystallizer contains several sections with very different flow and
heat transfer conditions, including o draft tube, an onvular space for down-flow of Hguid
outside the draft tube, and an anmular seitling zone separated from the main body by a bafile,
which is used for fines removal. The feed, ond the flow of the dissolved fines, are fed directly
under an upflow impeller located ai the base of the draft tube. A variety of parameters in the
crystallization process were varied in the course of the study, including the power input i6 the.
impeller, the total rate of heat transfer in the crystallizer, and flow rates of the feed stream,:
and fines removal stream. The results demonsivate the relationship between the ‘operatin
conditions and the flow regimes in different sections of the crystallizér; . and also'the ba
behavior, vapor flow, and phase separation at the free surfice of the crysiallizer::Of speci
importance to the operation of the crystaliizer is the predicted effect of the fines rer
on the fines cut-size, which could have n significomt inmpact on-the overall

size distribution. : :

1. Introduction

for the crystallization process, inciuding:the
supersaturation) distributions in the Vessel;cry
rates, atid setiling rates in fines re 1'se the of
variablés. It is important to understand that, contrary to commor
MSMPR model, these variables are not constant over. the volun
due to Hmitations in heat and;mass transfer ra
different regions of the crystallizer. One method to model

levels of the majc  entire Ve :
by input/output streams intarderito. be abie to model the full ‘crystaflizer. The altemnative
approach is -to fully solve itlie population balance, including determination of crystal
nucleation rate, ‘growth rate, aftrition and breakape rate, s a function of temperature,
supersaturation, suspension density, and fluid shear, for each element in a computation fluid
dynamic mesh of the crystallizer, in addition to solving the usual CFD equations for motion
and heat transfer. This approach is obviously extremely computationally intensive, since most
CFD meshes have of the order of 10° or 10 nodes defined in the geometry.

In order to be able to generate a compartmental model of an industrial crystallizer it is suitable
to initially perform a basic CFD study of the crystallizer to determine the optimum number
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and geometry for the compartments, the average conditions (temperature, supersaturation,
fluid velocities, shear, etc.) in each compartment, and also the potential deviation from the
average conditions in each compartment. The current research performs basic non-isothermal
CFD analysis of the fluid {liquid and vapor) flows in a 1 m® draft tbe baffle (DTB)
crystallizer with fines removal, similar to an existing crystallizer at Delft University of
Technology [2], for which a clear geometry has been published [3].

2, Methods

The CFD simulation of the DTB crystallizer with fines removal was performed with the
commercial CFD software ANSYS CFX 10.0..In this preliminary study; only the fluid (vapor
and liguid) flows were analyzed: if suspension densities in the crystailizer are relatively Jow
then particle flows can be determined using a Langrangian model superimposed on the fluid
flows; at high suspension densities it wiil be necessary to re-simulate the crystallizer
including momentum transfer terrns between the solid and fluid phases,

The multiphase flow in the crystallizer was modeled with the “inter-fluid transfer” or in-
hemogenous model, which is suitable for dispersion of vapor bubbles in a liquid (i.e. vapor is
the disperse phase, and liquid is the continuous phase), In this model separate velocity fields
and other relevant fields exist for each fluid. The pressure field is shared by all fluids. The
fluids interact vis an interphase transfer term. To reduce the complexity of the two phase
model at the top of the liguid mass in the crystallizer, a degassing condition was assumed at
this surface. For this boundary condition the dispersed phase is allowed to exit through the
surface, while the surface is treated as a free-slip wall for the continuous phase. Interphase
heat transfer is modeled with an inhomogeneous interphase transfer model using the two
resistance model, and also the thermal phase change model. The Hughmark correlation is
used for the heat transfer coefficient of the liquid phase, while it was assumed the vapor phase
side had zero resistance. Interphase mass transfer was calculated from the energy balance.

Turbulence in the liquid phase was modeled using the k-& mode], and the dispersed phase zero
equation model was employed for the vapor phase. To reduce the complexity and
computation time required for the simulation it was decided to model the impeller via a
momentum source term, rather than attempting a full description of the flow around a fuli
mede] of an impeiler. This assumption has previously been shown to be suitable for mixing
vessels [4}. We have limited the momentum source to an axial addition only: baffles
perpendicular to the crystailizer wall should reasonably effectively remove radial components
of the momentum produced in the impeller. It is assumed that approximately 50% of the
power of the impeller is transfer into axially directed momentum addition. The internal heat
exchanger is modeled #s a heat source in the draft tube of the crystaliizer.

Fuli details of the models used in CFX 10.0 are availabie in the manual for the program {5],
and general models required for CFD, not discussed here, can also be found.

3. Crystallizer Geometry and Physical Definitions
The crystallizer used for numerical simufation in this work is a pilot scale 1050 1 DTB

crystallizer. The crystallizer dimensions, 3D geometry, and meshing are shown in Figures 1
and 2, respectively.
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After mesh acaptation during the simulations, used in order to optimize mesh densities in
terms of variations in variable values throughout the crystallizer, most runs had in the order of
8x10* nodes and 4x10° elements. Runs were conducted at a variety of mesh sizes to ensure
that the results were mesh size independent,

Fluid praperties for the two phases modeled are shown in Table 1.

Table 1. Physical properties of vapor and liguid.

Physical properties {units) s e Vapor
Density (kg - m™) 1198.00 . 0.59
Viscosity (kg ' 5" -m’ 0.00152 0.0000124
Thermal conductivity (W - m' - K 0.57 0.025
Boiling temperature (K) 380.60 -
Specific heat capacity (J kg - K 3336.85 2080.10
Surface tension (N - m™) 0.077 -

4, Results and Discussion

The main variable investigated in the current study is the effect of the heat source strength on
the behavior of the crystallizer. Previous studies on an isothermal model of the crystallizer
{with an external heat exchanger assumed, which feeds a tfwo-phase mixture at the saturation
temperature into the crystallizer) have already investigated the effect of feed flow rate,
product flow rate, fings removal flow rate, and power input via the impeller on the
performance characteristics and flow fields of the crystallizer [6].

A significant difference between the two studies (apart from the non-isothermal model
containing an internal heat exchanger) is that the liquid surface in the isothermal simulation
was modeled using a free surface model, but a degassing condition was used in the non-
isothermal simulation to aid convergence of the solution. The fluid flow fields in the two
models are expected to be slightly different because the vapor is fed to the crystallizer from an
external heat exchanger in the isothermal model, but produced by boiling (mostly near the
free surface) in the non-isothermal model, however it was expected that the overall tiquid
flow vectors would not be significantly altered by this change, and this is shown to be true in
Figure 3. This indicates that some key conclusions made from the isothermal study will still
be valid for the non-isothermal case, particularly the effect of parameters on the velocity in
the seitling zone, and therefore the predicted fines cut-size [6]: this is because there is very
little difference in the flow fields in the settling zone in the two cases. In the non-isothermal
simulation the flow field i¢ more uniform near the base of the draft tube, with less influence of
the fluid flowing inta the crystallizer body under the ieft hand side of the impeller.

The main result of the non-isothermal simulation is the effect of the heat source on the
evaporation rate, which can be used to predict crystallization rates. Other flow field
parameters, particular the flow near the free surface where boiling occurs, are also strongly
affected by the heat addition rate. In this study, four test cases are performed, using a constant
momentum source addition of 10,000 kg/m?/s’, feed solution flows of 1.18608 kg/s and
product suspension flows of 0.1797 kg/s, with the heat source values varying at 11,000,
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Hm_.ooow 13,000, and 13,500 kW/m®, Note that the heat source is the heat input per unit volume
{with the volume of the sub-domain equal to 0.0007854 m’) so that the heat input values of
these heat source values are 8.64,9.42, 1021, and 10.60 kW, respectively.

Liguid, Velocity Liquid . Velocity

9.5090-001 9.778e-001
= 7.132c.00% Iu.wwan.oag‘
A.754n 001 4,889¢.-001
2.377e-001 2.445q.501
>c.0ncn+oao 0.000e+000 -
fm sho1} {m sn.1] s Quu

Figure 3. Liquid flow fields in the crystallizer for {a) the isothermal simulation i:rms
external heat exchanger; (b) the nor-isothermal simulation with an internal heat exchanger.” -

,;.o CFD Rmc.:m showed that the vapor formed linearly increases with increasing heat E@E
(Figure mv. This can be shawn to be true by the overall energy balance around the crystallizer
{neglecting the small heat of crystallization):

MeHp +Q, + W, =t H, +if AT, + i H 1)

In this wark, the temperature of the feed solution is 379 K, which is near the boiling point of
the solution (380.6 K) and the heat added to the systemn is used to evaporate & relatively small
fraction of the solution to induce crystallization, so that the temperature of the solution
at the fires removal outlet and product crystals outlet are constant at the saturation
temperature. This enables the energy balance to be simplified to

N

B 3.\.5 B .ummm. T.u_.ﬁ - mun__...n...v
B L 3 : )

m

v

Substitution of the refévant constants in this equation results in the linear response

1, = 0.000450, —0.0035 3

This equation is compared to the vapor production in the crystallizer in Figure 4,
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Figure 4. Evaporation rate in the crystallizer as a function of the heat input for both the non-
isothermal simulation and the simplified energy balance around the crystallizer.

There are only smali temperature gradients noticeable in the solution to the non-isothermat
simulation, with the largest gradient being near the feed inlet, as the feed is slightly subcooled.
This low temperature fluid is noticeable undermneath the left hand side of the draft tube, at the
feed inlet, and continues a short distance past the impeller: the fluid being drawn into the right
hand side of the impeller is fluid being recirculated from the body of the crystallizer, which is
very close to the saturation temperature, Temperature gradients in a real crystallizer might be
more than shown here due to heat fosses from the body of the crystallizer, which has not been
modeled in the current simutations.

Another interesting aspect of the simulation resulis is the- analysis of the vapor volume
fraction, as shown in Figure 5. The results show that boiling occurs near the free surface, and
also at the top edge of the draft tube: this must be due largely to the pressure variations in the
crystallizer since the temperature variation is quite low. The static pressure is the main
component of the pressure variation in the crystallizer, and of course this is a minimum near
the free surface,

The flow near the free surface of the crystallizer is quite complex, and liquid and vapor have
very different flow fields in the area between the top of the draft tube and the free surface.
This is illustrated in Figure 6. A significant amount of the vapor is produced near the top edge
of the draft tube, and this vapor is carried out towards to wall of the crystallizer and then up to
the free surface where it exits due to the degassing condition. The liquid, on the other hand,
has a strong recirculation foop, where much of the liquid exiting the draft tube falls over the
edge of the draft tube inte the annular space, while a smaller portion of the liquid is forced
into the region above the draft tube into a recirculation leop.

5, Conclusions
Alm® DIB crystailizer with fines remaoval has been modeled with both isotherma! and non-

isothermal simulations. The simulations have yielded information on liquid and vapor flow
fields in the crystaliizer, and the effect of several variabies on the operating performance.
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Figure 5. Profiles of the vapor volume fraction in the non-isothermal simulation for heat
source additions of (a) 13,600 kW/nr’; (b} 13,500 kW/m®. ot
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Figure 6. Liquid and vapor velocity vectors at the top of draft tube for heat source additions
of (a) 11,000 kW/m®; (b) 12,000 kW/m’. :
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The results could be used to suggest suitable regions for compartments for a compartmentai
model of the crystallizer, as well as crystallization parameters for each compartment in the
model based on the temperature, flow field, and vapor fraction in each compartent,
Alternatively the simulation model could be extended to include the crystal phase, including
terms for crystal growth and nucleation as functions of the fluid properties.

6. Nomenclature

H Specific enthalpy (kI/kg)
L Latent heat (kJ/kg)
P Mass flow (kg/s)
¢, Heat input (kW)
id Work addition through an impeller (K'W)
Subscripts/Superscripts
'3 Feed
Fines Fines removal
P Product suspension
Sat. Sol. Saturated solution
Sat. Vap. Saturated vapor
v Vapor removal
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In this vesearch, after forming sphericaily shaped ice from an agtieous solution comtaining
Ppotassium dilydrogen phosphate as an inorganic salt and then observing the temperature
and concentrations of phosphate in the ice, the relation between the Jreezing rate of the ice
and the concentration ratic was examined, To examine the concentration ratio in relation to
the freezing rate of the ice, the equilibrium segregntion coefficient was presumed, by which
a distribution model of solute in iee was constructed based on the experimental resulls.

Our results indicated that the phosphate jons were not uniformly included in the spherical
ice, with concentrations being lower near the surface and higher around the center The
peak value at the center increased as the ice growth rate decreased, When ice Jormed under
the undercooling temperature of AT = 1.0 and seed ice was attached, it was found that
the concentration ratio of phosphate ions near the center of the jce sphere was remarkably
higher, ie., approximately 68% (at Vi/Vy = 0.06} of the phosphate ions contained in the -
initial solution were excluded into the unfrozen solution around the ceriter of the sphere, The
equilibrium segregation cogfficient (k') calculated from the distribution model using the
experimential results was 0.03. The apparent segregation coefficient (%} became larger as
the growth rate of the ice increased; as a result, the ratio of the film concentration boundary
layer 1o the diffusion coefficient (8/D;) decreased.

1. Introduction

Many studies of the processes of dephosphorization and denitrogenation from wastewater
have been carried out. However, many of these processes have disadvantages such as the
generation of sludge, low recovery, high cost, stc. These disadvantages may be largely
overcome by a freeze-separation method, During ice formation, the ice crystals naturally
exclude impurities into the unfrozen solution, [1], [2]

The freeze-separation method has the following advantages: 1} it is not necessary to add any
reagents to the solution, and the operation is simple; 2) the method does not produce any
toxic gas because it is not accompanied by combustion or a chemical reaction; 3) it is an
energy-saving system because the solidification energy needed for freezing is




