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CHAPTER I

INTRODUCTION

1.1 Overview of the Calculation Approaches

In principle, once the quantum mechanics theory is established, most of material
physical properties, which are rooted from electron behavior, are explained by
directly solving electron wave functions in each system. However, directly solving a
full set of Schrodinger equations for even a simple many-electron system are proven
to be too complicated. As a result, there are many approximation invented to reduce
the complicated many-body problems down to a solvable ones (Martin, 2004).
Density functional theory (DFT) is a key theory to reduce many-electron problems to
a single particle problem. This has been done by simplifying the complicated
electron-electron interactions in the many-body problems into the interactions
between each electron and the electron density of the system. This involves the
introduction of the exchange and correlation function (XC). The simplified
Schrédinger equation, which is now a set of single particle equations, is called Kohn-
Sham (KS) equations (Hohenberg and Kohn, 1964; Kohn and Sham, 1965). There are
several details regarding the form of XC function and the ways to solve the KS
equations (Ceperley and Alder, 1980; Perdew and Zunger, 1981). For instant, the two
widely used XC functions are based on the local density approximations (LDA) and
on the generalized gradient approximations (GGA). Each type of XC function has its

own advantages. Regarding the approaches to solve the equations, approximations



can be further applied to reduce the computation demand. For example, if the pseudo
potentials is used instead of the actual atomic potential, the resulting electron wave
functions can be greatly smoothed (making it much easier to be expanded in a much
reduced plane wave basis set) without losing too much accuracy in physical bonding
properties. Although there are many details on the approximations that can be chosen
for each calculation, the approaches of solving KS equations based on quantum
mechanics to obtain the approximate solutions of material under study are often
referred to as first principles (or ab initio) approach and are believed to be highly
reliable.

To solve for the electron wave functions of the systems under study, the Vienna
Ab-initio Simulation Package (VASP) codes (Kresse and Hafner, 1994; Kresse and
Furthmuller, 1996), which are based on the DFT, were used. The potentials of atoms
are replaced by ultrasoft-pseudo potentials (Vanderbilt, 1990) so that the electron
wave function can be expanded in a planewave basis set with very low cutoff energy
(typically around 300 eV) compared to those required by traditional pseudo potentials
(typically around 1000 eV). In the VASP codes, there are different types of XC
functions that they can be chosen to suit the nature of the system under study. Once
the solutions, i.e. electron wave functions, of the system under studied are obtained,
several physical properties can be directly obtained from the program. These include
the total ground state energy, the electron wave functions, the electron densities, band
structures, and electron density of states. With slightly more efforts, other physical
properties can also be studied using the first principles calculations at several
deformed crystal structures. For the simplest example, with repetitive calculations of a

crystal with varied volume, the energy-vs-volume plot can be used to calculate the



bulk modulus of the crystal that can be directly compared with experiments. In this
thesis, this widely accepted first principles approach was used to study some defect
structures and local structures by simulating their infrared (IR) and/or x-ray
absorption properties. Although both infrared and x-ray are considered as
electromagnetic waves, the underlying physics for their absorption by condensed
matters are very different. Nevertheless, both of the absorption types can be studied
first-principally.

First, for the IR absorption, the main driven mechanism that leads to the
absorption of the infrared light is the vibration of the atoms in a crystal. This is
because the vibration frequencies of atoms in crystals are in the region of the
frequency of IR light. Each crystal has their natural vibration modes that lead to the
greater absorption of the IR light at their resonance frequencies, showing up as peaks
in the IR absorption spectrum. To identify a certain defect structure in a crystal, one
can calculate the local vibrational mode (LVM) of the defect and look for such
absorption peaks in an actual experiment. The LVM of a defect are directly calculated
by determining a full dynamic matrix of a supercell containing the defect. The so-
called frozen-phonon approach (Teweldeberhan and Fahy, 2005) was used. Each atom
in the supercell is displaced one-at-a-time and the force responses on other atoms are
used to construct the force response matrix. The force response matrix leads to the
dynamic matrix and eventually diagonalized to get the LVM. A brief description on
how the LVM are determined by full dynamic matrix will be described in a next
chapter. For certain defects that have distinct LVM from the lattice phonon, their

LVM can be rather accurately approximated by calculating a reduced dynamic matrix



containing only the defect atom (and sometimes also one or a few nearest neighbors)
(Limpijumnong et al., 2005).

Second, for the x-ray absorption, the main mechanism that leads to the absorption
features in the spectrum is the excitation of core electrons to the empty levels above
Fermi energy. The x-ray absorption spectroscopy (XAS) technique turns out to be a
very powerful technique. Part of the reasons is because it is very selective due to the
fact that the core level of each element is different, making it possible to selectively
probe each element (and not any other) by using just certain x-ray energy
(Koningsberger and Prins, 1988). The core electrons are excited by x-ray to the empty
levels above the Fermi level. The partial density of those electronic states (that the
transition from the core level is allowed) depends strongly on the neighboring
arrangements surrounding that absorbing atom. XAS measurements combining with
first principles modeling of the XAS spectrum, especially the near edge region (X-ray
absorption near-edge spectroscopy; XANES), are shown to be a very powerful way to
identify defects in crystals (Limpijumnong et al., 2006). In addition, through our
collaborations with quantum chemistry (QM-MM simulation by Tongraar) and
experimentalists (XANES measurement by Rujirawat and Onkaw), we can study

complicated disordered systems such as arrangements of water molecules around ions.

1.2 Research Objectives

Based on first-principles calculations, two types of signatures of several important
defects structures that can lead to their identifications in actual experiments were
simulated. Depending on defect, either the IR absorption or the x-ray absorption

spectrum was studied. The IR absorption signatures of the defects were calculated



from the LVM whereas the x-ray absorption signatures were calculated from either
(1) the partial density of states (PDOS) that found to describe very well the near edge
region; or (2) the ab initio multiple scattering approach as implemented in the FEFF

codes (Ankudinov et al., 1998)

1.3 Scope and Limitation of the Study

Using first-principles supercell approach (Kresse and Furthmuller, 1996), the
electronic solutions of impurities or defects in many crystal systems (for e.g., [1I-V
and II-VI semiconductors and ceramic oxides) as well as disordered system (e.g. ion
in water) were calculated. The VASP codes (Kresse and Hafner, 1994) are the main
tool for first principally determination of electronic wave functions and the local
atomic structures. Based on the VASP codes, the LVM and the PDOS that can be
used to compare with IR experiments and XANES, respectively, are calculated. In
addition, for certain systems, VASP codes are used to determine accurate local
geometry for further XAS calculations by FEFF codes.

The defects that are suitable for LVM calculations are the defects that have
distinct LVM from the crystal phonon. This is necessary because in actual experiment
the defect signatures would not be over shadowed by the crystal phonon absorptions.

The impurity type defects are suitable for identification using XAS. This is
because one can directly probe the absorption of the impurity element which occurs at
different x-ray photon energy comparing to host elements. Generally native defects
such as self interstitials or vacancies are not suitable for identification using XAS.

Systems included in this thesis:

— Oxygen defects in CdTe (IR absorption)



— Dopants in wide band gap semiconductors (IR absorption and XAS)

— Tons (fore.g., K", CI, Ca*") in aqueous solution (XAS)
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CHAPTER 11

THEORETICAL APPROACHES

2.1 Density Functional Theory

In quantum mechanics, various information of material system could be extracted
from the electron wave functions. In principle, these wave functions can be obtained
by directly solving the Schrédinger equation of the complete many-electron system.
However, explicitly solving many-electron system is too complicated. In this chapter,
a brief review of approximations that are used to simplify the many-electron problems
will be given. Density functional theory (DFT) provides a crucial mean to reduce the
Schrodinger equation of a many-electron system into a solvable problem. DFT
assumes that the Hamiltonian can be written as a functional of the electron density
instead of electron wave functions. While the complete many-electron wave functions
have 3N variables (three spatial variables for each of the N electron) the density is
only a function of three variables. DFT can be viewed as a ground state theory with
the electron charge density serving as the variational parameter. The N-electron
problem could be treated as N one-electron equations where the many-electron
interactions between an electron with other electrons beyond simple coulombic
interactions are corrected through the effective exchange-correlation (XC) potential
term. This leads to the set of Kohn-Sham (KS) one-electron equations. There are

various techniques to further reduce the computational demand in solving the KS



equations. The plane wave basis sets with pseudo potentials techniques are one of the

popular techniques used to solve KS equations.

2.2 Earlier Approaches
Many material properties can be obtained from the wave function of electrons. In
principles, the wave functions can be solved from the N-electron Schrodinger
equation W(r,.r,.r;,....Iy)
HY=EY, (2.1)
where E is the electronic energy, ¥ = ¥(r,,5,.I;,...,ry) is the wave function, and H is

the Hamiltonian operator,

Ny ey L | Iy €
H-Z( Vi-Ze ;|ri_R|]+2z . (2.2)

i=j | X; —rj‘

The first term in Eq. (2.2) is the kinetic energy operator of the N-electron system,
the second term represents the interaction of electrons with nuclei at positions R, and
the third term is the coulomb energy which is caused by the interaction of electrons
with each other. In the Hatree approximation, the wave function is assumed to be a

product of N one-electron wave function:
Y(r,r,,r,.. 1) =y, (), (). .py (ry). (2.3)
From Eq. (2.3), it implies that the one-electron wave function is a solution to the

one-electron Schrodinger equation:
hZ
VOV ) =5, 0) (2.4)

in which
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—eIdr’n(r’) ,

!
rn=-zey I =]
4 -

where the first term of Eq. (2.4) is the one-electron kinetic energy. V(r) is the

b
[r-R|

potential of electron that includes the potential from ions and the potential induced by

the electron charge density n(r).

However, strictly speaking Hartree wave function is invalid because it does not
satisfy the Pauli exclusion principle which states that the wave function must be anti-
symmetric with respect to electron interchanging. Replacing the Hartree wave
function by an anti-symmetric Slater determinant of one-electron wave functions, we
get the following equation for orthogonal one-electron functions y; :

hZ
2
. (2.5)
dr . , .
D[ @ )y )y (1) = £,(r).

Eq. (2.5) is called Hartree-Fock equation. The last term on the left side is the

exchange term. This non-linear integral operator, though only first order

approximation, is very complicated to calculate. Next, the electron-electron exchange-

correlations function within the framework of DFT will be discussed.

2.3 The Kohn-Sham Equations

In their work, Hohenberg and Kohn have shown two theorems that lay the ground
for density functional theory (Hohenberg and Kohn, 1964):
I) The total energy of a many-electron system in an external potential is a

unique functional of electron density n(r).

II) From the trial density n(r), we get that n(r) > 0 and jn (r)dr=N,
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< E [n], (2.6)

where E| is the ground state energy and the energy functional E [n] is defined by

won

E,[n]=T[n]+V,[n]+ [ n(x)V,,, (r)dr. 2.7)
From Eq. (2.7), one can minimize the functional E [n] with respect to the electron

density. This will give the ground state electronic energy and corresponding electron
density of the system. Kohn and Sham (Kohn and Sham, 1965) showed that the total

energy functional E[n(r)] can be written as

n(r) n(r

E[n(r)]= j V., (r)n(r)dr + — j j dr dr'+ G[n(r)]. (2.8)

The first term in Eq. (2.8) is the classical Coulomb interactions between the
electrons and ions, the second term represents the coulomb interaction of electrons
with other electrons, both of which are function of the electron charge density n(r),

and the last term G[n(r)] includes the kinetic energy of non-interacting electrons and
the effects of exchange-correlation which can be written as
Gln(r)]=T[n(r)]+ E [n(r)], (2.9)

where T'[n(r)] is the kinetic energy and E,.[n(r)] is the exchange and correlation
energy for many-electron system of interacting particles, both of which are also
functions of electron charge density n(r).

According to the Hohenberg-Kohn theorem, the total energy function given by Eq.
(2.8) is stationary with respect to the variations in the ground state charge density, that
is

[onr ){ Ly, )+j|

Sn(r) —dr' +,uXC(r)} (2.10)
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in which

_ 0 Ey[n(r)]
Hyc = Snr) (2.11)

The requirement, that the variation in charge density leaves the number of atoms
fixed or unchanged, gives
jan(r)drzo. (2.12)
Applying the condition (2.12) to Eq. (2.10), we get

SE(r) 5T[n(r)]
Sn(r)  Sn(r)

dr' + 11, (r) = v, (2.13)

+ V;on (r) + '[ | :(_IJ)!

r'|
where v is the Lagrange multiplier that is associated with the constraint of constant

particle number. We can rewrite the equation using an effective potential V,, (r) as

SE() _ST[nm)]
Snry onx) 7

(r)=v. (2.14)

Comparing Eq. (2.14) to Eq. (2.13), the effective potential is

Vg =)+ ] P+ (), (2.15)

The kinetic energy operator can be expressed as the sum of the kinetic energies of

single particles

T- le"‘—mjw;‘ (FX-V )y, (r) d. (2.16)

Finally, the solution of the ground state problem can be obtained by solving the

Schrédinger equation for non-interacting particles in the effective potential 7, (r),

{ d v2+Ve_f(r)}wi(r)=e,-w,.<r). 2.17)

2m
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From the Eq. (2.17), we can see that the complex problem for a system of
interacting electrons is mapped onto a system of non-interacting electrons in effective

potential that include the exchange-correlation part.

2.4 The Exchange Correlation Term: LDA and GGA

The local density approximation (LDA) as the exchange-correlation has been one
of the most successful approximations which were introduced by Kohn and Sham in
1965 (Kohn and Sham, 1965). In the LDA, it is assumed that the density can be
locally treated as a uniform gas. Then the exchange-correlation energy ¢,.(r) per
electron at any point r is equal to the exchange-correlation energy per electron in a
homogeneous electron gas with the same electron density as that at point r. This can

be written as
&xe [n(0)] = £ [n(1)], (2.18)
and
Eye[n(0)] = [ &5 [n(m)]n(e)dr = [ n(r)(e [n(o)] + ec[n@mDdr,  (2.19)
where ¢,[n(r)] and ¢.[n(r)] are the exchange and correlation energies density of a
homogeneous electron gas of density n(r). Eq. (2.18) is based on an assumption that
the exchange-correlation energy is purely local. Although, there are several
parameterizations for " [n(r)], the widely used one is that of Perdew and Zunger
(Perdew and Zunger, 1981). The exchange energy of the homogeneous electron gas

with density n(r) is derived by Dirac (Dirac, 1930):

£, [n(r)]= —%Gj [n(x)*ar. (2.20)
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The correlation energy is based on quantum Monte Carlo calculations of Ceperley
and Alder (Ceperley and Alder, 1980) on homogeneous electron gases at various
densities. The LDA method is successful for the calculation of equilibrium structures
and harmonic frequencies but it usually fails in obtaining the accurate binding
energies.

An improvement in the approximation of the exchange and correlation energy of
the inhomogeneous system is achieved with the inclusion of density-gradient

corrections in E,.. (this is called the generalized gradient approximation; GGA).

In the GGA method, the exchange and correlation energies depend not only on the

local electron density but also on its gradient:
ESE'[n()] = [ n(r) 4 [n(0)] f[n(x), V(r)] dr., (221)
where f contains an analytic function fit to a particular system
The benefit of using GGA with respect to LDA is not clear in the calculation of
solids. In many cases, GGA overcorrects the LDA results; leading to the results that
are in worse agreement with experiments. However, GGA clearly provides better
binding energy values, especially for the systems that the electron density is greatly

fluctuated.

2.5 Bloch’s Theorem and Plane Wave Basis Sets

Until now, it is still impossible to calculate infinite number of interacting electrons
in the electric field of an infinite number of ions. There are two main problems: the
wave function has to be calculated for each of the infinite number of electrons which

will extend over the entire space of the solid and the basis set in which the wave
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function will be expressed is, in principle, infinitely large. The ions in a perfect crystal
at 0 K are arranged in a periodic structure. Hence the external potential produced by
the electrons will also be periodic. This is the requirement in the Bloch’s theorem.
Using this theorem, it is possible to express the wave functions of the infinite crystal
in terms of wave functions at reciprocal space vectors of a Bravais lattice.

Bloch’s theorem uses the periodicity of a crystal to reduce the infinite number of
one-electron wave functions to be calculated down to the number of electrons in the

unit cell. The Bloch’s wave functions can be written as
Y, ()=u,, (r)e™". (2.22)
Since u,, (r) has the periodicity of the unit cell, it can be expressed by the expansion

into a finite number of plane waves whose wave vectors are reciprocal lattice vectors

of the crystal,

U, ()= cg ", (2.23)
G

where G are the reciprocal lattice vectors. The electronic wave functions can be

written as a sum of the plane waves,

¥, ()= cg e, (2.24)
G

Using Bloch’s theorem, the problem of the infinite number of electrons can be
mapped onto the problem of expressing the wave function in term of an infinite
number of reciprocal space vectors within the first Brillouin zone. Though Fourier

series contain infinite number of terms, the energy cutoff can be introduced. Therefore,

only the plane waves with wave vectors smaller than |G + k| are included, 1.e.,

h2

> G +K[ <E, - (2.25)
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The value of required energy cutoff depends on elements in the crystal under

study.

2.6 Special k-point in the Brillouin Zone

A first Brillouin zone is the Wigner-Seitz cell of the reciprocal lattice (k-space),
which is defined by the planes that are the perpendicular bisectors of the vectors from
the origin to the reciprocal lattice points. A first Brillouin zone is the smallest unit cell
in the reciprocal space that corresponds to the crystal unit cell in real space (see text
book (Martin, 2004) for details). There are infinite number of k-points in the Brillouin
zone at which, in principle, the wave functions must be calculated. In reality,
electronic states are only calculated at a set of representative k-points. These k-points
are determined by the shape of the Brillouin zone. The electronic states at nearby k-
points can be obtained by interpolations between the sampling k-points. This
approximation allows us to calculate the electronic states at a finite number of -
points, and the total energy of the crystal could be determined. We used the sampling

method proposed by Monkhorst and Pack (Monkhorst and Pack, 1976).

2.7 Pseudo Potential

The band structures of crystalline materials can be related to the band structure of
a free electron (Heine ef al., 1970) modified by the crystal potentials. The solutions of
the Schrodinger equation for the homogeneous non-interacting electron gas may be

expressed as a plane waves,

¥ (r)= A", (2.26)
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where k is the wave vector which can be considered to be the parameter for plane
wave. A large number of plane waves will be required to accurately describe the
rapidly oscillating wave functions of electrons in the core region. However the
physical properties of solids depend mainly on the valence electrons. Therefore,
pseudo potential method was introduced. In the pseudo potential method, only the
valence electrons are explicitly considered. The valence wave functions do not need
to be orthogonal to the core states. This removes the rapid oscillation near the core
region. Consequently, fewer plane waves are required. The schematic representation
of ( pseudo and true) potentials and wave functions are shown in Figure 2.1 (Pickard,
1997). It is usual to ensure that the charge within the core radius is the same for the
pseudo and true wave functions, this is known as norm-conservation (Hamann et al.,
1979). A pseudo potential must reproduce the proper phase shifts for the scattering at
the core. These phase shifts are different for different angular momentum states. As a
result, a pseudo potential must be non-local with projectors for different angular
momentum components. The pseudo potential is often represented using the form

(Kleinman and Bylander, 1982),

V = Vloc + Z(I/l - I/loc)]/\)l,m’ (227)
I,m

where IA’,m are the projectors which project the electronic wave functions onto the
eigenfunctions of different angular momentum states. The choice of V, is arbitrary

and if it is made equal to one of the V, this avoids the need for the corresponding set

of angular momentum projectors. Later, Lee (Lee, 1995) reduces the number of
projectors needed in the calculation. The evaluation of the non-local potentials in the

reciprocal space requires a computational time which is proportional to the cube of
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the system size. However, the projections may be used instead. By carrying out the
calculations in real-space, using the method of King-Smith (King-Smith et al., 1991),

the computational cost is reduced to the order of the system size squared.

Figure 2.1 A schematic representation of the pseudo potential and pseudo wave
function plotted with respect to the distance, », from the ionic nucleus. The dashed
lines represent the corresponding pseudo wave function and pseudo potential inside

the core radius.
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2.8 The Hellmann-Feynman Theorem

First, we introduce A being a parameter in the Hamiltonian and w(X) is an

eigenfunction of H . We can write the derivative of energy with respect to A as

Z_i =%<Wﬁw>=<%ﬁy/>+<l//%—i[l//>+<l//ﬁ%—z:>,
:E<%—Z|V/>+<V/%V/>+E<W aa—li/>a
=E%<l//|lﬂ>+<l//a—];:[‘//>a
_ <W % W>. (2.28)

This equation is known as Hellmann-Feynman theorem (Hellmann, 1937). It
shows that a derivative of the total energy of a system with respect to a parameter A
can be calculated from derivative of the operator. When A is R, the forces are

obtained. The Hellmann-Feynman force theorem can be written as,

(r) 0B, OE,
F:—— [ drn(r) e = - =z, 2.29
’ Jdentr T R, \"[er,|” )R, (629

on
OR,

l

where Ej; is the electrostatic nucleus-nucleus (or ion-ion) interaction.

2.9 Electronic Ground State Calculations

There are several codes that can be used to solve the Kohn-Sham equation to
determine the electronic ground state energy and electronic wave functions. These

codes are, for examples, WEIN2k (Blaha et al., 2002), GAUSSIAN (Frisch et al.,
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2003), LMTO (Jarlborg and Arbman, 1976; Jarlborg and Arbman, 1977), VASP
(Kresse and Hafner, 1994; Kresse and Furthmuller, 1996), etc. In this thesis VASP
codes were used. Most of the algorithms implemented in VASP codes use efficient
iterative matrix-diagonalization schemes such as the conjugate gradient scheme (Teter
et al., 1989; Bylander et al., 1990), block Davidson scheme (Liu, 1978; Davidson,
1983), or a residual minimization scheme-direct inversion in the iterative subspace
(RMM-DIIS) (Pulay, 1980; Wood and Zunger, 1985). The Broyden/Pulay mixing
scheme (Pulay, 1980; Bliigel, 1988; Johnson, 1988) is efficiency used for mixing the
original and new electronic charge density during self consistency calculation. VASP
codes use the Vanderbilt’s ultra-soft pseudo potentials (US-PP) or projector-
augmented wave (PAW) method. This allows a very small basis-set size even for the
transition metals and the first row elements. The computational scheme used by
VASP codes is illustrated in Figure 2.2. More details can be found in the manual of
VASP (Kresse and Furthmiiller, 2007) and an article by the developers (Kresse and

Hafner, 1994; Kresse and Furthmuller, 1996).
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Figure 2.2 The self consistency scheme used in the VASP codes.
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2.10 Vibrational Modes Calculations

A brief explanation on the calculation of the vibrational modes was given.
Consider a mass m connected with a spring with force constant k. If the spring is
stretched by a distance x, the restoring force F can be written as F' = -kx according to
the Hooke’s Law. The negative sign indicates that the force always pulls the mass
toward its equilibrium position. The potential energy » can be obtained by integrating

the force (F = —C;—V = —kx). This gives V' :%kxz.
x

In our calculations, the force constant can be obtained from the second derivative

. d’
of the potential energy ( . =k ). From the Newton’s and Hooke’s Law, we can
X

=
write an equation of motion as

d*x
m—2=
dt

—kx. (2.30)
This equation can be solved and the oscillatory solution can be written as
x(t) = Asin(2zvt), (2.31)

where @ =2zv is the vibrational frequency and A is the amplitude of the vibration.

Substituting Eq. (2.31) into Eq. (2.30) gives

~47°v’mx = —kx or = \/E (2.32)
m

which is the basis for the calculations of the normal modes of a molecule.
Now, if the system is composed of several atoms connected with each other. The
coordinates of the atoms are

Atom 1 : Xy, Yy, Z4, Atom 2: X5, Y2, Zo, ..., Atomi: X, Y, Z;
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The displacements from their respective equilibrium positions along each axis can

be written as

Atoms 12)61 :Xl _Xl,eq B4 :Yl _Yl,eq Z1 :Zl _Zl,eq
Atoms 2: Xy = Xz — X2,eq = Yz — Y2,eq Zy) = Zz — Zz7eq (233)
Atoms i: x; = X; — Xi,eq yVi= Yi— Yi,eq zi=1;i— Zi,eq

where Xicq, Yieq, and Z;¢q are the equilibrium position for atom i. To calculate the
vibrational frequency, each atom is slightly displaced from its equilibrium position
one at a time. For example, if atom 1 is at its equilibrium position, then xi, y;, and z,
are zero. Based on the small oscillation approximations, the potential energy which is
a complicated function of displacements can be approximated by a second-degree
polynomial. Using first-principles calculation, we can calculate the potential energy
(near equilibrium) as a function of the displacements,
V(X 21520, %0, Y25 255 X35 V35 235+, Xy Yys Zy ). Then, the force constants can be

obtained from the second derivatives of the potential energy. This gives 3Nx3N

2

. . . 8 V ]1 .
dimension of force constant matrix (second rank tensor). For example, — =k, is
x
1

the change of the force on atom 1 in the x-direction when we move atom 1 in the x-

2

direction. Similarly, :kiyz is the change of the force on atom 1 in the x-

x,0y,
direction when we move atom 2 in the y-direction. Several types of force are

illustrated in Figure 2.3.
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Figure 2.3 Examples of the force constants describing the relationship between the

>
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[
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=k same atom, same direction
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2>

axis of displacement and the axis of resulting force.

Unlike a simple harmonic oscillator, these force constants are not for a single
spring, but these force constants describe complicated interactions of all atoms in the

system. The complete list of these 3Nx3N force constants can be described by the set

equations,
2.2 _ 11 11 11 12 12 1IN
_472- v mlxl - _kxxxl - xyyl _kxzzl _kxx‘x2 - xyyZ _"'_kxz ZN
2.2 _ 11 11 11 12 12 1N
=4z vimy, =—k,x -k, y —k.z -k x, =k, y,—...—k .z,
2.2 _ 11 11 11 12 12 IN
—4rzv mz, = _kzxxl _kzyyl _kzzzl _kzxx2 _kzyy2 _"'_kzz Zy
(2.34)
2.2 _ 21 21 21 22 22 2N
—Arvimyx, =-k_ x —kxyy] -k z, —k_x, —kxyy2 —.—k 'z,

2.2 _ N1 N1 N1 N2 N2 NN
4z myzy __kzx xl_kzy yl_kzz Zl_kzx xZ_kzy y2_"'_kzz Zy-
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The above set of equations describe the motion of all atoms in the crystal. We can

rearrange the above equations by using mass weighted coordinates,

X =mx, X, =myx,, ..., Xy =+myx,
and mass weighted force constants

11 12 IN

k) =—— k?=——=2— ..., kY =—f=2—— andetc.

(2.35)

(2.36)

From Eq. (2.35), (2.36), and (2.34), we can write the set of equations of motion in

the matrix form as

ky ky ky kg ky ke
N N N N N N N N N N N
Al Al Al Ak Ak Al )'ZI fc]
x » vz > » yz - ~
NN R R R R Y R N N N o j
k}l kzlyl kil k2 kzlj A fl fl
N N N N e N e N N N i il [l S B
k2! o k2! s 2 i sz sz
xx Xy xz XX Xy Xz 4 V4
3 : EN ZN
kNl kNl kNl sz kNZ kNN
zx zy 2z X 2y 2z
N N e N R N o N R AN e
(2.37)

The left most term is called the dynamic matrix. To obtain the eigenvectors |ul>

and eigenvalues A, the dynamic matrix is diagonalized. After that, the vibrational

modes can be determined from the eigenvectors and the vibrational frequencies v,

corresponding to each mode can be obtained.

In the experiment, the vibrational modes of the crystal can be measured by using

infrared spectrometry (IR) or Raman scattering techniques. Using first-principles
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calculation, we can calculate the absorption intensities of infrared-active modes that

are given by the corresponding oscillator strength (Giannozzi and Baroni, 1994)

2

HOED , (2.38)

2 Zap(Dey(i]v)
ip
where e, (i|v) is the normalized vibrational eigenvector of the vth mode, a and j

indicate Cartesian polarizations, and ZZ/, (7) is the effective-charge tensor of the ith

atom. The effective charges Z:lﬂ(i) is the polarization induced by an atomic

displacement and it is a second order derivative of the energy that can be calculated
using the Berry’s phase approach, which is implemented in the VASP codes. The high
oscillator strength modes are the modes that are IR active and would show up in the
IR absorption spectroscopy.

In the case of localized vibrational mode (LVM) calculations, the LVM can occur
when the mass of the defect atom(s) is largely different from those of the host atoms.
For such case, it is not necessary to calculate a full dynamic matrix of the system.
Often, the LVM can be obtained rather accurately by consider only the motion of the
defect atom alone. The approach used by Limpijumnong et al. (2003) was closely
followed to calculate the LVM frequencies of defect in the crystal. For example, the
vibration of O, molecule substituting on Te site in CdTe is very localized. Only the
motions of O atoms are needed to be calculated. In the calculations, the host atoms are
fixed and the defect atoms (two oxygen atoms) are displaced from their equilibrium
sites in both compressive and extensive directions. We typically include about 10-20
displacements, with the magnitude up to +30% of the bond length. In this

approximation, the reduced mass y is used to calculate the vibrational frequency and
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the anharmonic effect is included by fitting the calculated potential energy-

displacement curve with a fourth-degree polynomial (see Figure 2.4),

V(s)= gsz +as’ + ps*. (2.39)

After that, the harmonic @’ and anharmonic Aw parts of the frequency are

calculated by using the perturbation theory (Landau and Lifsitz, 1977),

w:moma):\/g—ﬂF(ZJ —ﬁ}. (2.40)
uoou| 2\ k k

0.1

Potential energy (eV)

|
-0.1 -0.05 0 0.05 0.1

displacement (A)

Figure 2.4 An example of the potential energy-displacement curve fitted with the
fourth-degree polynomial. The dots are the results from the calculations. The curve is
the polynomial fit. This plot is the actual calculation of the frequency of O, molecule

substituting on Te site in CdTe.
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CHAPTER Il

BASIC THEORY OF X-RAY

ABSORPTION SPECTROSCOPY

The x-ray absorption spectroscopy (XAS) is a powerful technique that can be used
to identify the local structures (atomic arrangement) around the absorbing atom. In
principle, XAS is the absorption of the sample for different x-ray photon energy. This
requires the x-ray source that provides continuous x-ray photon energy and a high
resolution x-ray monochromator which can select (and scan) the x-ray energy passing
to the sample. Therefore, the technique is generally offered at synchrotron facilities
around the world. The XAS spectrum can be divided into two regions, as shown in
Figure 3.1. (1) The near edge region called x-ray absorption near-edge spectroscopy
(XANES), or sometimes called near-edge x-ray absorption fine structure (NEXAFS),
which is defined to be within 50 eV of the absorption edge. (2) The high energy
region called extended x-ray absorption fine-structure spectroscopy (EXAFS) which
covers the high energy region above the XANES. XANES is known to be sensitive to
both oxidation state and coordination environment of the absorbing atom, while
EXAFS is mostly used to determined the distances, coordination number, and the
species of the neighbors of the absorbing atom.

X-ray absorption by electrons originally bound to an atom is occurred through the
photo-electric effect. In the process, an x-ray photon is absorbed by an electron in a

tightly bound quantum core level (such as the 1s or 2p level) of an atom, as illustrated
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Figure 3.1 The absorption K-edge of CI" in water. The XANES and EXAFS regions

are shown with the mark.

in Figure 3.2. After that the photo-electron or fluorescent will be created as described
below.

In order for absorption process to take place, the energy of the incident x-ray must
be greater than the binding energy of the core level electron. If the energy of the
incident x-ray photon is less than the binding energy, the electron will not absorb the
x-ray. If the energy of the incident x-ray is greater than or equal to the binding energy,
the electron will be excited from the initial state. In this case, the x-ray is absorbed
and the excess energy is given to a photo-electron ejected from the atom.

The x-ray absorption process is basically concerned with the absorption

coefficient, ¢ wWhich is the probability that x-ray will be absorbed according to Beer’s
Law

I=1e", (3.1)
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Figure 3.2 The x-ray is absorbed and the core level electron is promoted out of the

atom.

where [ is the intensity of an incident x-ray on a sample, ¢ is the sample thickness,

and 7 is the intensity transmitted through the sample.

As the x-ray photon energy scanned passed the binding energy, there is a sharp
rise (see Figure 3.1) which is called absorption edge corresponding to the promotion
of core electron to the unoccupied states. Since each element has specific core level,
each element in the material can be selectively probe by choosing the energy range of
the incident x-ray. The x-ray absorption is related to the transition between the initial
state and final state. Although the initial state (core state) is very sharp, the final states
are broad. When the probing atom is in material, its bonding (and anti-bonding) lead

to the structure of the final state density. The x-ray absorbance u(w) is given by the

Fermi’s golden rule (Sakurai, 1994; Ankudinov et al., 1998)

w3 (DI o(E ~E, + o), (32)
S
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where |i), |f), E , and E, are the initial and final states and their energies,

1

respectively; @ and D are the photon frequency and the dipole operator. This Fermi’s
golden rule limits the transition of the core electron to only the symmetry-allowed
states. For example, if the initial state of the photo-electron is the core 1s, the dipole-
allowed final states will have the symmetry of atomic p.

There are two approaches to find x in Eq. (3.2). (Ravel, 2002)

(1) By solving the system’s Schrodinger’s Equations and obtain all |i) and | /)

The integral in Eq. (3.2) can be calculated directly if |i) and | /) are known. For

molecules or clusters, this can be done by quantum chemistry approaches that
employed in various codes, for example, GAUSSIAN (Frisch et al., 2003). For
crystalline materials (or bulk materials), the system is virtually extended to infinity in
all directions. Therefore, the system’s Schrodinger equations can be solved more
efficiently in the reciprocal space. In such cases, the quantum computational solid
states physics codes such as LMTO (Jarlborg and Arbman, 1976; Jarlborg and
Arbman, 1977), Wein2k (Blaha et al., 2002), VASP (Kresse and Hafner, 1994; Kresse
and Furthmuller, 1996), and Siesta (Soler et al., 2002) codes can be used. Strictly

speaking, pseudo potential codes such as VASP and Siesta codes do not have the core
electrons in the calculations, rendering |1> unavailable. However, core states of an
atom in a material distort very little (if any) from the corresponding states of an
isolated atom. As a result, the core state if an isolate atom can be used as |1> The only

disadvantage of doing so is that the absolute absorption energy can not be determined

because the core state energy of an atom in material is shifted from that of the free
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Figure 3.3 The muffin-tin potential is set to zero in the interstitial region. The

figure is a reproduction of Figure 9 in Ref. (Rehr and Albers, 2000).

atom. However, the absolute energies of the absorption obtained from the codes

containing core states are not very accurately any how.

By using an atomic core state as |i), the final states | /) that are allowed are those

of different odd/even symmetries. For example, if the core state is 1s (even) then the

allowed | f ) are those of p (odd) symmetry. As a result, the site-projected partial

density of states on the absorbing atom can be used to describe « . The uses of VASP

codes to perform such calculations are illustrated in Ref. (Limpijumnong et al., 2006;
Limpijumnong et al., 2007).

(2) By using the multiple scattering approach:

In the multiple scattering approach, the muffin-tin approximation is used to
describe the atomic potentials. Figure 3.3 illustrates the potential on a plane cutting
through atom centers in a material. By going through the derivations using Green
functions (Ankudinov et al., 1998), the Fermi’s Golden can be written as (Ravel,

2002)

yuam—EMnMErG@JﬁEﬁxﬁyxE—Eg, (3.3)
T
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Figure 3.4 Examples of scattering paths. Red circle represents absorbing atom.

where

G =(1—G°t)'1G°,
G=G"+G%G" +GGG’ + GGG G +...,

(3.4)

where G is the function that describes all possible ways for a photoelectron to interact
with the surrounding atoms, G° is the function that describes how an electron
propagates between two points in space, and t is the function that describes how a
photo-electron scatters from a neighboring atom.

This means the XAS can be calculated by summing up contributions from all
scattering paths. Examples of some scattering paths are shown in Figure 3.4. More
details of how the sum of paths show up in the Green functions term can be found in
Ref. (Ankudinov et al., 1998). In practice, only first few scattering paths from the
close by neighboring atoms are important. The approach is adopted by the FEFF
codes. The codes are popular for XAS calculation.

The two approaches work out better for different region of XAS. By directly
calculating the |7) and | /) states, the available regimes used are based on the ground
state theory where the aim is set to obtain the occupied states as accurate as possible

and the empty states, where | f > states are part of, are just the by-products. In practice,
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the empty states (conduction band states for semiconductors) can be calculated up to
about 50 eV above the Fermi level. As a result, the first approach can be used for only
XANES calculations. On the other hand, the multiple scattering approach works
better for high kinetic energy states. Even with an inaccurate potential shape it can
produce reasonable EXAFS where the kinetic energy of the photoelectron is high. In
the past, the multiple scattering approach works out poorly for the XANES
calculations. Recently, big improvement on the FEFF codes using more accurate ab
initio Scattering potentials calculated using LMTO method allow the codes to
calculate XANES spectra rather accurately. However, the atomic coordinates of the
local structure surrounding the absorbing atom (if not experimentally known) has to
be accurately determined. This can be done by first-principles relaxations. In Chapter
V, we show the XANES simulations of InON alloys at various O:N ratios in
comparison with the XANES measurements. The calculations were performed by
using VASP codes for crystal relaxations and FEFF codes for XANES spectra
generations. In Chapter VI, we employed FEFF codes (second approach) to simulate
both EXAFS and XANES spectra of Ca?* and CI” ions in water based on the dynamic
coordinates obtained from QM/MM MD calculations. (Tongraar et al., 2002;
Tongraar and Rode, 2003) The results are discussed in comparison with experimental

spectra.
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CHAPTER IV
OXYGEN AND HYDROGEN DEFECTS

IN CADMIUM TELLURIDE

4.1 Introduction

Semiconductors are of limited used if they can not be doped into both n- and p-
type. CdTe is recognized as one of the promising materials because it has been
known for a long time that it can be doped into both n-type and p-type. The
theoretical study of doping limits of CdTe has been performed by Wei and Zhang
(Wei and Zhang, 2002).

Recently, the local vibrational modes (LVM) related to oxygen impurities in CdTe
have been experimentally observed using an ultrahigh resolution Fourier transform
infrared (FTIR) spectrometer. (Chen et al., 2006; Chen et al., 2007) Depending on the
doping conditions, at low temperature, they found a low LVM frequency at 350 cm™

accompanied with two high LVMs frequencies at v, = 1097 and v, = 1108 cm’ (see

Figure 4.1), that merge into one frequency at room temperature, as shown in Figure
4.2. The low frequency mode was assigned to an oxygen substitution on Te site (Ore)
and two high frequencies modes were assigned by Chen et al. to complex of oxygen

substitution on Te site and Cd vacancy (Ore-Vcq).
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Figure 4.1 The infrared absorption spectrum of the oxygen doped CdTe. The inset
shows the Ore-Vcq defect model that Chen et al. claims to be responsible for the two

observed LVMs. The figure is a reproduction of Figure. 1 in Ref. (Chen et al., 2006).

The O and H defects in CdTe have been studied using first-principles density
functional theory. The LVMs of O and H defects in CdTe were calculated and used to
compare with the corresponding experimental results. The LVMs of O, and Ore-Veg
defects were calculated. The calculated LVM of Or. is 338 cm™ that is in good
agreement with the experimental value. However, the LVMs of Ore-V¢q are 112 and
472 cm’! that are totally inconsistent with the v, and v, modes observed by Chen et al.

(2006). Therefore, it is clear that Chen et al. made a fault interpretation of their
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Figure 4.2 Temperature dependence of v, and v, for the oxygen doped CdTe from
2 to 330 K (solid circles) and the weighted average of v, and v, , ie,

v, =(v,+2v,)/3, calculated for each temperature (open circles). The figure is a

reproduction of Figure 3 in Ref. (Chen et al., 2006).

measurement. In collaboration with the computational team at Oak Ridge National

Laboratory (USA), a comment on their paper has been published. (Zhang et al., 2009)

4.2 Structural Relaxation

In these calculations, the density functional theory within the local density
approximations was used. The atomic potentials used in these calculations are the
Vanderbilt-type ultrasoft pseudo potentials (Vanderbilt, 1990), as implemented in the
VASP codes (Kresse and Furthmiiller, 1996). This allows the usage of a plane wave
basis set with a low cutoff energy of 400 eV. Our calculated crystal parameters of

bulk CdTe is a = 6.428 A, which is in a good agreement with the experimental values
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Figure 4.3 Total energy of zincblend CdTe as a function of the lattice constant. The

solid circles and the line are the calculated and fit data, respectively.

(a = 6.482 A). This lattice constant has been determined by performing the
calculations with various values of lattice constant. The equilibrium lattice constant is
the one that gives the lowest energy (Figure 4.3). The calculated bandgap of CdTe is

0.7 eV which is smaller than the experimental value of 1.7 eV.

4.3 Calculation of Defect Formation Energy

To calculate the formation energies and vibrational frequencies of defects, a
supercell approach is used (Zhang and Northrup, 1991; Northrup and Zhang, 1994;
Zhang et al., 2001). All atoms in the supercell are allowed to relax until the
Hellmann-Feymann forces (Feynman, 1939) on all atoms are less than 10° eV/A. A
64-atom supercell, which is a 2x2x2 repetition of CdTe primitive unit cell, is used.

The Monkhorst-Pack (Monkhorst and Pack, 1976) scheme is used for k-point
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sampling. The defect formation energy is defined as (Zhang and Northrup, 1991;

Northrup and Zhang, 1994)
AH,=E, (D")-E,(0)+> An g, +q(E, +E,), 4.1)

where E

fot

(D?) is the calculated total energy of a supercell with a defect D in charge
state ¢, E,,(0) is the calculated total energy of a supercell without the defect. An_ is
the number of atoms from species X (=Cd, Te, O and H) being added to (or removed
from, negative sign) a supercell to form the defect cell. They are presumed to be taken

from their respective reservoir with chemical potential x . E, is energy of the

reservoir with which these charges are exchanged, i.e., the electron chemical potential

or Fermi level. E, is the valence band maximum. The equilibrium concentration ¢ of
the defect at a given temperature 7" depends on the formation energy of the defect £,

and on the number of sites N in which the defect can be incorporated into the lattice.

N ( AHfj 42)
c=Nexp| ——— |, .
kT

where £ is the Boltzman’s constant.

During the growth, if the chemical potential of any element increases above its
natural phase value (i.e., that of metal Cd or metal Te), then the natural phase will
form instead of the CdTe. We must consider the limitations on the chemical potentials
that may be required by the formation of different phase containing Cd, Te, H and O
as will be discussed below.

To grow the homogeneous CdTe crystal, it is required that

Heare = Heqg T Hres (4.3)
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where 4. 1s the chemical potential of CdTe crystal. The chemical potential can be
referenced to their respective natural phases. The calculated formation energy of
CdTe per molecular formula is g4, =—0.76 €V. If the sum on the right-hand side is
large than g, then the crystal will grow rapidly and will not be homogeneous. On
the other hand, if the sum is lower than ., then the crystal will disintegrate. The
chemical potentials of hydrogen g, 1s referenced to H, molecule. However, oxygen
prefers to bind with Cd or Te to form CdO or TeO,. Therefore, the maximum
chemical potential of oxygen is set by 1, = ficyo — Heq a0 pi =[ Hreo, — U]/ 2 for

Cd-rich and Te-rich condition, respectively.

4.4 Local Vibrational Modes (LVM) Calculations

The LVM frequencies of O and H defects in CdTe are calculated using the so-
called frozen phonon approach (Teweldeberhan and Fahy, 2005). For each
configuration, the structure is allowed to fully relax. Then each and every atom in the
supercell is slightly shifted in all three axes, one at a time, and the dynamic matrix can
be calculated based on the repulsive forces. Within the harmonic approximation, the
total energy of a supercell with small displacements of atoms from their equilibrium

positions can be written as

E=E, +% > @00, ) d, () d, (), (4.4)

i,j.a.p

where d_(i)is the displacement of atom i from its equilibrium position in the

direction « and ®_,(i,j) is the real-space force constant matrix. The small
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displacement d ,(;)of atom j in the direction B induces a force on atom i in the
direction o as

F,(0) = =@, (0, /) d s ()). (4.5)
From the Eq. (4.5), the real-space force constant matrix @ (7, j) can be constructed
by calculating the forces F, (i) induced by creating a small displacement d,
(dy(j)=d,=0.01xa where a is a lattice constant) of each atom j in the supercell in

three orthogonal directions, f=1,2,3 one atom and one direction at a time. To
reduce the anharmonic contribution, each component of the force constant matrix is

obtained from two calculations. One with +d, displacement and another with —d,
displacement. Once the force constant matrix is obtained, the dynamical matrix,
D, (i, ))= (MI.M_/ )_l/zd)aﬂ (i,j), where M, is the mass of atom i#, can be readily
constructed. After the dynamical matrix is diagonalized, the eigenvalues, e, = @},

and the normalized eigenvectors,

u k> give rise to the vibrational frequencies and the

atomic movements for each particular mode. (More details are described in Appendix
A)).

For localized modes, we can use another approach to determine the vibrational
frequencies. We follow the approach used recently by Limpijumnong (Limpijumnong
et al., 2003) to calculate the LVM frequencies of O and H defect in CdTe. Because
the coupling of oxygen and/or hydrogen to CdTe host is very weak (due to the large
difference is masses), the vibration is very localized. As a result, the host atoms are
assumed to be stationary in this calculation. Because hosts atoms are fixed, this

approach can be performed much faster than the full dynamic calculations. The
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benefit of the approach is that the anharmonic contributions can be calculated. The
potential energy surface of O and H defects in CdTe were calculated and fit with the

equation
k , 3 4
V(x)=5x +ax’ + px’, (4.6)

where k, o, and £ can be obtained from the curve fit. The harmonic ®° and

anharmonic Aw@ frequencies can be calculated by using the perturbation theory

(Landau and Lifshifts, 1977)

w=w°+Aa)=\/E—3ﬁF(ﬁj —ﬁ}, 4.7)
uoou| 2\ k k

where o is the vibrational frequency included anharmonic part, 7 is a plank constant,

and u is an effective mass of the oscillator.

45 Results and Discussion

4.5.1 Native defects in CdTe

Simple native point defects in CdTe, namely vacancy Cd (V¢q), vacancy Te (Vre),
Cd interstitial (Cd;), Te interstitial (Te;), Cd antisite (Cdr.), and Te antisite (Tecq)
have been previously studied by Wei and Zhang (Wei and Zhang, 2002). Here, we
repeated the calculations to ensure that our calculation details yield similar results and

for further use in defect complexes study.
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The formation energies of native defects were calculated according to Eq. (4.4).
The defect formation energy depends on the Fermi level, so we can plot it as a
function of Fermi energy. Although the calculated bandgap is much underestimated,
the total energy is calculated based on the k-point sampling that does not include the
I" point. Away from the I" point, the separation between the VB and CB is widened.
The calculated band gap at the sampling k-points is ~ 1.7 eV. This allows the range of
possible Fermi energy to extend upto 1.7 eV before occupying the CB in the

calculations. In Figure 4.4, we can see that V4 is a double acceptor and has low
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Figure 4.4 Formation energies of native defects as a function of the Fermi level,
under the Cd-rich (left panel) and Te-rich (right-panel) growth conditions. The slope

of each line indicates the charge state.
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formation energy in both Cd and Te-rich condition. Therefore, this type of defect is
likely formed during the growth process. Te vacancy is amphoteric which means it
acts as a double donor in p-type conditions and a double acceptor in n-type conditions.

There are two transition energies at &(2+/0)=0.66 eV and ¢(0/2-)=0.71 eV

(measured from VBM). The formation energy of V. is reasonably low under Cd-rich
condition. For interstitial defects, we found that Cd; is a deep double donor with the

transition energy at g(2+/0) = 1.02 eV. Its formation energy is low, especially in Cd-

rich condition. Te; is a deep double donor with the transition energy at

€(2+/0) = 0.31 eV . For antisite defects, we found that Cdr. is a deep double donor
with transition energy at €(2+/0) = 0.74 eV and Tecq is amphoteric with the transition
energies at g(2+/0)=0.61 eV and &(0/2-)=0.72eV. We found that the defect

formation energies of Cdr. and Tecq are rather low in Cd-rich and Te-rich,
respectively. The local structures of Cdre and Tecq are illustrated in Figure 4.5. All
these native defect results are in a reasonable agreement with the computational study
by Wei and Zhang (Wei and Zhang, 2002).

In a detailed comparison, their energy plots appear to shift to the right side (~0.2
eV) compared to ours. This is because we use slightly different reference energy
points. While we set the zero point of Efat the VBM, Wei and Zhang (Wei and Zhang,

2002) used the VBM at the special k-point which is lower than the actual VBM at I'.
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Figure 45 The local structure of (a) Bulk, (b) Cdr. and (c) Tecs”" in CdTe. The red
and blue colors are used to lable Cd and Te atoms, respectively. All bond distances

are given as percentage differences from the bulk CdTe bond distance (d = 2.783A).

4.5.2 Oxygen defects in CdTe

In order to understand the role of O in CdTe, several forms of possible defect
structures with O in CdTe are studied. One of the driving reasons for this study is to
explain the LVM recently observed by the group of Ramdas (Chen et al., 2006; Chen

et al., 2007). In that work, they observed the LVM at v, = 1097 and v, = 1108 cm™'

in addition to the LVM of Or. at 349.8 cm™! in certain growth conditions. They
assigned the v; and v; to the O1e-Vcg complexes. It is hard to believe that the vibration
frequency of Or. of 349.8 cm’! can increase by more than 3 times when there is a Vg
nearby. We have co-author a “Comment” on the work by Ramdas’s group (Chen et al.,
2006; Chen et al., 2007) that has been published in Phys. Rev. Lett. (Zhang et al.,
2009). Here, we have studied same O defects, namely Ore, Ore-Ved, (O2)re, and
(O2)1e-Vea. The first two defects were studied to check/disprove the model of Chen et
al. (Chen et al., 2006; Chen et al., 2007). While the (O,)r. is studied because it is

likely to give sufficiently high frequency observed by Chen et al. The (O3)re-Veq is
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studied because it can potentially give out two frequencies due to symmetry-breaking
in a similar way the Or.-V4 complex does.

The formation energies of O defects in CdTe are shown in Table 4.1 and Figure
4.6 for both Cd-rich and Te-rich growth conditions. The local structures of each
defect are illustrated in Figure 4.7. We found that Or. is a low energy defect in both
growth conditions, making it likely to form. Although, Ore-Vcq4 has rather low energy,
its stability also depends on the binding between Ot and V4. To study the formations
of the complexes, i.e. Ore-Veq and (Oz)re-Veq, the complex energies are compared
with the sum of the individual defects (dashed lines in Figure 4.6). It is found that the
Ote-Veq 1s bound but by a very small margin of 0.1 eV and (O;)re-Vcq is not bound.
This means that both complexes are unlikely to form under normal growth conditions.
Moreover, in p-type region, the energies of Ore-Veg and (O2)re-Veq complexes are
higher than those of Ot. and (O)re, respectively. These formation energy results
suggest that the Or. defect is likely to exist under normal doping conditions. The Ore-
Vea as well as (Op)re-Veq are unlikely to form under high temperature-thermal
equilibrium conditions. However, there still exists the possibility for them to form
under inequilibrium treatments.

The LVM frequencies of Ote, Ote-Ved, (O2)1e, and (Oz)1e-Veq are calculated for
identification purposes (Table 4.2). We found that the calculated frequency of Or. is
338 cm™ which is in a very good agreement with the observed value of 349.8 cm™.
(Chen et al., 2006; Chen et al., 2007) For the Ore-Vcq complex, the vibrational mode
that localized on the O atom is splitted into two modes. The first mode involved the
vibration of O toward (and away) from the Vg center. This mode has frequency

lowered to 112 cm™ (in comparison to Or. frequency of 338 cm™). The other mode
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involved the O motion in the direction perpendicular to the first mode. For this mode
the frequency is increased but only slightly (i.e. to 472 cm™). These two modes are
totally inconsistent with the frequencies v; and v, of ~ 1100 cm™ observed by Chen et
al. (Chen et al., 2006; Chen et al., 2007). This supports our initial prediction that
Chen et al. (Chen et al., 2006; Chen et al., 2007) incorrectly assigned v; and v, to
Ote-Veg complex. (Zhang et al., 2009)

Next, we search for the O defects that can potentially give high frequencies. The
natural candidates are the vibrations involving O-O bonds. This is because the free O,
molecule has a stretch frequency of 1580 cm™. If the O, is incorporated in a crystal,
the vibrational frequency is reduced due to charge screening. In the case of O, in ZnO,
the calculated vibrational frequency of (O,)o is 1051 cm™. (Limpijumnong et al.,
2005) We calculated the vibrational frequency of (O;)re in CdTe and found the
frequency of 901 cm™. This is in a reasonable agreement with the observed v and v,
especially when we take into account of the underestimation in the calculation of 95
cm™. (The calculation of free O, molecule underestimated the actual frequency by
1580 — 1485 = 95 cm™' as shown in Table 4.2) However, (O,)r. has only one structure
and would result in a single frequency. We speculate that if (O,)r. bind with Vg, the
resulting (O;)re-Veq complex could be the source of the second frequency. Indeed, the
(O2)1e-Veq has slightly higher frequency than an isolated (O,)r. by about 10 cm™. This
splitting i1s comparable to the splitting between v; and v,. However, there are many
problems with this model. (1) The formation energy of (O;)r. is high. (2) (O2)re-Vcd
complex is not bound. The complex can spontaneously separate and gain energy. (3)

Even if the complexes (Oz)re-Vcq and (O2)re can form they are weakly IR active due
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Figure 4.6 Formation energies as a function of the Fermi level, under the Cd-rich
(left panel) and Te-rich (right-panel) growth conditions. The dash lines with matching
colors correspond to the sum of the individual defects. For example, the dashed blue
line shows the sum of the energies of isolated Or. and isolated V¢4 while the solid

blue line shows the energy of Ore-Vcd complex.

to the symmetry of O, molecule. Therefore, (O,)re-Vcq and (Oy)r. are very unlikely to

be the cause of the observed v, and vs.
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Figure 4.7 The local structure of (a) Orc’, (b) [Ore-Vea]*", () [O2]1e, (d) H, (e) H,
(f) Ore-H" (BC), (g) Or-H™ (AB), and Tecg-H' (BC). The red, blue, green, and light-
blue colors are used to label Cd, Te, O, and H atoms, respectively. All bond distances

are given as percentage differences from the bulk CdTe bond distance (d = 2.783A).
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Table 4.1. Formation energies in CdTe with Fermi level at the valence band

maximum (VBM).
Defect Charge E/(eV) Bond length

q Cd-rich Te-rich (A)

Ve 2- 1.81 1.05

Ve 2+ 0.50 1.26

Cdr. 2+ 0.61 2.13

Tecq 2+ 1.86 0.33

Cd, 2+ -0.66 0.10

Te; 2+ 1.58 0.82

Ore 0 0.89 0.72

Ore-Vea 2- 2.60 1.68

[O2]te 0 3.39 2.31

[O2]1e-Vea 2- 5.60 3.75
H' (BC) 1+ 0.03 0.03 1.69
H (AB) 1- 1.67 1.67 1.81
Or-H" (BC) 1+ -0.15 -0.31 0.99
Or-H (AB) 1- 1.36 1.20 0.98
Tece-H" 1+ 1.96 0.43 0.99
2H-Tecq (BC) 0 2.60 1.08 1.82
1.82
2H-Tecq (AB) 0 2.50 0.97 1.87

1.71
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Table 4.2. The calculated and experimental frequencies of the oxygen and hydrogen

defects in CdTe.
Defect Charge das o (calculated) o (exp.)
(AB)o q (A) (cm™) (em™)
Ore 0 - 338 349.8%
467 L ¢
O1e-V 2- - R
ferred 197 é
(02)re 0 1.27 9(15reteh
(02)1e-Vea 0 1.26 g7 stretch
free O, 0 1.22 1485 1580.2%
. 1934 stretch \
1852 stretch
H' (B 1+ 1.
810 stretch
H (AB 1-
( ) 646 wag
. 3466 stretch
Or.-H (AB) 1+ 0.99 wag b
721 1108.4
3574 stretch 1097.8°
Or-H" (BC 1+ 0.98
T ( ) 638 wag
1099 stretch
Tece-H™ (B 1+ 1.81
2H-Tecq (BC) 0 1.82 996, 1273 Streteh
-Te
cd 1.82 653, 676, 422, 669"
1.87 944, 1744
2H-Tecq (AB) 0 e j
1.71 701, 395, 680 V¢

*(Huber and Herzberg, 1979). °(Chen et al., 2006).
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4.5.3 Hydrogen and oxygen defects in CdTe

Because O defects do not explain the v; and v, modes observed by Chen et al.
(Chen et al., 2006; Chen et al., 2007), we further explored others common impurities
that can give LVM in the 1000 cm™ region. The high frequency limits the possibility
to light impurities and H is the top candidate, especially, the frequency of metal-H
bonds are usually in the 1000 cm™ region. H is also known to be the common
unintentional defect in most semiconductors. It can be easily incorporated during
crystal growth and play an important role in many semiconductors. Therefore, the
hydrogen-oxygen defect complexes in CdTe are studied. Based on its behavior in
other similar semiconductors, hydrogen should incorporate into CdTe at interstitial
sites that are either at an anti-bonding center (AB) site or at a bonding center (BC) site
(see Figure 4.7 d and e). The formation energies of interstitial H are shown in Table
4.1 with the plot of formation energies vs Fermi energy in Figure 4.6. We found that
the formation energy of H' at the BC site is lower than the AB site by about 0.2 eV.
Therefore, the H' should be at BC site as shown in Figure 4.7 d. On the other hand, H’
prefers to bind with Cd at the AB site than the BC site (see Figure 4.7 ¢). Hydrogen is
amphoteric in CdTe with the donor/acceptor transition energy at 0.82 eV.

The H" and H have two LVM frequencies each; the wag mode and the stretch
mode. Their values are shown in Table 4.2. For H', the wag frequencies are ~300 cm’™
and the stretch frequencies are ~1900 cm™. They are far away from the experimental
vi and v,. For H, the wag frequency is at 646 cm™ and the stretch frequency is at 810
cm’'. Again, they are far away from v; and v,.

Since Or. exists in CdTe doped with O (this is know because the LVM of Or, is

clearly observed), it is likely to trap H, forming a strong O-H bond. We, indeed, found
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Cd

2H-TeCd (BC) 2H-TeCd (AB)
Figure 4.8 The local structure of complexes defects 2H-Tecq when H atoms are at

BC and AB sites.

that the Or-H" complex is bound by ~1.4 eV. This mean the reaction: O, + H >
(O1e-H") is exothermic by 1.4 eV, i.e. Oy strongly prefer to bind with H.

We found that the formation energy of Or-H' (BC) is almost equal to Or-H"
(AB) within the computational error bar. The formation energy of Or.-H™ (BC) is
slightly higher than Or.-H (AB) by about 0.1 eV. As a result, Or.-H is amphoteric
with the donor/acceptor transition energy at 0.75 eV. The vibrational frequencies of
these defects are shown in Table 4.2. Again, the wag modes of ~ 600 — 700 cm™ are
too low and the stretch modes of ~3500 cm™ are too high to explain v; and vs.

We have also investigated the complexes defect of hydrogen with the antisite
defect, i.e. H-Tecq. Because the energy of Tecq is quite low in Te-rich growth
condition, the defect is likely to exist. The formation energy of complexes defect
Tecg-H' is found to be reasonably low in Te-rich growth condition. The binding
energy of this complexes defect with respect to the Fermi energy is shown in Figure
4.9. When the Fermi level is near midgap, the binding energy of Tecg-H' is quite high.

Therefore, we expected that an additional hydrogen can bind with Tece-H' to form
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Figure 4.9 Defect formation energies of 2H-Tecq plotted as a function of the Fermi
level, under the Cd-rich (left panel) and Te-rich (right-panel) growth conditions,
respectively. The dash lines correspond to the sum of the individual defects (i.e., Tecq

+H and Te(;d+H+H).

2H-Tecy. The 2H-Tecq complexes defect has been studied and the local structure of
this defect is shown in Figure 4.8. The formation energy of 2H-Tecq at AB site is
slightly lower than at BC site ~ 0.1 eV and the binding energies of these defects are
still quite high at middle gap as illustrated in Figure 4.9. The calculated LVMs
frequencies of Tecq-H' and 2H-Tecy are also shown in Table 4.2. We found that the
frequencies in stretch modes are reasonably close to the observed v; and vs.

Our calculations suggested that the v, and v, observed by Chen et al. (Chen et al.,

2006; Chen et al., 2007) may come from the hydrogen related defects with a strong H
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bond. Possible candidates include Tecg-H', 2H-Tecq at AB and BC sites. These
complexes defects give vibrational frequencies in a reasonable agreement with the

observed values. In addition, their formation energies are resonable.

4.6 Conclusion

The formation energies and LVM frequencies of several O and H point defects in
CdTe are calculated. We found that the calculated LVM of Or. is in full agreement
with the experimental value. (Chen et al., 2006; Chen et al., 2007) However, the
LVMs of Ore-Veg complexes are far from the high frequency modes v; and v,
observed in certain samples. (Chen et al., 2006; Chen et al., 2007) This indicates that
Chen et al. proposed a wrong model in their paper. We showed that Tecq-H', 2H-Tecq
at AB and BC sites have frequencies close to the observed v; and v,. These H defects

could be the sources of their observed v; and v».
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CHAPTER V

LOCAL STRUCTURE OF INDIUM OXYNITRIDE

5.1 Introduction

Indium oxynitride can be considered as an alloy between indium nitride (InN) and
indium oxide (In,0O3). This is unlike most of traditional semiconductor alloys in the
sense that the crystal structures as well as the anion valencies of the two parent
compounds are different. InN is one of the highly studied IlI-nitride semiconductors
(GaN, AIN, and InN) because IlI-nitride alloys are widely used for optoelectronic
applications. Despite real applications and substantial research in IlI-nitride materials,
INN bandgap has been mistaken to be ~1.9 eV for a long time (see the discussion in
Refs. (Wei et al., 2003; Wu et al., 2004)). Only recently that a high quality InN can be
obtained by molecular beam epitaxy (MBE) and the actual InN bandgap of ~0.7 eV
has been realized (Davydov et al., 2002; Wu et al., 2002). The apparently large
bandgap observed in the past is most likely due to the Moss-Burstein shift caused by
substantial unintentional carriers that are typical for InN grown by traditional
techniques (dc discharge or sputtering) (Davydov et al., 2002; Wu et al., 2002;
Bhuiyan et al., 2003; Wu et al., 2004). Because InN has a (now-realized) small
bandgap of ~0.7 eV and In,O3 has a large bandgap of ~3.6 eV (Klein, 2000), the band
gap of indium oxynitride can potentially be engineered in a very wide range. This

combining with the availability of low temperature growth techniques, such as rf
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magnetron sputtering (Motlan et al., 2002), makes indium oxynitride a strong
candidate for optical coating applications despite its poor crystal quality.

In low O content alloys, it has been reported that O atoms substitute for N in the
wurtzite InN crystal structure (Yoshimoto et al., 2003). However, in higher O content
alloys the crystal structure remains unclear. Previously, an attempt to study indium
oxynitride structures by N K-edge XANES has been done (Yi et al., 2005). However,
probing local structure of anions in this alloy system is not the most direct way
because anions in both InN and In,O3 are four-fold coordinated. Unlike anion, the
coordination number of In in the two compounds are different, i.e. it is six-fold in
In,0O3 and four-fold in InN (see Figure 5.1). Therefore, probing the local structure of
In atoms should give more direct information on the alloy structures. In this work, the
In Ls-edge XANES is used to characterize indium oxynitride with varied
compositions. XANES has been proven to be a powerful tool in resolving the local
structures around the absorbing atoms (in this case In atoms) (Ciatto et al., 2005; Fons

et al., 2006; Limpijumnong et al., 2007).

5.2 Experimental Method

Indium oxynitride films were grown by rf magnetron sputtering at room
temperature using a technique called reactive gas-timing by our collaborators at King
Mongkut’s Institute of Technology Ladkrabang (KMITL) (Kietipaisalsophon et al.,
2002; Sungthong et al., 2008). The growth process started with the pre-evacuation of
the chamber to the order of 10° Pa. Then N, and O, gas were flown interchangeably
at the flow rate of 10 standard cm® per minute (sccm) onto the 99.999% purity In

target. The sputtering gas pressures were set at 0.34 Pa and 0.32 Pa for N, and Oy,
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respectively. By controlling N, and O, gas timing, indium oxynitride samples with
varied O contents were obtained. The interval of gas timing cycles used for each
sample is shown in Table 5.1 and the samples are named according to the gas timing
cycles. The rf plasma power was set at 100 W and all samples were grown on
polyethylene terephthalate substrate to the thickness of ~ 1 um (typical growth time is
approximately 1 hour). To measure the actual O content in each sample, the [O]:[In]
ratios were determined using Auger electron spectroscopy (AES) with capability of
sputter depth profiling. The O contents were found to be homogeneous throughout the
film thickness. The optical bandgaps measured by UV-visible spectroscopy were
found to increase with O, gas timing ratio as shown in Table 5.1. This is consistent
with the work of Yi et al. (Yi et al., 2005) that reported the increasing of optical
bandgap of indium oxynitride with O content. The AES and UV-visible
measurements are also carried out by KMITL team. Although the optical bandgap of
N30/00 sample is larger than that of pure InN and the sample is expected to contain a
few percent of unintentionally doped O, this gap widening in low O samples is most
likely due to Moss-Burstein effects (Davydov et al., 2002; Wu et al., 2002; Bhuiyan
et al., 2003; Wu et al., 2004) not the changes in the crystal structure. As will be
discussed, Ls-edge XANES of In is sensitive to the changed in In coordination
number but not to the interchanging between N and O. Therefore, XANES of InN
with a few percent of N replaced by O are expected to be almost identical to pure InN
because it is structurally the same as InN.

All samples were characterized by In Ls-edge XANES measurements in the
fluorescent mode with a 13-component Ge detector (Canbera) at the x-ray absorption

spectroscopy beamline (BL-8) of the Siam Photon Source (electron energy of 1.2
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GeV, beam current 120-80 mA), Synchrotron Light Research Institute, Thailand.
Double crystal monochromator Si (111) was used to scan the synchrotron x-ray with
the photon energy step of 0.25 eV in the range 3700 to 3850 eV, covering the XANES

region of In Ls-edge.

5.3 Computational Details

In order to understand the local microscopic structure, we performed first
principles In Ls-edge XANES simulations of wurtzite InN, bixbyite In,O3, and alloy
of (InN)x(InOg5)1-x Crystals. The detailed crystal structures were optimized based on
first principles pseudo potential calculations. The density functional theory with local
density approximation and ultrasoft VVanderbilt pseudo potentials as implemented in
the VASP codes (Kresse and Furthmaller, 1996) were used. The cutoff energy for the
plane wave basis set was 400 eV. We used Monkhorst-Pack k-point mesh for
Brillouin zone integration (7 x7x7 for 4-atom unit cell wurtzite-InN, 2x2x2 for 72-
atom supercell alloy of wurtzite-InNxO;.x, and 3x3x3 for 40-atom unit cell bixbyite-
In,03). All atoms were allowed to relax until the residue forces were less than 107
eV/A. The fully relaxed local structures surrounding In atoms are shown in Figure 5.1
for InN, In,03, and INNxO1.« alloy, respectively. All In atoms in wurtzite InN crystal
are equivalent. However, there are two species of In atoms in In,O3; labeled Inl and
In2, with the composition ratio of 1:3. For the alloys, a few different local structures
surrounding In atom have been tested. First, in wurtzite InN, we replaced all four N
atoms surrounding an In atom with O atoms. This is to see the effect of neighboring
specie. Second, one anion is replaced (N by O or vice versa) for both InN and In,0;

structures. The structural relaxations by first principles calculations are a crucial step
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to obtain the computationally unstrained structures to be further used in electronic
structure and XANES calculations.

Since the electronic transition associated with the XANES measurement must
follow the dipole selection rule, K and Lz edges correspond to the p- and (s+d)-partial
density of state (PDOS), respectively. Therefore, PDOS has frequently been used to

compare with the XANES measurement. An x-ray absorbance u(w) is given by the

Fermi’s golden rule
u oo Y [(f|Dfi)6(E ~E, +), (5.1)
f

where |i), [f), E , and E, are the initial and final states and their energies,

respectively. @ and D are the photon frequency and dipole operator. This Fermi’s
golden rule limits the transition of the core electron to only the symmetry-allowed
states.

To calculate ab initio XANES of InN, In,O3, and InN,O;.x alloy based on the
relaxed crystal structures mentioned, we used the FEFF8.2 codes (Ankudinov et al.,
1998; Ankudinov et al., 2002). The codes utilize a full multiple scattering approach
based on ab initio overlapping muffin-tin potentials. The muffin-tin potentials were
obtained using self-consistent calculations with Hedin-Lundqvist exchange-
correlation function. The self-consistent calculations were performed in the sphere
radius of 4 A (~ 40 atoms) around the absorber In atom, which is more than sufficient
to allow charge to fluctuate yielding realistic electron relaxations. The full multiple
scattering calculations include all possible paths within a larger cluster radius of 7.4 A
(~ 140 atoms). Note that we used the default values for most of the parameters in the

FEFF calculations.
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Table5.1. The growth conditions and N:O ratios of each sample and the optical

bandgap of the samples grown under the equivalent conditions (Sungthong et al.,

2008).
Sample Gas Timing (sec) Optical Bandgap [O]:[In]
N, 0, (eV) Composition
N30/00 30 0 15 0.16
N30/05 30 5 1.6 0.43
N30/010 30 10 1.6 0.96
N30/020 30 20 2.4 1.08
N0/030 0 30 3.4 1.50

5.4 Results and Discussion

5.4.1 Electronic structures of InN, In,0O3, and InN;.,Oy alloy

At present, it is realized that wurtzite InN has a direct band gap of 0.7 eV. The
unit cell of InN is composed of 4-atom with the calculated lattice constant a of 3.511
A and c/a ~1.60 A. The calculated bandgap of InN using first-principles calculations
is slightly negative (see Figure 5.2). The lower part of the valence band (VB) (-11 to -
7 eV) is mainly composed of N 2s, and the higher bands located at around -3 to 4 eV
are derived from the hybridization of N 2p, In 5s, and In 5p. In the conduction band
(CB), the bands located at 5 to 16 eV are derived from the mixing of N 2p, In 5s, and

In 5p, and the higher bands are mainly In 4d.
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Figure 5.1 The local structure around In atoms used in the simulations of the In Ls-
edge XANES of (a) In,03, (b) InN, (c) replacing four nitrogen nearest neighbor (NN)
of In with four oxygen in wurtzite-InN, and (d) replacing one nitrogen NN of In with
oxygen and one oxygen NN of In with nitrogen for InN and In,O3, respectively. All
bond distances are given as a percentage difference from an average In,O3; bond

distance (deaic = 2.170 A).
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to the top of the valence band. (b) The calculated total density of state of InN and

projected PDOS (s, p, and d states) of In and N atoms.
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Figure 5.3 (a) Band structures of 72-atom supercell InNgOo.4 alloy. The energy is
referenced to the top of the valence band. (b) The calculated total density of state of

INNo600.4 alloy and projected PDOS (s, p, and d) of In, N, and O atoms.

For In,O3, the natural form is a complicated bixbyite structure. The unit cell is
composed of 40-atom with the calculated lattice constant of ~10.07 A. The calculated
bandgap of In,O3 is 1.26 eV as shown in Figure 5.4. The lower part of the VB (-16 to
-10 eV) is mainly derived from O 2s. The bands located at around -4 to 4 eV are
derived from the mixing of O 2p and In 5s. The CB are mainly composed of In 5s, In

5p and In 4d.
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to the top of the valence band. (b) The calculated total density of state of In,O3 and

projected PDOS (s, p, and d) of In and O atoms.

The calculated bandgaps of InN and In,O3; are lower than experimental values
because of the well know DFT problems. However, the states in VB (occupied) and
CB (unoccupied) are quite realistic despite incorrect gap values.

The electronic structures of wurtzite-InN;.xOx alloy were calculated to determine
the effects of O incorporation in wurtzite-InN. Experimental result suggested that upto
40% O are incorporated into wurtzite InN before the crystal structure of the alloy
drastically changed. We used 72-atom supercell wurtzite-InN and randomly replaced
14 (out of 36) nitrogen atoms with oxygen atoms. This gives roughly 40% O contents
and the alloy will be refered to as InNgsOg4. The supercell was optimized (relaxed)

and used to calculate the band structures and density of states.
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INNp 6004 can be considered a heavy doped semiconductor where parts of the CB
are occupied. For the purpose of XANES study; states below the Fermi level is
defined as the VB and states above the Fermi level is defined as CB. In Figure 5.3, the
lowest band (-15 to -13 eV) is mainly derived from O 2s, and the next band (-10 to -8
eV) is mainly derived from N 2s. The band located at around -3 to 4 eV is derived
from the mixing of N 2p, O 2p, In 5p, and In 5s. In the CB, the band is mainly derived
from In 5s, In 5p, and In 4d. The shift of Fermi level of InNgsOo4 from the pure
wurtzite-InN is about 2.3 eV. This is due to the excess electrons from O that occupy
the CB. However, the sited-projected partial density of states of In calculated from
INN and InNggOo4 alloy are quite similar (Figure 5.5). To compare the electronic
states obtained from DFT method with the measured or calculated XANES spectra

from other methods, we calculated s + d site-projected density of states of In with

40 T T T | T l
= | ; — InN 1
2 301 - — N, O, |-
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S 20+
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Q
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a :
L i fi“»
0 Rl L t
-20 -10
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Figure 5.5 The site-projected PDOS (s+d) of In in InN and InNggOo4 alloy in
wurtzite structure. The broken lines show the PDOS as calculated. The full lines show

the smeared CB (s+d) states. All lines are color coded (red: InN; blue: INNg O 4).
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some broadening. The spectra of INN and InNgsOo4 are shown in Figure 5.5. The
main difference between the two simulated spectra is the drop of peak located at
around 10 eV (marked by an arrow). This is expected because for InNggOo.4 alloy
parts of the CB are already occupied. These states can not serve as the final state of
the absorption. Therefore, we expected that the Ls-edge spectrum of wurtzite-
INNo 6004 Is still similar to that of pure wurtzite-InN except the drop of peak in the

low energy region.

5.4.2 XANES spectra of InN, In,O3, and In;4Ox alloy

The measured Ls-edge XANES spectra of all five samples and calculated In Ls-
edge spectra using FEFF of InN and In,O3 are shown in Figure 5.6 (a) and (b) (bottom
and top curves), respectively. For In,Os, since there are two species of nonequivalent
In atoms, the obtained spectrum is from the weight-averaged between the spectra
from two species. Note that the spectra obtained from the two species of In in In,Os
are quite similar, as shown in Figure 5.7 (b) (two middle curves). The spectra of four-
fold In in InN and six-fold in In,O3 are, however, clearly different. Moreover, our
calculations show that the XANES spectra of the four-fold (six-fold) In atom is not
very sensitive to the substitution of a neighboring N by O (or O by N). In Figure 5.7
(a), the substitutional effects of N in InN by O are illustrated. The bottom curve is the
simulated XANES spectrum of InN. The middle and top curves show the spectra
when one and all four nitrogen neighbor atoms of the In atom are replaced by O atoms.

It is clear that the XANES features are not very sensitive to these anion substitutions.



77

Calculations

In L,-edge

Normalized Absorbance
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-
=
Y]

wz-InN
(2) (b)
— ’ 1 | 1 1 | 1 I 1 1 1 1 I | | 1 1 | 1
3700 3750 3800 3700 3750 3800
Photon Energy (eV) Photon Energy (eV)

Figure 5.6 (a) Normalized In Ls-edge XANES spectra of indium oxynitride samples
prepared under different gas-timing with increased O, timing from bottom curve to
top curve. Circles show recorded data points and the curves are the (noise removed)
fit to the data. Inset: The plots from the main panel without offset at the energy range
near the s; shoulders to highlight the changes in the shoulder height. (b) The
calculated In Ls-edge XANES spectra of wurtzite InN, bixbyite In,O3, wurtzite
INNp 6004, and the simulated separated phase alloys with 38% and 49% four-fold In

atoms (see text for detail).

In Figure 5.7 (b), the substitutional effect of O in In,O3 by N is illustrated. It is
clear that by replacing one oxygen neighbor by nitrogen (top curve) has almost no

effect on the shape of the spectrum.
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Figure 5.7 (a) The calculated spectra of pure InN and replacing 1 nitrogen NN and
4 nitrogen NN of In with oxygen (as shown in Figure 5.1), and (b) The calculated

spectra of Inayg, Inl, In2, and replacing one oxygen NN with nitrogen.

From Figure 5.6, the calculated spectra of InN and In,O3 are in full agreement
with the measured spectra from N30/0O0 and NO/O30 samples, respectively. The main
features of InN XANES spectrum compose of two shoulders and three peaks labeled
as si, Sz, P1, P2, and ps. All five features are in a very good agreement with the
corresponding features in the N30/O0 samples in both positions and shapes. Similar
agreement can be found between the spectrum of NO/O30 sample and the calculated
In,03 spectrum. This suggests that structurally In atoms in N30/O0 are mostly four-
fold (as those in InN) and in NO/O30 are mostly six-fold (as those in In,O3). If we
compare the measured spectra of different O content (from the bottom curve to the top

curve of Figure 5.6 (a)), we can see that the five features are progressively evolved as
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O content increased. The progressive changes include: (1) the reduction of s; peak
(for clarity, the same set of spectra without offset is shown in the inset), (2) the
broadening and increasing in magnitude of p; peak, (3) the reduction of p, peak, and
(4) the significant broadening accompanied by a slight shift to higher energy of peak
ps. Interestingly, the spectrum of N30/O5 (at 43% O content) is still almost perfectly
overlapped with that of N30/O0 with an exception of s; shoulder, which is slightly
reduced (see inset of Figure 5.6 (a)). This indicates that most of In atoms in N30/O5
remain four-fold and O atom are substituting on the N sites. We calculated the
XANES spectra for InNggOg4 alloy in wurtzite structure to test our assumption (the
second curve from bottom in Figure 5.6 (b)). The calculated spectrum is almost
overlapped with that of (calculated) pure InN for the photon energy beyond the s;
shoulder. Moreover, a small reduction in s; shoulder of the N30/O5 spectrum in
comparison with that of N30/O0 is nicely reproduced by the InNgOo4 alloy
simulation. The reduction in the s; shoulder is caused by the changes in the low
conduction band states due to the replacement of N by O atoms as previously
discussed. For samples with higher O contents (N30/010 and N30/020), the spectra
show a mixed signature between that of InN (four-fold) and In,O5 (six-fold). The
excess O atoms above the substitutional solubility limit (assumed to be ~40%) of InN
can either form a phase separated In,Os-like structure or an inclusion of local In,Os-
like structure both of which leads to a formation of six-fold In atoms. In this model,
the composition in the sample can be written as (INNo§O0.4)r(INO1.5)1.F, Where F is a
fraction of four-fold In atoms out of all In atoms. The value of F can be calculated
using a relationship [O]:[In] = 0.4F + 1.5(1 — F), where the [O]:[In] ratio of each

sample was determined from AES and is shown in Table 5.1. This gives the F values
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of 0.49 and 0.38 for N30/020 and N30/010, respectively. The corresponding spectra,
which are calculated using weight averaged between InNgOo4 and pure In,O3, are
shown in Figure 5.6 (b). The spectra show the mixed signature of InN and In,O3 that
are consistent with the measured spectra of N30/010 and N30/020. s; shoulder also
further decreased from pure InN as more O content is added (insets of Figure 5.6).

In a detailed investigation, the spectra of both N30/O10 and N30/020 samples
appear to be very similar to each other and the s; shoulder of N30/0O20 is only slightly
lower than N30/010 (see inset of Figure 5.6 (a)). The simulations also show the same
trend, i.e. the s; shoulder of the spectrum with F = 0.38 is just slightly lower than that
of F = 0.49 (see the inset of Figure 5.6 (b)). However, when observing the decrease of
s; shoulder in comparison to that of InN, we can see that the simulations (F = 0.38
and F = 0.49 spectra) give larger drop in the s; shoulder in comparison to those of
samples N30/010 and N30/020. This suggests that N30/010 and N30/020 samples
may contain more four-fold In atoms, i.e., higher F ratios than those used in the
simulations. We found that a simulation with F ~ 2/3, i.e. 2/3 of In atoms are four-fold
and 1/3 of In atoms are six-fold, can provide a better agreement in the s; feature with

the experiment (not shown).

5.5 Conclusion

In summary, we have performed In Ls-edge XANES study of indium oxynitride
prepared by rf magnetron sputtering with different oxygen contents. The independent
first principles XANES calculations of bulk InN and In,O3 give unambiguous
agreement with the spectra from the samples prepared by using only N, and O, gas,

respectively. Our results suggest that as much as 40% of oxygen can replace N in
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four-fold InN structure. The spectra from the samples with higher O contents show
that the alloy contains both four-fold and six-fold indium atoms. This implies that
either the samples are phase separated or there exist a preferred intermediate crystal
structure containing both four-fold and six-fold In atoms. Our calculations also show
that the XANES features are not strongly affected by the substitution of N by O or

vice versa.
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CHAPTER VI
HYDRATIONS STRUCTURES OF Ca”* AND CI" IONS

BY X-RAY ABSORPTION SPECTROSCOPY

6.1 Introduction

Hydration structures of the arrangement of water molecules around many ions are
not very well understood. In this chapter, the XAS of two ions, Ca®" and CI, are
studied. Since ion is an impurity in water, the local structures of water molecules
arranging around ions is consider a type of defect structures. This work has been done
in collaboration with a QM/MM chemist (Assoc. Prof. Anan Tongraar) and a team of
experimentalists (lead by Dr. Saroj Rujirawat). For completeness of the presentation,
all results are shown here. However, the readers should be awared that the contribution
of the thesis’ author in this work is on the XAS (both XANES and EXAFS) simulation
part. The material in this chapter will be submitted for publication in the near future.

Behavior of ions solvated in polar solvents, in particular water, has long been a
topic of scientific interest in order to understand the role of these ions in chemical and
biological processes (Frank, 1956; Williams, 1971). Such detailed knowledge can be
obtained from a variety of experimental and theoretical techniques. In experiments,
powerful techniques from the structural viewpoint are neutron and X-ray diffraction
because they offer a direct probe of ionic structure (Enderby and Neilson, 1981;
Magini, 1988; Neilson, 1988; Skipper et al., 1989; Neilson and Tromp, 1991; Ohtaki

and Radnai, 1993; Howell and Neilson, 1996). However, especially for multi-
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component systems, discrepancies in the established data exist, even for fundamental
properties as the mean ion-oxygen nearest-neighbor distance and the average number
of coordinating solvent molecules. The general reason could be attributed to the lack
of direct information relating to static and dynamics properties of the solvent
molecules surrounding the ions.

Besides the diffraction techniques, X-ray absorption spectroscopy (XAS) is a
powerful tool for an accurate determination of ion hydration structure, due to its
element-specific. In addition, since most of the diffraction techniques restrict their use
only for relatively high concentrations, the XAS technique can be applied to a wider
range of concentrated solutions. XAS spectra can be divided into the X-ray absorption
near-edge structure (XANES) region and the X-ray absorption fine structure (EXAFS)
region, as explained in Chapter III. In general, the EXAFS spectra can provide a good
resolution in detecting near-neighbor solvent environment, especially for systems with
a high degree of local order, while the XANES spectra correspond to the geometrical
arrangement of the solvated ions. For relatively large disordered systems, like
aqueous ionic solutions, however, the presence of multiple scattering (MS) effects
(Crozier et al., 1988; D’Angelo et al., 1994) in the spectra as well as the errors from
asymmetric distributions (Crozier, 1995; Crozier, 1997) are of major problems in the
analysis of XAS data. To simplify the process of XAS data interpretation, the use of
information derived from other sources, in particular molecular simulations, is of
special interest.

Molecular simulations, in particular molecular dynamics (MD) technique, have
been employed to generate partial pair distributions, g(R)’s, from which a model y(k)

is constructed and then used as starting model in the analysis of XAS data. In this
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respect, the accuracy in the XAS data analysis depends crucially on the reliability of
the simulation results. The combined XAS measurements, in particular EXAFS, and
MD simulations technique has successfully been applied to several aqueous and non-
aqueous ionic solutions, providing more comprehensive understanding on the
structure of ions that solvated in solutions (D’Angelo et al., 1995; Di Cicco, 1996; Di
Cicco et al., 1996; Crozier, 1997; Kuzmin et al., 1997; Wallen et al., 1998; D’ Angelo
and Pavel, 1999; Rossano et al., 1999; Di Cicco et al., 2000; Fulton et al., 2000;
D’Angelo and Pavel, 2001; Trapananti et al., 2002; Dang et al., 2006). In terms of
molecular simulations, however, most of the previous works had relied on molecular
mechanical (MM) force fields, in which the potential functions describing the ion-
water and water-water interactions are mostly constructed with respect to a set of
experimental data or to ab initio calculations. For strong interacting systems, like
aqueous ionic solutions, however, it has been demonstrated that “quantum effects” are
significant and that the inclusion of these effects in the simulations is mandatory
(Rode et al., 2004; Rode et al., 2005). Nowadays, a high-level quantum
mechanics/molecular mechanics (QM/MM) MD technique has been shown to be an
elegant approach for studying condensed-phase systems, in particular the aqueous
ionic solutions (Kerdcharoen et al., 1996; Tongraar et al., 1997; Tongraar et al., 1998;
Schwenk et al., 2001; Tongraar et al., 2002; Tongraar and Rode, 2003; Rode et al.,
2004; Intharathep et al., 2005; Rode et al., 2005; Tongraar and Rode, 2005; Xenides
et al., 2005). With regard to the QM/MM MD technique, the most interesting region,
a sphere which includes the ion and its surrounding solvent molecules, is treated
quantum mechanically. By this scheme, the complicated many-body contributions as

well as the polarization effects, which are hardly accessible through the basic
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assumptions underlying the MM potentials, can be reliably included into the defined
QM region.

In the present work, a combination of XAS (EXAFS and XANES) measurements
and QM/MM MD simulations was employed to study the hydration shell structure of
Ca®" and CI'. For Ca®", established results in the literature, both experimental and
theoretical investigations, reveal a rather inhomogeneous picture of this hydrated ion.
X-ray diffraction experiments on calcium halide aqueous solutions reported hydration
numbers between 6 and 8 (Licheri et al., 1976; Cummings et al., 1980; Hewish et al.,
1982; Probst et al., 1985; Smirnov et al., 1997; Spangberg et al., 2000; Jalilevand et
al., 2001), whereas neutron diffractions yielded larger deviated values, ranging from
5.5 to 10 (Cummings et al., 1980; Hewish et al., 1982). Although the observed
difference in these experimental data is considered mainly as a consequence of
concentration dependence, the uncertainty in the coordination number exist even at
similar concentrated solutions (Cummings et al., 1980; Hewish et al., 1982; Smirnov
et al., 1997). Recent EXAFS measurements indicated that this ion has coordination
numbers between 7 and 8 (Spangberg et al., 2000; Fulton et al., 2003; Dang et al.,
2006). Computer simulations also provided large deviation in the coordination
numbers, ranging from 6 to 10 (Probst et al., 1985; Palinkas and Heinzinger, 1986;
Floris et al., 1994; Kalko et al., 1996; Kerdcharoen et al., 1996; Obst and Bradaczek,
1996). This observed discrepancy could be attributed strongly to the different
theoretical models, i.e., the potential functions, employed in the simulations. In the
case of CI, the interactions of this ion with its surrounding water molecules are
generally weaker than that of Ca®” and energetically comparable with water-water

interactions in bulk water. This makes the structural determination of the CI” hydrate
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becomes more difficult. Consequently, the uncertainty in the coordination number of
CI in water is found both in experimental and theoretical studies, varying from 4 to 9
(Neilson and Tromp, 1991; Ohtaki and Radnai, 1993) and from 5.1 to 8.4 (Clementi et
al., 1976; Mezei and Beveridge, 1981; Impey et al., 1983; Chandrasekhar et al., 1984;
Heinzinger, 1985; Smith and Dang, 1994; Koneshan et al., 1998; Ignaczak et al.,

1999; Tongraar and Rode, 2003), respectively.

6.2 Experimental Details

The experimental Ca and CI K-edge XAS spectra of 2.0 M aqueous CaCl, solution
were measured at beamline 8 of Synchrotron Light Research Institute (SLRI) in
Nakhon Ratchasima, Thailand. (see Figure 6.1) All EXAFS and XANES spectra were

recorded in transmission mode using ionization chambers as detectors. All XAS

Figure 6.1 The x-ray absorption instrument at beamline 8 (BL-8) of Siam Photon
Source (electron energy of 1.2 GeV, beam current 120-80 mA), Synchrotron Light

Research Institute, Thailand.
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spectra were collected at ambient temperature and atmospheric pressure. Double
crystal monochromator Si(111) was used to scan the x-ray energy with the photon
energy step of 0.25 eV in the energy range of 3,890-4,440 and 2,720-3,200 eV which
cover the EXAFS region for Ca and Cl K-edge, respectively. The SLRI storage ring
was running at energy of 1.2 GeV with electron currents between 120-80 mA. The
solutions were kept in cells with Kapton film windows and Teflon spacers of 0.25 mm.

All structural factors (k) were weighted by k* and windowed between 2.0 < k <

8.0 A using a Hanning window (Hay and Wadt, 1985; Rehr et al., 1992; Newville et

al., 1995) W(k) with dk =1.0 A™".

6.3 Computational Details

6.3.1 QM/MM MD simulations

By the QM/MM MD technique (Kerdcharoen et al., 1996; Tongraar et al., 1997;
Tongraar et al., 1998; Schwenk et al., 2001; Tongraar et al., 2002; Tongraar and Rode,
2003; Rode et al., 2004; Intharathep et al., 2005; Rode et al., 2005; Tongraar and
Rode, 2005; Xenides et al., 2005), the system is divided into two parts, namely QM

and MM regions. The total interaction energy of the system is defined as
Etotal = <TQM ‘H ‘ lPQM >+ EMM + EQM—MM > (6.1)
where <‘PQM ‘I—] “PQM > refers to the interactions within the QM region, while Epyy and

Eom-mm represent the interactions within the MM and between the QM and MM
regions, respectively. The QM region, the most interesting part which contains the ion
and its surrounding water molecules, is treated quantum mechanically, while the rest

of the system is described by classical pair potentials. In general, the post-HF methods
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with the extended basis sets are most suitable for the QM treated region but it turns
out to be computationally prohibitive. In practice, some essential parameters such as
level of quantum mechanics calculations, basis set and size of QM region must be
optimized, compromising between the quality of the simulation results and the
requirement of CPU time. Since the performance of correlated ab initio methods is
still far too time-consuming, Hartree-Fock (HF) method was employed for the
treatment of all interactions within the QM region. The HF method has been well
validated in previous QM/MM studies (Kerdcharoen et al., 1996; Tongraar et al.,
1997; Tongraar et al., 1998; Schwenk et al., 2001; Tongraar et al., 2002; Tongraar
and Rode, 2003; Rode et al., 2004; Intharathep et al., 2005; Rode et al., 2005;
Tongraar and Rode, 2005; Xenides et al., 2005), even for the treatment of anions
(Tongraar and Rode, 2003). All quantum mechanical calculations were carried out
using DZV+ (Dunning and Hay), LANL2DZ (Dunning and Hay; Hay and Wadt,
1985) and 6-31+G (Hehre et al., 1972; Frisch et al., 1984) basis sets for H,O, Ca*’
and CI, respectively. The QM sizes with diameters of 8.8 and 9.2 A were chosen for
the systems of aqueous Ca*" and CI solutions, respectively. These QM sizes were
considered large enough to ensure that the quantum mechanical forces beyond the
QM region smoothly converge to pair potential forces. For the treatment of all
interactions within the MM and between the QM and MM regions, a flexible model,
which describes intermolecular (Stillinger and Rahman, 1976) and intramolecular
(Bopp et al., 1983) interactions, was employed for water and the pair potential
functions for describing Ca’-H,0 and CI-H,O interactions were obtained from

previous works (Tongraar et al., 1997; Tongraar and Rode, 2003).
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During the QM/MM simulations, exchange of water molecules between the QM
and MM regions took place frequently. With regard to this point, the forces acting on
each particle in the system were switched according to which region the water
molecule was entering or leaving the QM region and is defined as

F = S, (NFgy + (=S, (N)Fyy . (6.2)

where Fom and Fuum are quantum mechanical and molecular mechanical forces,

respectively. Sy(r) is a smoothing function (Brooks et al., 1983) described by

S, (r) =1, forr<r,
r>—r>)*(r} +2r* =3r’
Sy (r) - zr(zo—rzf 1), forr, <r<r,, (6.3)
0 1
Sp(r) =0, forr>r,,

where r; and ry are the distances characterizing the start and the end of the QM region,
applied within an interval of 0.2 A (i.e., between the Ca’>"-O and CI-O distances of
4.2-4.4 and 4.4-4.6 A, respectively).

The QM/MM MD simulations for aqueous Ca*" and CI” solutions were separately
performed in a canonical ensemble at 298 K with periodic boundary conditions. The
system’s temperature was kept constant using the Berendsen algorithm (Berendsen et
al., 1984). A periodic box, with a box length of 18.17 A, contains one ion and 199
water molecules, corresponding to the experimental density of pure water. The
reaction-field method (Adams et al., 1979) was employed for the treatment of long-
range interactions. The Newtonian equations of motions were treated by a general
predictor-corrector algorithm. The time step size was set to 0.2 fs, which allows for
the explicit movement of the hydrogen atoms of water molecules. For both aqueous
Ca®" and CI solutions, the simulations were started with the system’s re-equilibration

for 25000 time steps, followed by another 250000 (Ca*") and 100000 (CI) time steps
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to collect the configurations every 10™ step. This part were performed by our

collaborator (Tongraar, A.).

6.3.2 XAS data analysis

For each of aqueous ion species, the QM/MM MD snapshots taken every 0.5 ps
interval were coupled to electron scattering simulations to produce a set of theoretical
XAS spectra. To compare with the experimental measurements, the simulated XAS
spectrum is thus an average over the spectra of all selected QM/MM MD snapshots.
In the present study, FEFF8.2 program codes (Ankudinov et al., 1998; Ankudinov et
al., 2002), which utilize a full multiple scattering approach based on ab initio
overlapping muffin-tin potentials, were used to generate the spectra. The muffin-tin
potentials were obtained using self-consistent calculations with Hedin-Lundqvist (HL)
exchange-correlation function (Hedin and Lundqvist, 1969). The self-consistent
calculations were performed in a sphere with 5.6 A cutoff radius (contains ~25-30
water molecules) beyond the absorbing atom. This sphere is considered to be large
enough to take into account the influence of outer solvation shell in the computed
spectra, yielding realistic electron relaxations. The full multiple scattering calculations
include all possible paths within a larger cluster with radius of 9.2 A (~105-110 water
molecules).

According to the standard method in the EXAFS data analysis (Rehr et al., 1992;
Newville et al.,, 1995), the average EXAFS spectrum is obtained from a

configurational average,

—ey_ HE)— 14 (E)
#E)= A,uo(Eo) , (64)
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where u(E) is the absorption coefficient as a function of the x-ray energy
E=E,+”’k?/2m,, 4,(E) is the background absorption coefficient, and A, (E,) is

the absorption edge height. Structural parameters corresponding to this spectrum can

be obtained by fitting a model to an expression

F (k) 2R/ A(k)-2k?

7(k) = ZN 52 e " sin[2kR. + 3, (k) - C3,k3] (6.5)

where (k) is the average of the total amplitude as a function of the wavenumber, k.
The fitted parameters include N;, the coordination number, R;, the mean ion-oxygen

distance, o;, the Debye-Waller (DW) factor, and C,;, the anharmonicity of the pair-

distribution. F,(k), @,(k), and A(k) are the average amplitude, average phase, and
mean-free-path factors, respectively. These parameters are obtained by fitting a

spectrum with EXAFSPAK package (George and Pickering, 1995). The S term is

the core-hole or amplitude-reduction factor, which is treated empirically (Fulton et al.,

2003). In the EXAFS data analysis, it should be noted that the uncertainties in the
experimental estimate of S; could lead to an error of approximately 20% for the

values of the coordination numbers. Especially for more disordered systems, where
the multi-electron excitation is a significant portion of the background function, the
errors in estimating the coordination numbers may be higher. Contact ion pairs could
be excluded, since it has been shown that there was no Ca**-Cl” formation even for
6.0 m CaCl, aqueous solution (Fulton et al., 2003).

To obtain a real-space representation of the EXAFS spectra, Fourier
transformations (FT), as implemented in the FEFFIT package (Rehr et al., 1992;

Newville et al., 1995), of the structural factors were carried out using
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Figure 6.2 Ca*"-O and CI'-O RDFs and their corresponding integration numbers.
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6.4 Results and Discussion

6.4.1 QM/MM MD results

Structural properties of the hydrated Ca’" and CI” can be explained in terms of
Ca’-O and CI-O radial distribution functions (RDFs) and their corresponding
integration numbers, as shown in Figure. 6.2. For Ca*", a pronounced first Ca*"-O
peak is observed, with maximum at 2.42 A. The first solvation shell is well-separated
from the second one, giving an average coordination number of 7.4+0.1. In
comparison to the previous QM/MM MD results (Tongraar et al., 1997), which
reported a broad minimum of the first Ca**-O RDF with an average number of first-

shell waters of 8.3, the observed difference in the coordination number could be
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attributed to the use of larger QM size (i.e., in Eq. (3) ro = 4.4 versus 3.6 A (Tongraar
et al., 1997)). This implies information that the QM treatment for the non-additive
contributions beyond the first hydration shell is crucial in order to correctly describe
the hydration shell structure of Ca**. In the case of CI, a less pronounced first C1-O
RDF, with maximum at 3.24 A, is observed. The shape and height of the first CI'-O
peak clearly indicate a high flexibility of this hydrated ion. In addition, the first peak
of CI'-O RDF is not distinctly separated from the bulk, which suggests an easy
exchange of water molecules between the first hydration shell and the outer region.
An integration up to first CI'-O minimum leads to an average coordination number of
5.840.3. In fact, as a consequence of broad CI'-O minimum, the observed
coordination number of CI” could be regarded as rough estimate, i.e., a small shift in
the position of the CI'-O minimum could lead to significant difference in the average
coordination number. For example, as can be seen in Figure 6.2, the integrations up to

the CI™-O distances of 3.5 and 4.0 A yield 4.5 and 8.0 water molecules, respectively.
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Figure 6.3 Distributions of the coordination numbers of Ca*" and CI, calculated

within the first minimum of the Ca®"-O and CI'-O RDFs.
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Figure 6.4 Distributions of the coordination numbers of Ca*" and CI’, calculated

within the first minimum of the Ca®"-O and CI'-O RDFs.
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Figure 6.3 shows probability distributions of the coordination numbers, calculated
within the first minimum of the Ca*"-O and CI'-O RDFs, respectively. For Ca®’, the
most frequent coordination number for this ion is 7, followed by 8 in smaller amount.
In addition, a slight distribution for the coordination number of 6 (~5%) clearly
indicate a less significance of Ca*"(H,0)s formation. In the case of CI, although the
5- and 6-fold coordinated complexes are most frequently found during the QM/MM
MBD simulation, numerous possible species of the hydrated CI” exist, varying from 3 to
9. The observed large variation in the coordination numbers clearly indicates a high
flexibility of the hydration structure of Cl” as well as a high mobility of its first-shell
water molecules.

Figure 6.4 displays the O-X-O angular distributions, calculated up to first
minimum of the X-O RDFs for X = Ca*" and CI, respectively. For Ca®", since the
first-shell waters are mainly oriented by the strong influence of the ion, the structural
arrangement of this hydrated ion with respect to the distinct coordination numbers
between 7 and 8 is well reflected, i.e., by the two pronounced peaks between 60-90°
and between 130-150°. For CI', the observed broad O-CI'-O peak corresponds to the
numerous species of hydrated CI° complexes appear in aqueous solution. In fact, it
should be noted that water molecules in the hydration shell of CI are organized
significantly differ from that of Ca®" hydration, i.e., they are arranged with respect to
the resultant force of the competition between the CI'---H-O hydrogen bonds (see
Figure 6.5) and the hydrogen bonding among water molecules in the same shell
and/or the bulk. Accordingly, this anticipates fast water-exchange rates of the first

hydration shell.
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Figure 6.5 Distribution of the CI'---H-O angle, calculated within the first minimum

of the CI'-O RDF.

More detailed information on the structural arrangement of the hydrated Ca** and
CI complexes can be visualized through the plots of the Ca*"-O and CI-O distances
against the simulation times, as shown in Figure 6.6 and 6.7, respectively. According
to Figure 6.6, it is obvious that the Ca*’(H,0); and Ca’’(H,O)s complexes are
dominantly formed in aqueous solution. Within the simulation time of 50 ps, only 12
water molecules are found to be involved in about 27 water exchange processes,
indicating that most of the first-shell waters are tightly bound to the ion. This reflects
in a well-defined first Ca®" hydration shell. On the contrary, water molecules
surrounding the Cl are quite labile (see Figure 6.7), showing numerous water
exchange processes during the QM/MM MD simulation. Such phenomenon is
understandable since the Cl-water interactions are relatively weak and are
energetically comparable with water-water interactions in bulk water. This clearly

indicates an extremely fast dynamics of the hydrated CI".
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Figure 6.6 Time dependences of (a) Ca**---O distance and (b) number of first-shell
waters, as obtained from the 50 ps of the QM/MM MD simulation. In Figure 6.6a, the

dash line parallel to the x-axis positions the first minimum of the Ca**-O RDF.
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Figure 6.7 Time dependences of (a) CI'---O distance and (b) number of first-shell
waters, selecting only for the first 12 ps of the QM/MM MD simulation. In Figure

6.7a, the dash line parallel to the x-axis positions the first minimum of the C1'-O RDF.
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6.4.2 EXAFS and QM/MM-EXAFS spectra

EXAFS is known as a short-range technique, which is well suited in determining
the detailed shape of the nearest-neighbor peak in the atom-atom pair correlation
functions of disordered systems. For the analysis of EXAFS region, single
backscattering processes are dominant and the coordination number of the absorber
atom is usually defined with respect to Gaussian shells. However, especially for the
relatively large disordered systems, the MS effects may contribute significantly to the
spectrum. As a consequence, the pair distribution functions associated with the
solvent molecules may not Gaussian in form. Such effects are mostly due to scattering
pathways between atoms that located close to the absorber atom. This makes the
EXAFS data analysis becomes more difficult, i.e., an incorrect treatment of this
asymmetry may reflect in unreliable results (Crozier et al., 1988; D’Angelo et al.,
1994).

The combination of MD simulations and EXAFS measurements has recently been
applied to Ca*” and CI" in aqueous solution (Dang et al., 2006). However, it is
important to point out that the MD-EXAFS spectra were generated using MD
trajectories derived by means of empirical potentials. A significant contribution of this
study is, therefore, to benchmark the performance of QM/MM MD approach in order
to generate a more reliable ensemble average, i.e., a better theoretical y(k) used in the
XAS data analysis. By means of QM/MM-EXAFS, it is worth noting that all details
of the ion-water structure inherent in the simulations are represented in the QM/MM-

EXAFS spectrum.
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According to Figure 6.2, the characteristics of the first Ca*"-O and CI'-O RDFs
obtained from the QM/MM MD simulations can be analyzed by fitting these two

peaks with respect to Gaussian distribution

P, 47R*g(R) ~ Le*KR*Rﬂsz, (6.7)
\27o?

where p, is the water number density, 4tR’g(R) is the probability of finding the
oxygen atoms of water molecules within the interval (R, R+dR) from the ion, N, is
the coordination number, R, is the mean ion-O distance, and o~ is the variance or

Debye-Waller factor. The results of the fits are plotted in Figure 6.8. All fitted
parameters characterizing the first peak of the Ca’’-O and CI-O RDFs are
summarized in Table 6.1. As can be seen in Figure 6.8, the first peak of the ion-O
RDFs resulting from the QM/MM MD simulations are significantly distorted from
Gaussian distributions, especially for the case of CI', showing an asymmetric nature of
the first hydration structure. Nevertheless, the fits show reasonable representations of
the first hydration shell of both Ca*" and CI". In this respect, it is demonstrated that the
neglect of the asymmetric contributions in the fitting could lead to an underestimation
of the coordination numbers. A comparison of the coordination numbers as obtained
from the detailed analysis of the Ca®*"-O and CI-O RDFs in Figure 6.2 and the
corresponding data in Table 6.1 clearly confirms this statement. In addition, it should
be mentioned that the Debye-Waller factors determined from the simulations are also

somewhat different from the “ideal” Gaussian width.
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Figure 6.8 Comparison between the first Ca’"-O and CI'-O RDFs and their fits with

respect to Gaussian function.

Table 6.1 Ion-oxygen distances, Debye-Waller factors, and coordination numbers, as

obtained from fitting of the first peak of Ca>"-O and CI'-O RDFs.

ion Ro(A) o’(A%) N

Ca*" 2.445 0.0096 6.8

Cr 3.314 0.0352 53
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Figure 6.9 Structural factors for Ca®" in water, comparing between the results

obtained from the QM/MM MD simulation and the corresponding experimental

measurements.

Figure 6.9 and 6.10 show the k’-weighted (k) spectra for Ca*" and CI in water,

respectively, comparing between the results obtained by the QM/MM MD simulations
and the experimental measurements. In addition, the corresponding experimental data
measured by Dang et al. (Dang et al., 2006) was also given for comparison. For Ca**
(Figure 6.9), the wavelength of the oscillations with respect to k appears to match
between the measured EXAFS and the QM/MM-EAXEFS spectra, implying that the
agreement in the mean Ca’"-O distances is satisfactory. In the case of CI (Figure
6.10), the QM/MM-EXAFS spectrum shows good agreement with the curve measured

by Dang et al. (Dang et al., 2006) For the pattern of the experimental y(k ) spectrum,

however, the agreement is found to be far from satisfactory, in particular at high k.
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Table 6.2 Ion-oxygen distances, Debye-Waller factors, and coordination numbers, as

obtained from the analysis of the measured EXAFS spectra.

ion Ro(A) o’ (A% N
- 2.410 0.0123 6.6
Ca
2.429% 0.0115% 6.8%
or 2.943 0.0455 5.8
3.110° 0.0290% 6.4%

* EXAFS measurements from Dang et al. (Dang et al., 2006)

— QM/MM-EXAFS
~ e EXpt :
e Dang-expt.

k(A

Figure 6.10 Structural factors for CI" in water, comparing between the results

obtained from the QM/MM MD simulation and the corresponding experimental

measurements.
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Figure 6.11 Fourier transformations of the structural factors for Ca’" in water,

comparing between the results obtained from the QM/MM MD simulation and the

corresponding experimental measurements.

Following the expression given by Eq. (6.5), the structural parameters for both
aqueous Ca’" and CI systems as determined from the measured EXAFS spectra are
reported in Table 6.2. For Ca”™", the simulation results (Table 6.1) are in good
agreement with the measured results (Table 6.2), and are in consistent with the
experimental data from Dang et al. (Dang et al., 2006) In contrast to Ca*", the
problem in determining the hydration shell structure of CI is raised by the weak and
asymmetric nature of the Cl-water interactions. This apparently reflects in the
observed difference of structural parameters determined from the simulations and

measurements.
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Figure 6.12 Fourier transformations of the structural factors for CI in water,
comparing between the results obtained from the QM/MM MD simulation and the

corresponding experimental measurements.

For direct comparison, the QM/MM-EXAFS and the corresponding measured
EXAFS spectra were transformed (using Eq. (6.6)) into the identical manners, as
depicted in Figure 6.11 and 6.12, for the aqueous Ca®" and CI solutions, respectively.

With regard to the y(R) spectra, the main peak is primarily due to the scattering

originated mostly from the oxygen atoms of first-shell water molecules. Considering
the feature of the measured EXAFS spectra, the spurious peaks at low-distance values
can be understood due to the presence of multi-electron transitions. For both Ca** and
CI systems, it is obvious that the peak positions obtained from the QM/MM-EXAFS

spectra are in good accord with the experimental measurements. In addition, the
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QM/MM-EXAFS peaks are significantly broader than for the measured ones,
supplying information that the solvent molecules surrounding the ions are more

disordered in the simulated structures.

6.4.3 XANES and QM/MM-XANES spectra

In the XANES region, since the kinetic energy of the photoelectron is low, the MS
effects are dominant. For the case of aqueous Ca®" and CI” solutions, these effects are
mostly due to scattering pathways between atoms of water molecules surrounding the
ions. In general, the XANES spectrum is considered to be insensitive to disorder, but
characteristics of the geometrical arrangement of the hydrated ions. Consequently,
this spectrum is often used as fingerprint for characterizing neighborhood of the ions.
For Ca®’, the XANES spectra generated for every 0.5 ps of the QM/MM MD
snapshots are plotted in Figure 6.13. As one can see, the observed variation in the
XANES spectra exist, which corresponds to the different geometrical arrangements of
the hydrated Ca®" in aqueous solution. To correctly describe the characteristics of this
hydrated ion, it should be noted that a representative set of geometries extracted from
the QM/MM MD trajectories must cover all possible molecular configurations, i.e.,
the QM/MM MD simulation must be performed on a time scale that is large enough
to provide a reliable ensemble average. A comparison between the measured and
simulated XANES spectra is shown in Figure 6.14. Apparently, although each
theoretical XANES spectrum shows noticeable difference in the relative intensity of
the resonance, the average of them gives satisfactory agreement with the measured

one. This supplies information that molecular configurations of Ca*" in aqueous
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Figure 6.13 Simulated XANES spectra for Ca®" in water, as obtained from each of

QM/MM MD snapshots.

solution obtained from the QM/MM MD simulation are realistic, which enable us to

understand the characteristics of this hydrated ion, in particular at molecular level.
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The feature of the XANES spectrum at about 4049 eV is primarily demonstrated
as a result of Ca>"-O single scattering in the first hydration shell (Fulton et al., 2003),
in conjunction with minor contributions from the second hydration shell as well as
from the first-shell multiple scattering. As can be seen in Figure 6.14, a small feature
at about 4039 eV is recognizable, which is assigned to 1S — 3d transition. This
transition is considered as an evidence for the absence of multiple scattering
contributions originating from a symmetric octahedral structure. Such phenomenon is
in consistent with the coordination number of 6.6 resulted in the EXAFS data analysis.

In the case of CI" hydration, where the hydration structure is not well defined, the
simulated XANES spectra obtained for every 0.5 ps of the QM/MM MD snapshots
show even larger variations (see Figure 6.15), compared to the case of Ca’". In this
sense, the statistical information regarding all possible hydration shell structures
instantaneously distorted during the QM/MM MD simulation has an important effect
on the average spectrum. In Figure 6.16, it is apparent that the average XANES
spectrum shows its feature that is in good accord with the experimental one. This
indicates that the geometrical arrangements of the hydrated Cl° obtained in the
QM/MM MD simulation are also realistic. In this context, the molecular
configurations obtained by the QM/MM MD simulation can be used as reliable

representatives for the geometrical arrangement of the C1™ hydration.
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Figure 6.14 Comparison between the experimental Ca K-edge XANES spectrum and
the spectra obtained from the QM/MM MD simulation. The simulation results are
displayed in terms of an average XANES spectrum, together with the standard

deviations taken from the overall QM/MM MD snapshots.
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Figure 6.16 Comparison between the experimental Cl K-edge XANES spectrum and
the spectra obtained from the QM/MM MD simulation. The simulation results are
displayed in terms of an average XANES spectrum, together with the standard

deviations taken from the overall QM/MM MD snapshots.

6.5 Conclusion

In this work, we combine the QM/MM MD technique with the corresponding
XAS measurements for studying the hydration shell structure of Ca*" and CI". The
QM/MM MD results and the detailed analysis on the measured XAS spectra clearly
indicate the characteristically low symmetry and disordered nature of the first
coordination shell of these ions, especially for the case of Cl. In terms of XAS
measurements, the presence of MS effects in the measured spectra and the errors from

asymmetric distributions are of the major problems in the analysis of the XAS data.
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To simplify these problems, QM/MM MD simulations have been performed to
generate theoretical XAS spectra, from which these spectra have been used as starting
models in the XAS data analysis. By this scheme, since the accuracy in the
interpretation of XAS data depends crucially on the reliability of the simulated XAS
models, the use of QM/MM MD technique is highly recommended, over other MM
approaches, in order to generate a more reliable ensemble average, i.e., a better
theoretical y(K). In particular for XANES, since there is no direct relationship between
the XANES spectrum and the geometry of the hydrated ion, a representative set of
geometries of the hydrated ions extracted from the QM/MM MD trajectories is

extremely useful in order to simplify the process of XANES data interpretation.
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CHAPTER VII

CONCLUSION AND FUTURE WORK

A brief theoretical background of first-principles density functional theory was
given in Chapter Il. In Chapter IV, the vibrational frequency of O and H defects in
CdTe obtained from first-principles calculations were calculated and used to compare
with the corresponding IR measurements. Our results show that the IR signature of
Ore in CdTe has been correctly identified by Ramdas’s Group. However, our results
show that their identifications of high frequency modes are faulty. The more likely
structures are presented and discussed. In Chapter V, the study of InON alloys was
presented. A combination of first-principles calculations and XAS measurement was
used to identify the local structure of indium oxynitride films with various O:N ratios.
The XANES spectra are sensitive to the local structure of the absorbing atom (in this
case In). It is found that the XANES shape is sensitive to the coordination number of
In (four-fold/six-fold) but not very sensitive to the neighboring specie (O or N). The
XANES spectrum of each sample, when used in conjunction with the simulation, was
used to determine the amount of four-fold and six-fold In atoms in the alloy. In
Chapter 1V, a combination of first-principles calculations and XAS measurement was
used to verify the dynamic hydration structures of ions (Ca®* and CI") in aqueous
solutions. It is found that XANES spectrum is sensitive to the movement (dynamic) of
water molecules around ion. As a result, the XANES measurement can be used to

compare with the average XANES spectrum based on QM/MM dynamics over
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sufficiently long time. If the dynamic of the hydration structure is properly simulated,
the average XANES spectrum should be consistent with the measured one.

A combination of first-principles density functional simulations with the
corresponding experimental measurements such as IR or XAS measurements is a
powerful technique for analyzing the defect structures in materials. This technique can
be applied to both periodic systems (solid) as well as non-periodic systems (liquid).

In the future, we are planning to investigate the local structures and some physical
properties of various defects and impurities in different materials. Examples include

Cr-doped Al,O3, Mn-doped BaTiOs, and Br’ in aqueous solutions.
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APPENDIX A

CODES FOR PREPARATION OF INPUT

FILES AND EXTRACTING FORCES

FOR DYNAMIC MATRIX CALCULATIONS

Vibrational frequencies of defects or impurities in the crystals can be determined
by using first-principles method described in the Chapter II and IV. In each case of
the full dynamic matrix calculations, we need to construct the dynamic matrix from
the forces acting on each atom (Hellmann-Feynman forces) as an atom in the system
displaced. Since there are, in general, many atoms in the system, the task of displacing
one atom in one direction at a time and collecting all forces is very labors one to do
manually. For this reason, we created Fortran codes to prepare a set of VASP input
files. At the issuing a series of VASP run, the codes construct the dynamic matrix and
calculate the vibrational frequencies by solving the dynamic matrix. First, we created
the codes to shift each atom from its equilibrium positions (one at a time), i.e., X+A,
y£A, or z+A, where A is a small value (Table A.1). From this codes, we get 3Nx2 (N
is the number of atoms in the crystal) position files (POSCAR). After that, a script to
issue a series of VASP run is used to calculate the Hellmann-Feynman forces acting
on each atom from each position file. To construct the dynamic matrix, we created the
codes (shown in Table A.2) to pick the needed data from the output files of VASP

codes and constructed the dynamic matrix. The vibrational frequency and
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vibrational mode can be obtained from the eigenvalues and eigenvectors of the
constructed dynamic matrix. We generated the codes to diagonalize the dynamic

matrix to obtain the eigenvalues and eigenvectors (Table A.3).

Table A1 The Fortran codes used for moving each atom from its equilibrium

position.

* Written by Mr.Jiraroj T-Thienprasert
program vaspDYNAMIC

*

*

implicit none

integer typemax,nmax

parameter (typemax=5, nmax=500)

integer i,typ,atom,n(typemax),p,s,t,q,k,l

real*8 ax(3),ay(3),az(3),step

double precision alat,x(nmax),y(nmax),z(nmax) ,xp(nmax)

double precision xn(nmax),yp(nmax),yn(nmax),zp(nmax),zn(nmax)
- ,A(nmax, 3) ,B(nmax, 3) ,C(nmax, 3)

character*80 heading

character*12 pick

character*12 posn(500,3),posp(500,3)

character*1l lattype

*

* direction + step

posp(1,1) = "POSCARP1,1"
posp(1,2) = "POSCARP1,2*
posp(1,3) = "POSCARP1,3"
posp(2,1) = "POSCARP2,1*"
posp(2,2) = "POSCARP2,2*

posp(108,3) = "POSCARP108,3"

posp(109,1) = "POSCARP109,1"

posp(109,2) = "POSCARP109,2*

posp(109,3) = "POSCARP109,3*
* direction -step

posn(1,1) = "POSCARN1,1*
posn(1,2) = "POSCARN1,2*
posn(1,3) = "POSCARN1,3"
posn(2,1) = "POSCARN2,1*
posn(2,2) = "POSCARN2,2*

posn(108,3)
posn(109,1)
posn(109,2)
posn(109,3)

"POSCARN108,3"
"POSCARN109,1"
"POSCARN109,2*
"POSCARN109,3"

*

* read file from CONTCAR
pick = "CONTCAR"
OPEN(UNIT=1000, FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")
read(1000,104) heading
read(1000,*) alat
read(1000,*) (ax(i),ay(i),az(i),i=1,3)
write(*,105) "Please give input number of species:
read(*,*) typ
read(1000,*)(n(i),i=1,typ,1)
atom = 0
do i=1,typ
atom = atom + n(i)
enddo
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write(*,*)"Total atom:*",atom
read(1000, " (a) ") lattype
if (lattype.NE."C".and.lattype.NE."c") then
write(*,*) "ERROR The input file is not Cartesian typel!ll*
write(*,*) "Please use vaspD2C to convert CONTCAR first!"
endif
read(1000,*) (x(i),y(i),z(i),i=1,atom)
CLOSE(UNIT=1000)

* END of read file from CONTCAR
write(*,105) "Please put your small change:
read(*,*) step
do i=1,atom

xp(i) = x(i) + step
xn(i) = x(i) - step
yp(i) = y(i) + step
yn(i) = y(i) - step
zp(i) = z(i) + step
zn(i) = z(i) - step
enddo
* make matrix -- perturb in + B and - Cstep --

s =1

19 IF (s-LE.atom) then
B(s,1) = xp(s)
B(s,2) = yp(s)
B(s,3) = zp(s)
C(s,1) = xn(s)
C(s,2) = yn(s)
C(s,3) = zn(s)
s=s+1
go to 19
endif

*

Make POSCAR in + STEP
do s=1,atom

k =1
Hmmm make matrix -- don"t perturb --
20 IF (k.LE.atom) THEN
Alk,1) = x(k)
A(k,2) = y(K)
Ak,3) = z(k)
k=k+1
go to 20
END IF
1 =1
21 if (1.LE.atom) then
1=1+1
go to 21
end if
do t=1,3
k=1
22 IF (k.LE.atom) THEN
Alk,1) = x(k)
A(k,2) = y(k)
Ak,3) = z(k)
k=k+1
go to 22
END IF

pick = posp(s,t)
A(s,t) = B(s,t)
OPEN(UNIT=1002,FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")

write(1002,104) heading

write(1002,101) alat

write(1002,101) (ax(i),ay(i),az(i),i=1,3)
write(1002,102) (n(i),i=1,typ,1)
write(1002,106) "CARTESIAN-by-vaspD2C*

do p=1,atom

write(1002,101) (A(p,9),q=1,3)
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enddo
Close(UNIT=1002)
enddo
enddo
* Make POSCAR in - STEP
do s=1,atom
k=1
Hmm - make matrix -- don"t perturb --
30 IF (k.LE.atom) THEN
Ack,1) = x(k)
Ak,2) = y(k)
Ak,3) = z(k)
k=k+1
go to 30
END IF
B e e e e e e e e e e e e e e
1 =1
31 if (1.LE.atom) then
1=1+1
go to 31
end if
do t=1,3
k=1
32 IF (k.LE.atom) THEN
Ack,1) = x(k)
Ak,2) = y(k)
Ak,3) = z(k)
k =k+1
go to 32
END IF

pick = posn(s,t)
A(s,t) = C(s,1b)
OPEN(UNIT=1005,FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")

write(1005,104) heading
write(1005,101) alat
write(1005,101) (ax(i),ay(i),az(i),i=1,3)
write(1005,102) (n(i),i=1,typ,1)
write(1005,106) "CARTESIAN-by-vaspD2C*
do p=1,atom
write(1005,101) (A(p,9),.q9=1,3)
enddo
Close(UNIT=1005)
enddo
enddo

* format for writting
101 format(3f22.15)
102 format(617)

103 format(a20)

104 format(a80)

105 format(A\)

106 format(a20)
end

Table A.2 The Fortran codes used for constructing the dynamic matrix.

* Written by Mr._.Jiraroj T-Thienprasert

program vasplnfraredMatrix
* This programe is used to get position and force and construct effective charge
*  matrix of each atom from OUTCAR file

implicit none

integer typemax,nmax,tota,numf,speci,num
parameter (typemax=10, nmax=30000)

integer i,typ,atom,n(typemax),p,j.k,0,q
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real*8 ax(3),ay(3),az(3),step, lallt,mass,Mas(nmax)

double precision alat,xp(nmax),yp(nmax) ,zp(nmax) ,xn(nmax)
. ,FPy(nmax) , FPz(nmax) , yn(nmax) , zn(nmax) , FNx(nmax) , FNy (nmax)
. ,FNz(nmax) , FPx(nmax) , Fax(nmax) , Fay (nmax) , Faz (nmax) , kx (nmax)
-, ky(nmax) , kz(nmax) ,DYN(400,400) ,Masss(nmax) ,Mac(400,400)

. ,DYNAMIC(400,400)

double precision none

character*80 heading,pick3

character*10 pick

character*1l lattype

character*10 pick2,name,Nam(nmax)

*

read file

write(*,*) "Il YOU MUST HAVE "OUTCAR-P"™ and "OUTCAR-N' 1I11*®
K read file from "OUTCAR-P"

pick = "OUTCAR-P*

OPEN(UNIT=1000, FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")

write(*,105) "Please put your Total atom : *
read(*,*) tota
numf = tota*3
write(*,105) "Please put Step change (0.01,0.02 or ...) : *
read(*,*) step
write(*,105) "Please put your lattice contstant : *
read(*,*) lallt
K- this loop for number of file --—————-—-
do i=1,numf
read(1000,103) pick2
10 IF (pick2(1:9).NE." POSITION") THEN
read(1000,106) pick2
go to 10
ENDIF
read(1000,106) pick2
do j=((i*tota) - (tota-1)),tota*i
read(1000,*) xp().yp(d),zp(Q).FPxA),.FPY(d).FPz(3)

enddo
enddo
CLOSE(UNIT=1000)
*
B read file from "OUTCAR-N"

pick = "OUTCAR-N*
OPEN(UNIT=1000, FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")
K- this loop for number of file - -—————-—-
do i=1,numf
read(1000,103) pick2
11 IF (pick2(1:9).NE." POSITION") THEN
read(1000,106) pick2
go to 11
ENDIF
read(1000,106) pick2
do j=((i*tota) - (tota-1)),tota*i
read(1000,*) xn(3),yn(d),.zn(J),FNx@),FNy@),FNz(G)
enddo
enddo
CLOSE(UNIT=1000)

*
*

*----Make force average-----
do i=1,numf*tota

Fax(i) = (FPx(i) - FNx(i))”/2
Fay(i) = (FPy(i) - FNy(i))/2
Faz(i) = (FPz(i) - FNz(i))/2
enddo

*----Make spring contstant k---

do i=1,numf*tota

kx(1) = -Fax(i)/(step*lallt)
ky(i) = -Fay(i)/(step*lallt)
kz(i) = -Faz(i)/(step*lallt)
enddo

k=0



write(*,105) "Please give input number of species :

read(*,*) speci
do i=1,speci

write(*,111) i,"atom name , atomic mass and number of atom :

read(*,112) name
read(*,*) mass
read(*,114) num

do j=1,num
k=k+1
Mas(k) = mass
Nam(k) = name
end do
end do
*--- Mass and Name of each atoms------

do i=tota+l,tota*numf
Mas(i) = Mas(i - tota)
Nam(i) = Nam(i - tota)
enddo

—————— Rearange matrix k(spring constant)------
o=1
do 1=1,numf
p =1
do j=1,tota
DYN(i,p) = kx(0)
p=p+1

i=1

DO i=1,tota
Masss(J) = Mas(i)
i=i+1
Masss(() = Mas(i)
i=i+1
Masss(J) = Mas(i)
i=i+1

END do

DO i=1,numf
do j=1,tota*3
Mac(i,j) = Masss(i)*Masss()
enddo

ENDDO

DO i=1,numf
do j=1,tota*3

DYNAMIC(i,j) = DYN(i,J) 7/ (SQRT(Mac(i,j)))

enddo

* ok % F

OPEN(UNIT=1001,FILE="Data"” ,ACCESS="SEQUENTIAL" , FORM="FORMATTED
)

write(1001,108) “POSITION-P*®,"FORCE-P","POSITION-N", "FORCE-N"
Write(1001,107) (Nam(i),xp(i),yp(1),zp(i),FPx(i),FPy(1),FPz(1)
_,xn(i),yn(i),zn(i),FNx(i),FNy(i),FNz(i), i=1, numf*tota)

write(1001,*) * *
write(1001,109) "FORCE-Average-®,"k-spring”

Write(1001,110) (Nam(i),Fax(i),Fay(i),Faz(i),kx(i),ky(i),kz(i),i=1

. ,humf*tota)
Close(UNIT=1001)

——————————— write DYNAMIC MATRIX to file DYNAMIC.dat
OPEN(UNIT=1010,FILE="Data2" ,ACCESS="SEQUENTIAL" , FORM="FORMATTED
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101
102
103
104
105
106
107

108
109
110
111
112
113
114
115
116

Table A.3  The Fortran codes used for solving the dynamic matrix.

OPEN(UNIT=1011,FILE="Dynamic-matrix" ,ACCESS="SEQUENTIAL" ,FORM=

"FORMATTED")
write(1010,105) “Written by Jiraroj T.thenprasert *
write(1010,105) * *
write(1010,105) “spring constant *
do i=1,numf
write(1010,116) (DYN(i,j),j=1,tota*3)
enddo
write(1010,*) * -~
write(1010,105) “Mass *
do i=1,numf
write(1010,116) (Mac(i,j),j=1,tota*3)
enddo
write(1010,*) * *
write(1010,105) "DYNAMIC MATRIX *
write(1011,"(110)") tota*3
do i=1,numf
write(1010,116) (DYNAMIC(i,j),j=1,tota*3)
write(1011,116) (DYNAMIC(i,j),j=1,tota*3)
enddo
Close(UNIT=1010)
Close(UNIT=1011)

-- format for writting------————-—--

format(3f20.6)
format(7(14,1X))
format(a20)
format(a50)
format(A)
format(alo)

format(a3,2x,¥f12.6,2x,¥12.6,2x,f12.6,2x,¥12.6,2x,¥12.6,2x,f12.6,2x
.,f12.6,2x,f12.6,2x,¥12.6,2x,¥12.6,2x,¥12.6,2x,¥12.6)

format(22x,A,33%x,A,34x,A,33%x,A)
format(21x,A,31x,A)

format(a3,2x,f12.6,2x,¥12.6,2x,¥12.6,2x,¥12.6,2x,¥12.6,2x,f12.6)

format(6x,12,1x,A)

format(A3)

format(f)

format(i4)

format(A3,5x,f12.5)

format(300(2x,f15.8))
end

Programe LVM calculation of fulldynamic matrix

** written by Jiraroj T thenprasert

real*8 factor

parameter (factor=521.471)

INTEGER NP, INFO,LDA,LDVL,LDVR, LWORK

character*15 pick,reply

PARAMETER(NP=800, iopt=1,naux=800, Ida=np, Idvl=np, Idvr=np)
parameter (LWORK=5*NP)

real*8 wn(NP),wr(NP) ,wi (NP),VL(NP,NP),VR(NP,NP) ,WORK(NP)
real*8 zn(NP,NP)

INTEGER 1i,j,nrot,kk,ik,n,DataNum,ig,ij,ia

REAL*8 d(NP),v(NP,NP),c(NP,NP) ,Mpure(NP,NP) ,MUnPure(NP,NP),
-EV(NP) ,EVEC(NP,NP),SUM1,SUM2,delta(NP),ppure(NP,NP),Pos(NP)
., dd(NP) ,vw(NP,NP),srr(NP) ,eev(NP) ,Pos2(NP) ,eev2(NP),srrr(NP)
. ,eigen(NP,NP) ,x(NP),Charge(NP,NP), Infra(NP) ,sum, summ,Ram(NP)
. ,Raman(NP,NP) ,omegai ,freq, InfF(NP,NP) 111

logical 1dum(NP)

real*8 aux(naux)

input two Files
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write(*,*) "Put your input file name :
read(*,*) pick

write(*,*) "Do you want to calculate Ir and Raman (yes or No)*
read(*,*) reply

IT (reply.eq."y".or.reply.eq."yes") then
write(™,*) " Put your frequency for Raman spectroscopy (nm)-*
read(*,*) freq

omegail = (2.997924580E8 / 659E-9) / 30E9
write(*,"(al9,f10.4)") "Frequency in cm-1: ", omegai

endif

OPEN(UNIT=1000,FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")
read(1000,*) n

do i=1,n

read(1000,*) (ppure(i,j),j=1,n)

enddo

CLOSE(UN1T=1000)

IT (reply.eq."y".or.reply.eq."yes") then

OPEN(UNIT=1000,FILE="Charge-matrix" ,ACCESS="SEQUENTIAL" , FORM=
. "FORMATTED®)

read(1000,*) n

do i1=1,3

read(1000,*) (Charge(i,j),j=1,n)

enddo

CLOSE(UNIT=1000)
endif

cce Lapack subroutine
call DGEEV("N*","V*",n,ppure,LDA,wr,wi,VL,LDVL,
-VR,LDVR,WORK, LWORK, INFO)

write(*,*) "INFO",info
do 1 =1,n

d(i) = wr(i)
enddo
do 1 =1,n

call picksort(n,Np,d,v,dd,vv)

Do i=1,n
do j=1,n
v(i,§) = w(.j)
enddo
enddo
do i=1,n
d(i) = dd(i)

enddo

write(™,*) "Put your output file name : *
read(*,*) pick

do i=1,n
z=0
do j=1,n
if (z-1t.abs(v(,1))) then
z = abs(v(d.,1))
Pos(i) = j
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eev(i) = z
endif
enddo
enddo

IT (reply.eq."y".or.reply.eq."yes") then

do k =1,n

summ = 0.0dO

sum = 0.0d0

do i1=1,3
do j=1,n

sum = sum + Charge(i,j)*v(d,k)

enddo
Inf(k,i) = sum /7(n/3)
summ = summ + abs(sum*sum)
sum = 0.dO

enddo

Infra(k) = summ/(n/3)

enddo
do k =1,n
summ = 0.0dO
sum = 0.0d0
do i=1,3
do j=1,n
sum = sum + Charge(i,j) /7 v(.k)
enddo
summ = summ + abs(sum*sum)
sum = 0.d0
enddo
Ram(k) = summ
enddo
endif

OUTPUT two files

OPEN(UNIT=1000,FILE="check. txt" ,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")

write(1000,*) " Eigenvalues and Eigenvector Calculation written by
. MR.Jiraroj T.theinprasert -~

write(1000,*) * *

do 1i=1,n

write(1000, " (a,2x,¥10.5,2x,f10.5,a,f10.5,a,f10.5)") " Eigenvalues
ot L,d(),sarte(
.Abs(d(i)))*factor,” POST ; ",Pos(i)," Eigenvector®,eev(i)

enddo

CLOSE(UN1T=1000)

OPEN(UNIT=1000,FILE=pick,ACCESS="SEQUENTIAL" ,FORM="FORMATTED")
OPEN(UNIT=1001,FILE="check2.txt" ,ACCESS="SEQUENTIAL" , FORM="FORMATTED")
write(1000,*) " Eigenvalues and Eigenvector Calculation written by

. MR.Jiraroj T.theinprasert *
write(1000,*) * *

do i=1,n
ik =1
do j=1,n/3

srr(ik) = v(ik,1)**2 + v(ik+1,i)**2 +v(ik+2,i)**2
srr(ik+1l) = v(ik,i)**2 + v(ik+1,i)**2 +v(ik+2,i)**2
srr(ik+2) = v(ik,1)**2 + v(ik+1,1)**2 +v(ik+2,1)**2



ik = ik + 3
enddo
do ig=1,n
do jg=1,n
eigen(ig.jg) = v(ig.jg)
enddo
enddo
do ig=1,n
x(ig) = ig
enddo
ik =1
do j=1,n,3
srrr(ik) = srr(j)
ik = ik +1
enddo
zz =0
do jj=1,n

if (zz.1t.abs(srrr(jj))) then

zz = abs(srrr(jj))

Pos2(i)
eev2(i)

i
zz

endif
enddo

write(1000,%) *

write(1000, " (a,2x,¥10.5,2x,¥10.5,a,f¥10.5)") " Eigenvalues

_Abs(d(i)))*factor,” POST ;
write(1000,*) " Eilgenvectors :

" ,Pos2(i)

17, d(@),sqrt(

write(l1001, " (a,2x,f10.5,2x,¥10.5,a,f10.5,a,f10.5)") " Eigenvalues

ot L,d(),sart(

_Abs(d(i)))*factor,” POST ;
write(1000, " (a5,400(2x,f10.5))")
write(1000, " (a5,400(2x,f10.5))")
write(1000, " (a5,400(2x,¥10.5))")
write(1000, " (a5,400(2x,¥10.5))")
write(1000,*) "Sum square”

" ,Pos2(i),"

Eigenvector® ,eev2(i)

“atom®,(x(J),Jj=1,n/3)

"Ex™, (eigen(j,i),j=1,n,3)
"Ey”,(eigen(j,i),j=2,n,3)
"Ez7,(eigen(j,1),j=3,n,3)

write(1000, " (a5,400(2x,f10.5))") "Sum®,(eigen(ia,i)**2 +
.eigen(ia+l,i)**2 + eigen(ia+2,i1)**2 ,ia=1,n,3)

write(1000,*) *
enddo

write(1000,*) * *
CLOSE(UNIT=1001)
CLOSE(UNIT=1000)

IT (reply.eq."y".or.reply.eq."yes") then

OPEN(UNIT=1000,FILE="Infrared-Graph® ,ACCESS="SEQUENTIAL",

.FORM="FORMATTED")

write(1000,*) "# Eigenvalues and Infrared intensity Calculation

.written by MR.Jiraroj *
write(1000,*) "#  Eigenvalues
SUMA2 1/SuUMn2*
write(1000,*) **
do i=1,n

and

Intensity (IR) X Y Z

write(1000, " (2x,¥10.5,2x,¥25.7,2x,¥25.7,2%x,¥25.7,2x,¥25.7,2x,¥25.7) ")

_sqrt(Abs(d(i)))*factor,

JInf(i, 1), Inf(i,2), Inf(i,3),infrai), 1.do/infra(i)

enddo

OPEN(UNIT=1000, FILE="Raman-graph® ,ACCESS="SEQUENTIAL",

.FORM="FORMATTED®)

write(1000,*) "# Eigenvalues and Infrared intensity Calculation

.written by MR.Jiraroj -
write(1000,*) "# Eigenvalues
write(1000,*) **
do i=1,n

and

Intensity (IR)*"

write(1000, " (2x,¥10.5,2x,E25.7) ") sqrt(Abs(d(i)))*factor,
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-Ram(i)*(omegai - sqgrt(Abs(d(i)))*factor )**4

./ (sgrt(Abs(d(i)))*factor)

enddo

endif

write(800,*) " Eigenvector Calculation written by
. MR.Jiraroj T.theinprasert

write(800,*) n

write(800, " (300(2x,¥10.4))") (sqrt(Abs(d(i)))*factor,i=1,n)

do 1i=1,n

write(800, " (300(2x,¥10.7))") (v(i,}),j=1,n)

enddo

write(800,%) * *
CLOSE(UN1T=1000)
CLOSE(UNI1T=800)

end

SUBROUTINE picksort(n,NP,d,v,dd,vv)

implicit real*8 (a-h,o0-z)
INTEGER NmP
PARAMETER(NmP=800)

real*8 d(NmP),v(NmP,NmP),dd(Nmp),vv(Nmp,Nmp),vvv(Nmp,Nmp)

own
T |

=
1

10

I = 11O

d2

IF (i.
go to

[y
=]

1
0
+

.do

1

v@g.i)

gt.n) then
20

end if

IT (abs(dd2).gt.abs(ddl)) then

dd1l =dd2

ick =

endif

go to 10

20 Do jj=1,n

enddo

w(@ij,is)

dd(is) = d(ick)

vw((]j,ick)

clear

Do jj=1,n

enddo

v(ij,ick)

0.do

is=1is +1
end do

return

end
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APPENDIX B

UTILITY SCRIPTS FOR VASP AND FEFF CODES

In our work, a supercell approach is extensively used to calculate the defects or
impurities in the crystal. Therefore, we have created our own script that can be used to
generate a supercell from a unit cell, as shown in Table B.1. The script takes a unit
cell file in VASP format (POSCAR) and generates a supercell in the same format. To
calculate x-ray absorption, a cluster instead of a repeated supercell is needed for FEFF
codes. Hence, we generate a cluster from a supercell relaxed by VASP codes by using

our programs in Table B.2.

Table B.1 The Python script used for constructing a supercell.

#1/usr/bin/python
#
import sys, os, re
if len(sys.argv) < 2:
print "
Usage: vaspSupercellxyz._py <input filename>

This script convert VASP position file format (CONTCAR, POSCAR) to xyz
and extend in x, y and z direction for making CONTCAR.supercell

sys.exit()

infile=open("%s" %sys.argv[1],"r")
head=infile.readline().strip()
alat=Float(infile.readline().strip())

ai=[]

bi=[]

ci=[]

for 1 in range(3):
a_i=infile.readline().split()
ai.append(a_i)

for 1 in range(3):
for j in range(3):

ai[i]]=FloatCai[11J1)

# comment the tranlation vector

# ai[0][0] ai[0]1[1] ai[O]1[2]

# ai[1]1[0] ai[1]1[1] ai[1]1[2]

# ai[2][0] ai[2]1[1] ai[2]1[2]

num=infile.readline().split()



num2=[]

typ=len(num)

total=0

for i1 in range(typ):
num[i]=int(num[i])
total=total+num[i]

DC=infile.readline().strip()
if DC[0] == D" or DC[0] == "d":
print “input file in Direct"”

for 1 in range(total):
b_i=infile.readline().split()
ci.append(b_i)

for i1 in range(total):
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atmx = alat * ( float(ci[i][0]*ai[0][0] + Float(ci[i][1])*ai[1][0] +

float(ci[i1[2D*ai[21[0] )

atmy = alat * ( float(ci[i][0])*ai[0][1] + Float(ci[i1[1])*ai[1]1[1] +

float(ci[i1[2D*ai [21[1] )

atmz = alat * ( float(ci[i][0]D*ai[0][2] + Float(ci[i]1[1]D*ai[1][2] +

float(ci[il[2D*ai[2]1[2] )
bi.append((atmx,atmy,atmz))

else:
print "input file in Cartesian"
for i1 in range(total):
b_i=infile.readline().split()
ci.append(b_i)
for 1 in range(total):
atmx = alat * float(ci[i][0])
atmy = alat * float(ci[i][1])
atmz = alat * float(ci[i][2])
bi.append((atmx,atmy,atmz))
e #
# for extending in direction x, y and z
oo r————————————————————————,—————,— #
name=[]
for 1 in range(l,typ+l):
text=str(raw_input(("" Enter the name of species no. %d : " % i)))
for j in range(num[i-1]):
name .append(text)
extend=[]
for 1 in ('x","y","z"):
ex=int(raw_input((" Enter number for extending in direction %s : " % i)))
extend.append(ex)
atom=[]

for 1 in range(typ):
n2=str(num[i]*extend[0]*extend[1]*extend[2])
num2 _append(n2)

print num2

outname = "contcar.xyz"

outfile=open("%s* %outname, "w*")
outfile.write("™ %d\n" % (total*extend[0]*extend[1]*extend[2]))
outfile.write("%s\n" % head)
for 1 in range(extend[0]):
for j in range(extend[1]):
for k in range(extend[2]):
for m in range(total):

outfile.write("%s %20.15F %20.15F %20.15F\n" %(name[m],bi[m][0] +
alat*(i*ai[0][0]+j*ai[1][0]+k*ai[2][0]), bi[m][1] +
alat*(i*ai[0][1]+j*ai[1][1]+k*ai[2][1]), bi[m][2] +
alat*(i*ai[0][2]+j*ai[1]1[2]+k*ai[2][2]1)))
outfile.close()

outname = "pick"®

outfile=open("%s" %outname, "w*")
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outfile.write(™ %d\n® % (total*extend[0]*extend[1]*extend[2]))
outfile.write("%s\n" % head)
for i1 in range(extend[0]):
for j in range(extend[1]):
for k in range(extend[2]):
for m in range(total):

outfile.write("%s %20.15F  %20.15F  %20.15F\n" %(name[m],bi[m][0]/alat +
(i*ai[0][0]+j*ai[1][0]+k*ai[2][0])., bi[ml[1]7alat + (i*ai[O][1]+j*ai[1][1]+k*ai[2]1[1]),
bi[m][2]7alat + (i*ai[0][2]+j*ai[1][2]+k*ai[2]1[2])))

outfile.close()

print "————— -

e e #
# Making file for supercell #
oo ——————————————————————————————— - #

outname = "CONTCAR.supercell*

outfile=open("%s" %outname, "w")

outfile.write("%s\n" %head)

outfile.write(" %17.15F\n" % alat)

outfile.write(” %17 .15F  %17.15F  %17.15F\n" %
(extend[0]*ai[0][0],extend[0]*ai[0][1],extend[0]*ai[0]1[2]))
outfile.write(” %17.15F  %17.15F  %17.15F\n" %
(extend[1]*ai[1][0],extend[1]*ai[1][1].,extend[1]*ai[1]1[2]))
outfile.write(” %17 .15F  %17.15F  %17.15F\n" %
(extend[2]*ai[2][0],extend[2]*ai[2][1].extend[2]*ai[2]1[2]))
outfile.write(" %s\n* % (" *.join(num2)))
outfile.write("Cartesian-by-Jiraroj\n-)

outfile2 = open(“pick","r")
text = outfile2.read()
outfile2.close()
pick2=[]
for 1 in range(typ):

print name[k]

match = re.findall (""%s\s*\-2\d*\ . \d*\s*\-?2\d*\ . \d*\s*\-
AAd*\\d*" %name[k], text)

k = k + num[i]

pick2.append(match)
outname = "pick3*

outfile2=open("%s" %outname, "w")
for i1 in range(typ):
for j in range(num[i]*extend[0]*extend[1]*extend[2]):
outfile2.write("%s\n" % pick2[i1[J1)

outfile2.close()
outfile.close()

os.system("""awk “{print "  "$2"  "$3"  "$4}" pick3 >> CONTCAR.supercell™"")
os.system('rm -f pick pick3"™)

Table B.2 The Python script and Fortran program used for constructing a cluster.

#1/usr/bin/python
import sys, o0s, re
if len(sys.argv) < 4:
print "
Usage: vasp2feff.py <input filename> <radius to grep> <absorber number>

This script used to convert VASP position file format (CONTCAR, POSCAR) to feff.inp

sys.exit()
radius = float(sys.argv[2])
absorb = int(sys.argv[3])

infile=open("%s" %sys.argv[1],"r")
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head=infile.readline().strip(Q)

alat=Float(infile.readline().strip())

ai=[]

bi=[]

ci=[1

for i1 in range(3):
a_i=infile.readline().split()
ai.append(a_i)

for i1 in range(3):
for j in range(3):

ai[i1g1=floatCai[i11)

# comment the tranlation vector

# ai[0][0] ai[O0]1[1] ai[O]1[2]

# ai[1]1[0] ai[1]1[1] ai[1]1[2]

# ai[2]1[0] ai[2]1[1] ai[2]1[2]

num=infile.readline().split()

num2=[]

typ=len(num)

total=0

for i1 in range(typ):
num[i]=int(num[i])
total=total+num[i]

DC=infile.readline().strip()
if DC[0] == D" or DC[0] == "d":
print “input file in Direct"”

for 1 in range(total):
b_i=infile.readline().split(Q)
ci.append(b_i)
for i1 in range(total):
atmx = alat * ( float(ci[i]J[0])*ai[0][0] + Ffloat(ci[i][1]*ai[1][0] +
float(ci[i][2D)*ai[2]1[0] )
atmy = alat * ( float(ci[i]J[0D*ai[0]1[1] + float(ci[i]l[1D*ai[1]1[1] +
float(ci[il[2D*ai[2]1[1] )
atmz = alat * ( float(ci[i]J[0]D*ai[0][2] + Ffloat(ci[i][1D*ai[1]1[2] +
float(ci[il[2D*ai[2]1[2] )
bi.append((atmx,atmy,atmz))

else:
print “input file in Cartesian”
for 1 in range(total):
b_i=infile.readline().split()
ci.append(b_i)
for i1 in range(total):
atmx = alat * float(ci[i][0])
atmy = alat * float(ci[i][1])
atmz = alat * float(ci[i][2])
bi.append((atmx,atmy,atmz))
ettt #
# for extending in direction x, y and z
oo —————————— #
name=[]
for i1 in range(l,typ+1):
text=str(raw_input((" Enter the name of species no. %d : " % 1)))
for j in range(num[i-1]):
name .append(text)
extend=[]
for i in ('Xx","y","z"):
ex=int(raw_input((" Enter number for extending in direction %s : " % 1)))
extend.append(ex)
atom=[]

for i1 in range(typ):
n2=str(num[i]*extend[0]*extend[1]*extend[2])
num2._append(n2)

print num2

outname = "contcar.xyz"
outfile=open("%s" %outname, "w")

outfile.write(™ %d\n® % (total*extend[0]*extend[1]*extend[2]))
outfile.write("%s\n" % head)
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for i1 in range(extend[0]):
for j in range(extend[1]):
for k in range(extend[2]):
for m in range(total):

outfile.write("%s %20.15F %20.15F %20.15F\n" %(name[m],bi[m][0] +
alat*(i*ai[0][0]+j*ai[1][0]+k*ai[2][0]). bi[m]1[1] +
alat*(i*ai[0][1]+j*ai[1][1]+k*ai[2][1]), bi[m][2] +

alat*(i*ai[0][2]+j*ai[1]1[2]+k*ai[2][2]1)))
outfile.close()

outname = "pick"®

outfile=open("%s* %outname, "w")
outfile.write("™ %d\n" % (total*extend[0]*extend[1]*extend[2]))
outfile.write("%s\n" % head)
for 1 in range(extend[0]):
for j in range(extend[1]):
for k in range(extend[2]):
for m in range(total):

outfile.write("%s %20.15F %20.15F %20.15F\n" %(name[m],bi[m][0]/alat +
(i*ai[01[0]+j*ai[1][0]+k*ai[2][0]), bi[ml[1]7alat + (i*ai[O][1]+j*ai[1][1]+k*ai[2]1[1]),
bi[m][2]7alat + (i*ai[0][2]+j*ai[1][2]+k*ai[2]1[2])))

outfile.close()

print *—————— "

e #
# Making file for supercell #
o #

outname = “"CONTCAR.supercell*®
outfile=open("%s" %outname, "w")
outfile.write("%s\n" %head)
outfile.write(” %17 .15F\n" % alat)

outfile.write(” %17 .15F %17 .15F %17 .15F\n" %
(extend[0]*ai[0][0],extend[0]*ai[0][1],extend[0]*ai[0]1[2]))
outfile.write(” %17 .15F %17 .15F %17 .15F\n" %
(extend[1]*ai[1][0],extend[1]*ai[1][1].extend[1]*ai[1]1[2]))
outfile.write(” %17 .15F %17 .15F %17 .15F\n" %

(extend[2]*ai[2][0],extend[2]*ai[2][1].extend[2]*ai[2][2]))
outfile.write("Cartesian-by-Jiraroj\n®)

outfile2 = open("pick®,"r")
text = outfile2.read()
outfile2.close()
pick2=[1]
k=0
for i1 in range(typ):
print name[k]
match = re._findal 1 (""%s\s*\-?2\d*\ . \d*\s*\-2\d*\ . \d*\s*\-
2Ad*\_\d*"" %name[k], text)
k = k + num[i]
pick2.append(match)
outname = "pick3*

outfile2=open("%s" %outname, “w")
for 1 in range(typ):
for j in range(num[i]*extend[0]*extend[1]*extend[2]):
outfFile2.write("%s\n" % pick2[i][J1)
outfile2.close()

outfile.close()

os.system("""awk "{print " g2t "$3T "$43}" pick3 >> CONTCAR.supercell®"™)
os.system('rm -f pick pick3'")

print M-———m "

print "radius to Grep :", radius

#  You must have vaspCONTCAR2feff

out=open("input”,*w")
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out.write("%d\n* %total)

out.write("%d\n*" %absorb)
out.write("%f\n" %radius)
out.close()

0s.
os.
.system(*'cat tmp2.xyz >> feff.inp')

os

Os.
0Os.

system(*'vaspCONTCAR2feff < input'™)
system(*'sort -n -k 6 tmp.xyz > tmp2.xyz')

system(*'echo "END® >> feff.inp™)
system('rm -f tmp.xyz tmp2.xyz input CONTCAR.supercell contcar.xyz™)

Program vaspCONTCAR2feff
** QOriginal written by Jiraroj T theinprasert
** Absorption must be in the first position

implicit real*8 (a-h,o0-z)

integer pick,iatm(10)

parameter (Nmax=999999)

real*8 x(nmax),y(nmax) ,z(nmax) ,xx(nmax),yy(nmax) ,zz(nmax) ,dis(nmax)
character*50 comment

character*2 typ(nmax),typ2(nmax),text(10)

pi = 4_.d0*dATAN(1.d0)

write(*,*) " ——————————,——— — ———
write(*,*) "Please give input total atom !!! not extending !!!*
read(*,*) natom

write(*,*) "Which atom do want to be an absorber ?*

read(*,*) iba

write(*,*) T“Input the radius to grep the atom*®

read(*,*) radius

open(UNIT=8,FILE="contcar.xyz" ,ACCESS="SEQUENTIAL",
-FORM="FORMATTED")

read(8,*) tota

read(8,*) comment

do i1=1,tota
read(8,*) typ(i),x(i),y(i),z(i)
enddo

CLOSE(UNIT=8)

n = (tota - natom) / 2 + iba
write(*,*) "Total Cluster atom:",tota
write(*,*) "Original atom:",natom
write(*,*) "Moving to number: ",n

num = 1

typ2(num) = typ(n)

xx(num) = x(n)
yy(num) = y(n)
zz(num) = z(n)

dis(num) = 0.000d0
write (*,*) "Scatterign atoms: ",typ2(1)

write(*,*) - X y z
write(*, "3(f10.5,3x)") xx(1),yy(1),zz(1)
do i=1,tota

dist = sqrt( (x(i)-x(n))**2 + (y(i)-y(n))**2 + (z(i)-z(n))**2 )
if ( dist.le.radius.and.dist.gt.0.2 ) then

num = num + 1

typ2(num) = typ(i)

xx(num) = x(i)

yy(num) = y(i)
zz(num) = z(i)
dis(num) = dist
endif

enddo
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text(1l) = typ(l)
ntyp = 1

do i=1,natom

if (typ(i).eq-text(ntyp)) then
continue

else

ntyp = ntyp + 1

text(ntyp) = typ(i)

endif

enddo
write(*,*) "e-mmm e "
write(™,"(a24,2x,i13)") " Total species of atom : ",ntyp

do i=1,ntyp

if (text(i).eq."H") then
iatm(i) =1

else if (text(i).eq-"He") then
iatm(i) = 2

else if (text(i).eq."Li") then
iatm(i) = 3

else if (text(i).eq.-."Be") then
iatm(i) = 4

else if (text(i).eq."B") then
iatm(i) = 5

else if (text(i).eq."C") then
iatm(i) = 6

else if (text(i).eq."N") then
fatm(i) = 7

else if (text(i).eq."0") then
iatm(i) = 8

else if (text(i).eq."F") then
iatm(i) = 9

else if (text(i).eq-"Ne") then
iatm(i) = 10

else if (text(i).eq."Na") then
fatm(i) = 11

else if (text(i).eq-"Mg") then
iatm(i) = 12

else if (text(i).eq."Al") then
iatm(i) = 13

else if (text(i).eq.-."Si") then
iatm(i) = 14

else if (text(i).eq."P") then

iatm(i) = 15
else if (text(i).eq."S") then
iatm(i) = 16
else if (text(i).eq."Cl") then
iatm(i) = 17
else if (text(i).eq."Ar") then
iatm(i) = 18
else if (text(i).eq-"K") then
iatm(i) = 19

else if (text(i).eq."Ca") then
iatm(i) = 20

else if (text(i).eq."Sc") then
iatm(i) = 21

else if (text(i).eq."Ti") then
iatm(i) = 22

else if (text(i).eq-."V") then
iatm(i) = 23

else if (text(i).eq."Cr") then
iatm(i) = 24

else if (text(i).eq-"Mn®) then
iatm(i) = 25

else if (text(i).eq."Fe") then
iatm(i) = 26

else if (text(i).eq-."Co") then
iatm(i) = 27



else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
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else if
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else if
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else if
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else if
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iatm(i)
else if
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else if
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else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
else if
iatm(i)
endif

write(*,"(all,2x,i13,2x,13,2x,a2)") " Species :

enddo

write(*,"(al6,2x,a2)") " Absober atom :

open(UNIT=8,FILE=""contcar_Grep.xyz" ,ACCESS="SEQUENTIAL",
.FORM="FORMATTED")

(text (i)
= 28
(text(i)
=29
(text (i)
= 30
(text(i)
=31
(text (i)
= 32
(text(i)
= 33
(text (i)
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(text(i)
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= b1
(text(i)
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3

(text(i)
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“Ni®)
“cu’)
"Zn")
“Ga")
“Ge")
"As®)
"Se")
"Br-)
“KrT)
“Rb*)

“Sr°)

then

then

then

then

then

then

then

then

then

then

then

"Y") then

“Zre)
*Nb*)
“Mo")
*Tc™)
“Ru")
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" i, iatm(i), text(i)
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open(UNIT=9,FILE="feff.inp",ACCESS="SEQUENTIAL",
.FORM="FORMATTED")

open(UNIT=11,FILE=""tmp.xyz" ,ACCESS="SEQUENTIAL",
.FORM="FORMATTED")

write(9,"(a)") " * This feff.inp file generated by MR.
_Jiraroj T.theinprasert”
write(9,"(a)") " TITLE As-doped ZnO*

write(9,"(a)") " EDGE K*®

write(9,"(a)") " S02 1.0

write(9,"(a)") " CONTROL 1 1 1 1 1 1"

write(9,"(a)") " PRINT 1 0 0 0 0 0"

write(9,"(@)") " * r_scf [ I_scf n_scf cal]"

write(9,"(a)") " SCF 5.500 O 30 0.1"

write(9,"(@)") * * ixc [ Vr Vi *

write(9,"(a)") " EXCHANGE O 0 0.5

write(9,"(@)") * * kmax [ delta_k delta_e 1"

write(9,"(a)") " XANES 6.0 0.07 0.5"

write(9,"(@)") * * r_fms [ I_fms ]°

write(9,"(@)") " *

write(9,"(a)") " FMS 8.400 0-

write(9,"(a)") " RPATH 0.10000"

write(9,"(a)") " * LDOS -20 20 o0.2-°

write(9,"(a)") " POTENTIALS*®

write(9,"(@)") " * ipot z [ label I_scmt 1_fms ]°

do i=1,ntyp

if (typ2(1).eq-text(i)) then

write(9, "(a8,2x,1i13,3%x,a3,al5)") *© 0", 1atm(i), text(i),
.- -1 -1-

endif

enddo

do i=1,ntyp

write(9,"(a7,i11,2x,i13,3x,a3,a15)") * ", 1, 1atm(i), text(i),
.t -1 -1

enddo

write(9,"(@)") " *
write(9,"(a)") " ATOMS*

ipot = 0

write(9, "(3(4x,f15.10),4x,12,4%x,a2,4x,¥f15.10) ") xx(1)-xx(1),yy(1)-

yy(D),zz(1)-zz(1), ipot,typ2(1),dis(l)
do i=2,num

do j=1,ntyp

ifT (typ2(i).eq-text(j)) then
ipot = j

endif

enddo

write(11, " (3(4x,f15.10),4x%x,i2,4x,a2,4x,¥15.10) ") xx(i)-xx(1),yy(i)-

yy(),zz(1)-zz(1), ipot,typ2(i),dis(i)
enddo

write(8,*) num
write(8,*) comment
do 1=1,num
write(8,"(a2,3(4x,f15.10))") typ2(i),xx(i)-xx(1),yy(i)-
-yy(1),zz(i)-zz(1)
enddo
CLOSE(UNIT=11)
CLOSE(UNIT=8)
CLOSE(UNIT=9)

end



APPENDIX C

FEFF CODES

C.1 Parameters in FEFF Codes

X-ray photo-absorption cross section can be calculated using the full multiple
scattering (MS) scheme in the framework of the muffin-tin potential which is
implemented in FEFF codes. The exchange-correlation part of the potential is
determined based on the local density approximation.

The input file for FEFF codes can be either manually or automatically generated.
The latter is obtained using the “atoms codes”, which is written by Bruce Ravel. To
use atoms codes, we have to create an input file, whose name is “atom.inp”. This file
is composed of some parameters, as shown in Table C.1.

In FEFF codes, there are several parameters that can be adjusted. Therefore, we
give only a brief detail of important parameters that are generally used in FEFF codes
to simulate the XANES and EXAFS spectra. These parameters in the FEFF codes are

called CARD. Some importance CARDs are described below.
e ATOMS CARD

This card is used to specify the absorbing atom and the crystal structure for the

system under study.

e EDGE CARD label
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Table C.1 An example input file for the atoms code used to generate the input file

for the FEFF codes.

title Perovskite BaTiO3
space P M 3 M
rmax=8.0 a=3.9638 core Ba
atom 1
Ba 00 00 00 1
Ti 05 05 05 3
0] 00 05 05 ‘

This card is used to select the absorption shell, for example K means K-shell, L;

means L;-shell, etc.

o EXCHANGE ixc[Vr Vi]

This card is used to specify the energy dependent exchange correlation potential
that is used for the fine structure and the atomic background calculations. Generally,

we used ixc = 0 (Hedin-Lundquist), V=0, and V; = experimental broadening.

o EXAFS [ xkmax ]

The maximum value of k for EXAFS calculation is set by xkmax.

e FMS r_fms

The radius of the full multiple scattering calculations is specified by r_fms for the

calculations of XANES spectra.

e SCF r scf [1 scf n_scf ca]

This card is used to control the self-consistent potential calculations. FEFF uses

the Broyden algorithm self-consistency. As a result, the convergence accelerator
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factor (ca) for the first iteration is needed. The radius of the cluster for full multiple
scattering is specified by r_scf for self-consistency calculations and n_scf is used to

give a maximum number of self-consistency potential calculations.
e XANES [ xkmax xkstep estep ]

This card is used for the XANES calculations. The maximum k value of XANES
spectra in the reciprocal space is specified by xkmax with the step size of xkstep far

from the edge and the energy step of the grid at edge is estep.

C.2 Calculations of XANES and EXAFS Spectra

There are some important parameters that need special attentions before doing the
calculation of XANES or EXAFS spectra. These parameters are the radius of the self-
consistency potential calculation (SCF) and the full multiple scattering (FMS)
included in our calculation.

In this section, we showed the test case of the calculations of Cl K-edge XANES
spectra by using different SCF and FMS radius to calculate XANES spectra (Figure
C.1). We can see that our calculation test is converged, if we choose the radius of SCF
and FMS more than 4.0 A and 8.0 A, respectively. In this calculation, The Hedin-
Lundgvist (HL) is used as the exchange potential with imaginary part of 0.5 eV to
simulate experimental broadening. The input files used to calculate XANES and
EXAFS spectra are shown in Table C.2 and Table C.3.

The x-ray energy can be converted to wave number of the photo electron k, which

has a dimension of reciprocal space, through the equation

Kk = /@ (C.1)
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where Ey is the absorption edge energy and m is the mass of electron. The EXAFS

function can be written in term of k, y (k).

In order to obtain the information of EXAFS in real-space, we calculate the

Fourier transform of y(k) by using the equation
S(R) =L
Z(R) Ton

! j k" v (k)e'?Rdk. (C.2)
7T o

The distance, coordination number, and species of the neighbor atoms can be

determined by fitting with the EXAFS equation.
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Figure C.1 The calculated XANES spectra of CI" in aqueous solution with different

SCF (top) and FMS (bottom) radius.



Table C.2  Anexample of the input file for Cl K-edge XANES simulation.

* This feff.inp file generated by MR.Jiraroj T-Thienprasert

TITLE Clor K or Cain water

EDGE K
S02 1.0

* pot xsph fms paths genfmt ff2chi

CONTROL 1 1 1 1
PRINT 1 0 0 0 O

* r_scf [I_scf n_scf ca]
SCF 56000 0 30 0.1

* ixc [Vr Vi]
EXCHANGE 0 0 0.5

* kmax [delta_k delta_e]
XANES 4.0 0.07 05
* r fms [l _fms]

FMS 8000 O
RPATH 0.1000

*

POTENTIALS

* jpot z[label | scmt | fms stoichiometry ]

017 CcI -1 -1

180 -1 41

21 H -1 -1
ATOM

XXX XXX XXX

XXX XXX XXX

XXX XXX XXX

0

Cl
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Table C.3  An example of the input file for Cl K-edge EXAFS calculation.

* This feff.inp file generated by MR.Jiraroj T-Thienprasert

TITLE Clor K or Cain water

EDGE K

S02 1.0

* pot xsph fms paths genfmt ff2chi
CONTROL 1 1 1 1 1 1
PRINT 0 0 0 0 O O

* r_scf [I_scf n_scf ca]
SCF 5600 0 30 0.1

* ixc [Vr Vi]
EXCHANGE 0 0 0.5

EXAFS 20
RPATH 5.0

POTENTIALS

* jpot z[label | scmt | fms stoichiometry ]
017 Cl -1 -1
180 -1 -1
2 1 H -1 -1

ATOMS
XXX XXX XXX 0 Cl
XXX XXX XXX 2 H
XXX XXX XXX 1 0]
XXX XXX XXX 2 H
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Comment on “Spectroscopic Signatures of Novel
Oxygen-Defect Complexes in Stoichiometrically
Controlled CdSe”

In a recent Letter [1] Chen ef al. reported two groups of
local vibrational modes (LVMs) observed in CdSe by
infrared measurements. The first group consists of two
modes, i.e., u; = 1991.77 cm™" and u, = 2001.3 cm™!,
which they assigned to oxygen on the Cd site (Ocq). The
second group consists of three modes, ie., y; =
1094.11 cm™', 5, =110745cm™!, and y;=
1126.33 cm™!, which they assigned to oxygen on the Se
site (Os,) in the vicinity of a Cd vacancy (Vcq). For
comparison the highest phonon frequencies in corundum
Al,O3—one of the hardest known oxides—are below
900 cm~! [2]. The assignment of these LVMs to O implies
effective bond stiffness ~5 times higher than in Al,Os.
Diamond with its exceptionally strong bonding and lighter
atoms does not show phonons above 1350 ecm™!, and even
the bond-stretching mode of the double covalently bonded
0, molecule is below 1600 cm™!. Frequencies above
2000 cm™! are rare in solid-state compounds with the
exception of covalently bonded hydrides. Here we explic-
itly show that these mode assignments are incorrect and
suggest that the observed LVMs are related to hydrogen
rather than oxygen based on detailed density functional
calculations in the local density approximation. We used a
plane-wave basis with cutoff energy of 400 eV and a 96-
atom wurtzite supercell.

Our calculations show that Ogq is located off center,
binding one axial (along the ¢ axis) and one nonaxial Se
atom. The calculated LVMs for O¢y are 389, 342, and
197 cm™}, far lower than 2000 cm™'. Furthermore, Oy
is unstable against interchange of O and a neighboring Se.
This results in Og.-Seqy (a complex of substitutional O on
Se site and a Se antisite). Swapping the O and the axial
Se lowers the energy by 0.96 eV for the neutral charge state
of the defect complex. The neutral Se is also off center
due to the Jahn-Teller distortion similar to Te¢, in CdTe as
discussed previously [3]. The calculated O LVMs in
Oge-Secy complex are 411, 392, and 209 cm™l

The calculated LVMs for an isolated Og, are
~360 cm™!, close to the calculated (341 cm™!) and mea-
sured (350 cm™!) [4] LVMs for Oy, in CdTe. With a Vg
next to Og,, we find that the nonaxial Vy is more stable
than the axial by only 5 meV. The O, relaxes away from
the vacancy and is nearly on the basal plane of three
Cd atoms. The calculated LVMs for the Og,- V4 (nonaxial)
are 495, 494, and 201 cm™!. The two higher LVMs are
from in-plane vibrations and the lower LVM is from the
out-of-plane vibration. These results are close to the
calculated O LVMs for Op,-V¢q in CdTe, ic., 475 cm™
(double degencrate) and 196 cm™'. A modest increase in

0031-9007/09/102(20)/209601(1)
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the Oy, in-plane LVMs due to the nearby V4 as we find is
reasonable since the Cd-O bond is slightly shortened. Chen
et al. estimate the LVM for Og, to be 350—450 cm™', but
assign three LVMs near 1100 cm™' to Og.-Veq. This
would imply that a nearby V4 can increase the Og,
LVMs by nearly a factor of 3, i.e., increase the Cd-O
bond strength by nearly an order of magnitude, which is
unlikely.

Covalently bonded H (e.g., Se-H) is a natural candidate
for LVMSs of ~2000 cm™!. We calculated the H LVMs for
H in V4. H can bind with either the axial or nonaxial Se
atom. The former is more stable by an insignificant 3 meV.
Thus, both H structures should exist. The calculated LVMs
for the two H structures are 2092 cm™~! (nonaxial) and
2101 cm™" (axial), which are in good agreement with the
measured LVMs u; and u,. Since H in the Cd vacancy has
nearly equal probability to bind with any of the four
surrounding Se atoms, its host isotope fine structure should
resemble that of a substitutional cation. This may explain
the observation in Ref. [1] that the host isotope fine struc-
tures for gy and u, are similar to Mgy in CdSe.

The three measured LVMs near 1100 cm ™!, vy, v,, and
7y, are very close to the two LVMs found in CdTe [4]. This
suggests that these LVMs may be related to a common
impurity in CdSe and CdTe. Although we have not found a
satisfactory model for these LVMs, we suspect that they
are related to H. The O-H wagging modes possibly explain
the two LVMs near 1100 cm™! in CdTe [3]. It will be
helpful to have more experimental information on the
impurity and defect characterization to unambiguously
answer this remaining question.
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Synchrotron x-ray absorption near edge structures (XANES) measurements of In L; edge is used in
conjunction with first principles calculations to characterize rf magnetron sputtered indium
oxynitride at different O contents. Good agreement between the measured and the independently
calculated spectra are obtained. Calculations show that the XANES spectra of this alloy are sensitive
to the coordination numbers of the In atoms, i.e., fourfold for indium nitride-like structures and
sixfold for indium oxide-like structures, but not to the substitution of nearest neighbor N by O or
vice versa. © 2008 American Institute of Physics. [DOIL: 10.1063/1.2965802]

Indium oxynitride can be considered as an alloy between
indium nitride (InN) and indium oxide (In,Os). This is unlike
most of the traditional semiconductor alloys in the sense that
the crystal structures as well as the anion valencies of the
two parent compounds are different. InN is one of the highly
studied IMI-nitride semiconductors (GaN, AIN, and InN) be-
cause lll-nitride alloys are widely used for optoelectronic
applications. Despite real applications and substantial re-
search in Il-nitride materials, InN bandgap has been mis-
taken to be ~1.9 ¢V for a long time (see the discussion in
Refs. 1 and 2). Only recently, the actual InN bandgap of
~0.7 eV has been realized.** The apparently large bandgap
observed in the past is most likely due to the Moss—Burstein
shift caused by substantial unintentional carriers that are
typical for InN grown by traditional techniques (dc discharge
or sputtering).l’ ~" Because InN has a (now-realized) small
bandgap of ~0.7 ¢V and In,O; has a large optical gap of
~3.6 ¢V,® the band gap of indium oxynitride can potentially
be engineered in a very wide range. This, combining with the
availability of low temperature growth techniques, such as rf
magnetron sputtering,” make indium oxynitride a strong can-
didate for optical coating applications.

For alloys with low O content, it has been reported that
O atoms substitute for N in the wurtzite InN crystal
structure.” However, in higher O content alloys the crystal
structure remains unclear. Previously, an attempt to study
indium oxynitride structures by N K-edge x-ray absorption
near edge structures (XANES) has been done. !t However,
probing local structure of anions in this alloy system is not
the most direct way because anions in both InN and In,O;
are fourfold coordinated. Unlike anion, the coordination
number of In in the two compounds are different, i.e., it is
sixfold in In,O; [Fig. 1(a)] and fourfold in InN [Fig. 1(b)].
Therefore, probing the local structure of In atoms should
give more direct information on the alloy structures. In this
letter, the In Ls;-edge XANES is used to characterize indium
oxynitride with varied compositions. The XANES has been
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proven to be a powerful tool in resolving the local structures
around the absorbing atoms (in this case In atoms).u’14
Indium oxynitride films were grown by rf magnetron
sputtering (Edwards Auto 306) at room temperature using a
technique called reactive gas liming.15’1° The growth process
started with the preevacuation of the chamber to the order of
107 Pa. Then N, and O, gas were flown interchangeably at
the flow rate of 10 standard cubic centimeter per minute onto
the 99.999% purity In target. The sputtering gas pressures
were set at 0.34 and 0.32 Pa for N, and O,, respectively. By
controlling N, and O, gas timing, indium oxynitride samples
with varied O contents were obtained. The interval of gas
timing cycles used for each sample is shown in Table T and
the samples are named according to the gas timing cycles.
The rf plasma power was set at 100 W. All samples were
grown on polyethylene terephthalate substrate to the thick-
ness of ~1 um (typical growth time is approximately 1 h).
To measure the actual O content in each sample, the [O]:[In]
ratios were determined using Auger electron spectroscopy
(AES) with capability of sputter depth profiling. The O con-
tents were found to be homogeneous throughout the film
thickness. Note that AES measured O in all forms. The op-
tical bandgaps measured by UV-visible spectroscopy were
found to increase with O, gas timing ratio, as shown in Table
L. This is consistent with the work of Yi ef al.'! that reported
the increase in optical bandgap of indium oxynitride with O
content. Although the optical bandgap of N30/0O0 sample is

(All bonds
are equal)

FIG. 1. (Color online) The local structure around In atoms used in the
simulations of the In Zs-edge XANES of (a) In,O3 and (b) InN. All bond
distances are given as a percentage difference from an average In,O3 bond
distance (d,,,=2.170 A).

© 2008 American Institute of Physics
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TABLE L The gas timing conditions, optical bandgaps, and [O]:[In] com-
positions of the samples.

Gas timing (s)

Optical [O]:[In]
Sample Ny 0, bandgap (eV) composition
N30/00 30 0 1.5 0.16
N30/05 30 5 16 043
N30/010 30 10 16 096
N30/020 30 20 24 1.08
N0/O30 0 30 34 1.50

larger than that of pure InN and the sample is expected to
contain a few percent of unintentionally doped O, this gap
widening in low O samples is most likely due to Moss—
Burstein effects™>” not the changes in the crystal structure.
As will be discussed, Li-edge XANES of In is sensitive to
the change in In coordination number but not to the inter-
changing between N and O. Therefore, XANES of InN with
a few percent of N replaced by O are expected to be almost
identical to pure InN because they are structurally the same.

The samples were characterized by In Ls-edge XANES
measurements in the fluorescent mode with a 13-component
Ge detector (Canbera) at the x-ray absorption spectroscopy
beamline (BL-8) of the Siam Photon Source (electron energy
of 1.2 GeV, beam current 120—80 mA), National Synchro-
tron Research Center, Thailand. Double crystal monochro-
mator Si (111) was used to scan the synchrotron x ray with
the photon energy step of 0.25eV in the range of
3700 to 3850 eV, covering the XANES region of In L, edge.
The measured spectra are shown in Fig. 2(a).

In order to understand the local microscopic structure,
we performed first principles In L;-edge XANES simulations
of wurtzite InN and bixbyite In,O; crystals. The detailed
crystal structures were optimized based on first principles
pseudopotential calculations. We used density functional
theory with local density approximation and ultrasoft
pseudopotentials as implemented in the VASP code.!” The
cutoff energy for the plane wave basis set was set at 400 eV.

Calculations
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FIG. 2. (Color online) (a) Normalized In L;-edge XANES spectra of indium
oxynitride samples prepared under different gas timing with increased O3
timing from bottom curve to top curve. Circles show recorded data points
and the curves are the (noise removed) fit to the data. Inset: the plots from
the main panel without offset at the energy range near the s; shoulders to
highlight the changes in the shoulder height. (b) The calculated In Z;-edge
XANES spectra of wurtzite InN, bixbyite InyOa, wurtzite InNsOg 4, and the
simulated separated phase alloys with 38% and 49% fourfold In atoms (see
text for detail).
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We used Monkhorst—Pack k-point mesh for Brillouin zone
integration (7 X7 X7 for InN and 3 X3 X3 for In,Os). All
atoms were allowed to relax until the residue forces were less
than 1073 eV/A. The fully relaxed local structures surround-
ing In atoms are shown in Figs. 1(a) and 1(b) for In,O3 and
InN, respectively. All In atoms in wurtzite InN crystal are
equivalent. However, there are two species of In atoms in
In, O3, labeled Inl and In2, with the composition ratio of 1:3.
These structural relaxations by first principles calculations is
a crucial step to obtain the computationally unstrained struc-
tures to be further used in XANES calculations.

To calculate ab initio XANES of InN and In,O; based
on the relaxed crystal structures above, we used FEFFS2
codes.'®" The codes utilize a full multiple scattering ap-
proach based on ab inifio overlapping muffin-tin potentials.
The muffin-tin potentials were obtained using self-consistent
calculations with Hedin-Lundqvist exchange-correlation
function. The self-consistent calculations were performed in
the sphere radius 4 A (~40 atoms) around the absorber In
atom, which is more than sufficient to allow charge to fluc-
tuate yielding realistic electron relaxations. The full multiple
scattering calculations include all possible paths within a
larger cluster radius of 7.4 A (~140 atoms).

The calculated In Ls-edge spectra of InN and In,O; crys-
tals are shown in Fig. 2(b) (bottom and top curves, respec-
tively). For InyOj, because there are two species of non-
equivalent In atoms, the spectrum shown is the weight
averaged between the spectra from the two species. Note that
the spectra obtained from the two species of In in In,O5 are
very similar. The spectra of fourfold In in InN and sixfold In
in InyO3 are, however, clearly different; making In Lz-edge
XANES a suitable tool to study the local structure around In
atoms. Our test calculations also show that the XANES spec-
tra of the fourfold (sixfold) In atom is not very sensitive to
the substitution of a neighboring N by O (O by N).*°

The calculated spectra of InN and In,Oj; are in full
agreement with the measured spectra from N30/00 and NO/
030 samples, respectively. The main features of InN
XANES spectrum is composed of two shoulders and three
peaks labeled as sy, 5o, p1, po, and p3. All five features are in
a very good agreement with the corresponding features in the
N30/00 sample in both positions and shapes. Similar agree-
ment can be found between the spectrum of NO/O30 sample
and the calculated InyO3 spectrum, This suggests that struc-
turally Tn atoms in N30/O0 are mostly fourfold (as those in
InN) and in NO/O30 are mostly sixfold (as those in In,O3). If
we compare the measured spectra of different O contents
[from the bottom curve to the top curve of Fig. 2(a)], we can
see that the five features are progressively evolved as O con-
tent increased. The progressive changes include: (1) the re-
duction in s, peak (for clarity, the same set of spectra without
offset is shown in the inset), (2) the broadening and increase
in magnitude of py peak, (3) the reduction in p, peak, and (4)
the significant broadening accompanied by a slight shift to
higher energy of peak p;. Interestingly, the spectrum of
N30/05 (at 43% O content) is still almost perfectly over-
lapped with that of N30/0O0 with the exception of s, shoul-
der, which is slightly reduced [see inset of Fig. 2(a)]. This
indicates that most of In atoms in N30/0O5 remain fourfold
and O atoms are substituting on the N sites. To test this
assumption, we calculated the XANES spectra for InNg 0y 4
alloy in the wurtzite structure [the second curve from bottom
in Fig. 2(b)]. The calculated curve is almost overlapped with
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that of (calculated) pure InN for the photon energy beyond
the §; shoulder. Moreover, a small reduction in s; shoulder of
the N30/O5 spectrum in comparison with that of N30/0O0 is
nicely reproduced by the InNy¢Op4 alloy simulation. The
reduction in the s; shoulder can be attributed to the changes
in the lowest conduction band states due to the replacement
of N by O atoms. Note that a calculated spectrum based on a
combination of fourfold and sixfold In (not shown) does not
give such a good agreement. For samples with higher O con-
tents (N30/010 and N30/020) the spectra show a mixed sig-
nature between that of fourfold and sixfold In atoms. The
excess O atoms above the substitutional solubility limit (as-
sumed to be ~40%) of InN can either form a phase sepa-
rated In,Os-like structure or an inclusion of local In,Os-like
structure both of which leads to a formation of sixfold In
atoms. In this model, the composition in the sample can be
written as (InNg OQ0.4) p(InO 5)1_F, where F is a fraction of
fourfold In atoms out of all In atoms. The value of F can be
calculated using a relationship [O]:[In]=04F+1.5(1-F),
where the [O]:[Tn] ratio of each sample was determined from
AES and is shown in Table I This gives the F values of 0.49
and 0.38 for N30/020 and N30/O10, respectively. The cor-
responding spectra, which are calculated using weight aver-
aged between InN, (O, 4 and pure In,Os, are shown in Fig.
2(b). The spectra show the mixed signature of InN and In,O5
that are consistent with the measured spectra of N30/010
and N30/020. s, shoulder also further decreased from pure
InN as more O content is added (insets of Fig. 2).

In a detail investigation, the spectra of both N30/010
and N30/020 samples appear to be very similar to each other
and the s; shoulder of N30/020 is only slightly lower than
N30/010 [see the inset of Fig. 2(a)]. The simulations also
show the same trend, i.e., the s; shoulder of the spectrum
with F=0.38 is just slightly lower than that of F=049 [see
the inset of Fig. 2(b)]. However, when observing the de-
crease in sy shoulder in comparison to that of InN, we can
see that the simulations (F=0.38 and F=0.49 spectra) give
larger drop in the s; shoulder in comparison to those of
samples N30/010 and N30/020. This suggests that N30/010
and N30/020 samples may contain more fourfold In atoms,
i.e, higher F ratios, than those used in the simulations. We
found that a simulation with ¥ ~2/3, i.e, 2/3 of In atoms
are fourfold and 1/3 of In atoms are sixfold, can provide a
better agreement in the s; feature with the experiment (not
shown). We speculate that there exist an intermediate crystal
structure that have a fix number of fourfold In atoms and
sixfold In atoms, in the unit cell. Although N atoms would
prefer to decorate fourfold In atoms whereas O atoms would
prefer sixfold In atoms, the interchanging of the anions is
possible, leading to a very different optical properties in the
two samples. Since the XANES signatures are not very sen-
sitive to these anion interchanging, the spectra of the two
samples remain very close. Further work is needed to settle
down this issue.

In summary, we have performed In Ls-edge XANES
study of indium oxynitride prepared by rf magnetron sputter-
ing with different oxygen contents. The independent first
principles XANES ecalculations of bulk InN and In,O; give
unambiguous agreement with the spectra from the samples
prepared by using only N, and O, gas, respectively. Our
results suggest that as much as 40% of oxygen can replace N
in fourfold InN structure. The spectra from the samples with

Appl. Phys. Lett. 93, 051903 (2008)

higher O contents show that the alloy contains both fourfold
and sixfold indium atoms. This implies that either the
samples are phase separated or there exist a preferred inter-
mediate crystal structure containing both fourfold and sixfold
In atoms. Our calculations also show that the X ANES fea-
tures are not strongly affected by the substitution of N by O
or vice versa.
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“We calculated a supercell of InN with one N replaced by an O atom. The
calculated XANES of In atom next to this O is almost indistinguishable
from that of pure InN. Further test shows that even all four N neighbors
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structural arrangements of the neighbors of the In atom (fourfold or six-
fold), they are not very sensitive to the interchanging of the anions.

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://apl.aip.org/apl/copyright.jsp

158



159

Abstract submitted for the 33" Congress on Science and Technology of Thailand,

Bangkok (2007)

v o o P 5 P N C]
msasreaeulasirdiwssnasdumaslummBunlosouiioghainleamaiiansganiumaasndisd
oinuvaanutaneasuinsnseu

VERIFICATION OF DYNAMIC HYDRATION-STRUCTURES OF CI AND K* BY
SYNCHROTRON X-RAY ABSORPTION NEAR-EDGE STRUCTURES
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School of Physics, Suranaree University of Technology and National Synchrotron Research
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Abstract: The dynamic hydration-structures of C1" and K, that were simulated by the
combined ab initic QM/MM approach [1], have been verified by synchrotron x-ray
absorption near-edge structure (XANES) experiments. Fourteen snapshots of the hydration
structures, with 1 ps interval, from the QM/MM dynamic simulations were picked to generate
the theoretical XANES using first principles approach [2]. The spectrum generated from
each frame shows distinct characteristics, indicating that XANES was very sensitive to the
detail of the hydration structures. To verify that the simulated dynamic hydration structures
were correct, the measurements of K and Cl K-edge XANES of aqueous KCl were performed
at beam line No. 8 of Siam photon laboratory, National Synchrotron Research Center. The
average theoretical XANES of Cl" and K" are in good agreement with the corresponding
measurements. The fact that the average theoretical XANES (but not individual spectrum
from each snapshot) agrees well with the measurement, is a strong indication that XANES
technique has a strong sensitivity to probe the hydration structures and the overall simulated
dynamic of hydration structures is realistic.

Keyword: X-ray Absorption Spectroscopy, ab initio, hydration structure
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INFRARED ABSORPTION AND RAMAN SPECTRA OF TiO» BY FIRST
PRINCIPLES CALCULATIONS

= o L] = = e =y o o
231391 madleniszady Laz k] autdue

Jiraroj T-Thienprasert and Sukit Limpijumnong
School of Physics, Suranaree University of Technology and National Synchrotron Research
Center, Nakhon Ratchasima 30000, Thailand

et

o 1 - & R @ 1 d o ¥ LG
UNAAED: l“l’TiJﬂﬂTiﬁHTE]ﬂNﬂﬂl“l'“‘ﬂﬂ-!&l'l,llﬂﬂ'ﬁ]ﬂlf']fﬂ‘l"lﬂlﬂ‘i\?ﬁ‘i1\1l!“l.|“].l'€]31-ﬂl1‘1ﬁlm$§‘11‘1ﬂ1ﬂﬂﬂ

o

o a mae - ry & o oo - o = & & o
A1u9 Tae s Tolsanau l‘Nuaummugmmamiaﬂuﬂamﬂmmm Tagmss i a-Usuaila

A A nw W e N o o o 0«
Fannudfdmanlddsenounie l'ﬁ3.IWUENﬂTJﬂﬂﬂﬁuﬁluﬂ‘ﬂl‘imm:‘ﬂhWﬂ msATu e Twan 1y
o
i

o ¥ ow o & o q % ] E] = ] o
Furelizyigoanaeany TruamsTua 19 “q ‘USTHI“I’TTTJ_I']J'ENﬂ‘l‘ﬂﬂﬂﬂﬂl-!lLfNE]l!T‘h_IL‘J?}]'H‘JE]ﬁL'lJﬂﬂ‘JiJ

SN e & & = & oot y_od oo - 4o
EREURNE! uuﬂﬂl‘lrf‘llﬂfﬂiﬁu‘l"l@lﬂﬂaul,!.ﬁﬂ’ﬂl!‘l'\li'llﬁﬂﬂﬂl‘l’ii.lﬂ‘ﬂlll‘Wa'I lsssduun vazivuansauh

1

o 1) W FIE A §_og w
Fa'ld Tawswude Tvuafi 1l Tnat sy

Abstract: Vibrational modes of anatase and rutile titanium dioxide (Ti0;) were calculated
using the so-called “frozen phonon™ approach based on the restoring forces obtained from
first principles density functional theory. The obtained vibrational frequencies consist of both
the IR and Raman modes. To distinguish the IR/Raman active modes from the rest, we
calculated the charge polarization of each vibrational mode. The IR active modes are the
modes with high charge polarization whereas the Raman active modes are the modes with
null polanization.

Introduction: Titanium dioxide exists in the three erystal forms: anatase (tetragonal), rutile
{(tetragonal) and brookite (orthorhombic). While anatase and rutile TiO; have been
extensively studied and used in many aspects, brookite TiO; is scarce and difficult to purify.
Here, we choose to study only the anatase and rutile phases. The structure of anatase and
rutile are illustrated in figure 1.

Figure 1 Crystal structures of anatase (left) and rutile (right) TiO;. Large spheres: Ti, small
spheres: O.
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Methodology: First-principles pseudopotential [1, 2] methods based on density functional
theory, as implemented in the Vienna ab initio simulation package (VASP) code [3, 4, 5] are
used to calculate the total ground-state energies and the forces on all atom of TiO, supercells
(48 atoms for rutile and anatase TiO;). Intitially, all atoms in the supercell are allowed to
relax until the residue forces on all atom are less than 0.0001 eV/A. Then, the frozen-phonon
approach [6] is used to construct the dynamical matrix of which the vibrational modes are
resulted after diagonalization. The intensities of the infrared-active modes can be determined
from the corresponding oscillator strengths [7]:

2

f»=3 , (O]

Z Z:ﬁ (i)e;x(s [v)
i8

where e,4(s|v) is the normalized vibrational eigenvector of the vth mode, a and 8 indicate
Cartesian polarizations, i labels the atoms in the system, and Z;ﬂ(z’) is the effective-charge

tensor of the ith atom explicitly calculated from first principles calculations. The high
oscillator strength modes are the modes that are IR active and would result in the peaks in the
IR absorption spectroscopy. On the other hand, the peaks in the Raman spectra correspond to
the modes with zero oscillator strength. The results from our calculation of oscillator
strength (Eq. 1) thus allow us to identify the IR absorption and Raman frequencies.

Results, Discussion and Conclusion: The calculated vibrational frequencies of the modes

that are IR and Raman active are compared with the experimental results [8, 9]. The
calculated results are in reasonably good agreement with the IR and Raman measurements,
i.e. averagely within 5 %. As a future plan, we will calculate the vibration modes associated
with Ce impurity in various configurations in TiO,. In conjunction with experimental Raman
measurements, we hope to positively identify the site occupation of Ce.

References:

1. D. Vanderbilt; Soft self-consistent pseudopotentials in a generalized eigenvalue
formalism, Phys. Rev. B 41, R7892 (1990).

2. G. Kresse and J. Hafher; Norm-conserving and ultrasoft pseudopotentials for first-row
and transition-elements, J. Phys.: Condens. Matter 6, 8245 (1994).

3. G. Kresse and J. Hafner; 4b initio molecular dynamics for liquid metals, Phys. Rev. B
47,558 (1993).

4. G. Kresse and J. Furthmuller; Efficient iterative schemes for ab initio total-energy
calculations using a plane-wave basis set, Phys. Rev. B 54, 11169 (1996).

5. W. Kohn and L. Sham; Self~Consistent Equations including exchange and correlation
effects, Phys. Rev. 140, A1133 (1965).

6. A. M. Teweldeberhan and S. Fahy, Calculated pressure dependence of the localized
vibrational mode of nitrogen in GaNAs . , Phys. Rev. B 72, 195203 (2005).

7. P. Giannozzi and S. Baroni; Vibrational and dielectric properties of Cep from density-
functional perturbation theory, J. Chem. Phys. 100, 8537 (1994).

8. M. Ocana, J. V. Garcia-Ramos, and C. I. Serna, Low-Temperature Nucleation of Rutile
Observed by Raman Spectroscopy during Crystallization of TiO>, J. Am. Ceram. Soc. 75,
2010 (1992).

9. R. I. Gonzalez and R. Zallen; Infrared reflectivity and lattice fundamentals in anatase
TiO,, Phys. Rev. B 55, 7014 (1997).

33" Congress on Science and Technology of Thailand 2



162

Abstract submitted for the Siam Physics Congress 2009, Phetchburi (2009)

SPC2009 Oral Presentation
CHA-AM, PHETCHBURI, THAILAND

X-ray absorption spectroscopy
of indium nitride, indium oxide, and their alloys

J. T-Thienprasert””, J. Nukeaw’, A. Sungthong’, S. Porntheeraphat’, D.
Onkaw', S. Rujirawat', and S. Limpijumnong’

!School of Physics, Suranaree University of Technology and Synchrotron Light
Research Institute, Nakhon Ratchasima 30000, Thailand
*Nanotechnology Research Center of KMITL and Department of Applied Physics,
King Mong’s Institute of Technology Ladkrabang, Bangkok 10520, Thailand
3Thai Microeletronics Center, National Electronics and Computer Technology
Center, Pathumthani 12120, Thailand
*Fast Neutron Research Facility, Faculty of Science, Chiang Mai University,
Chiang Mai 50200, Thiland

Abstract

Indium oxynitride films with different O and N fractions are prepared by rf
magnetron sputtering. The preparing conditions are ranging from no O, gas
(intended to prepare pure InN) to no N, gas (intended to prepare pure In,O3). The
samples are characterized by synchrotron x-ray absorption near-edge structure
(XANES) measurements of In 5 edge in conjunction with first-principles
calculations. Based on independently calculated XANES spectra, we found that
the XANES spectra of this alloy are sensitive to the coordination number of In
atoms, 1.e., fourfold for indium nitride-like structures and sixfold for indium oxide-
like structures, but not to the substitution of nearest neighbor N by O or vise versa.
Based on this assumption, the simulated XANES spectra are in good agreement
with the measured results and the information on alloys’ local structures is
revealed.
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Abstract

Recently, the localized vibrational modes (LVM) related to oxygen impurities in
CdTe have been experimentally observed using ultrahigh resolution Fourier transform
infrared (FTIR) spectrometry [G. Chen, et al., Phys. Rev. Lett. 96, 035508 (2006)]. At
low temperature a low-frequency LVM was found at 350 cm™ as well as two high
frequency LVMs at 1097 and 1108 cm-; the latter merge into one at room temperature.
Chen et al. proposed that the low frequency mode is associated with an oxygen
substitution on the Te site (O) and the high frequency modes are associated with a
complex of O, and Cd vacancy (Ore-Vcg). Based on first-principles calculations and a
frozen phonon approach, we calculated the LVMs of Or,, Ore-Vq and some other
configurations of O-related defects. While the calculated Or. LVM of 338 cm’! agrees
very well with the measured value (well within the computational error bar), the
calculated Oge-Veg LVMs of 112 and 472 em™ are totally inconsistent with the high
frequency values as proposed by Chen et al. . This strongly suggests that the observed
high frequency modes arise from other defects. Our further calculations suggest that

oxygen-related defects in the form of O,, such as (O,)r,, are more plausible candidates.

Keyword: Localized vibrational mode (LVM), first-principles calculation
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