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เสกสรร สุขะเสนา : วิถีปิดของเวลาในฟิสิกส์ควอนตัมและทฤษฎีสนามควอนตัม
(CLOSED–TIME PATH IN QUANTUM PHYSICS AND QUANTUM FIELD

THEORY) อาจารย์ที่ปรึกษา : ศาสตราจารย์ ดร. เอ็ดเวิร์ด มานูเกียน, 220 หน้า.

หลังจากแสดงที่มาอย่างชัดแจ้งของสูตรสำหรับวิถีปิดของเวลา โดยการใช้หลักพลศาสตร์
ควอนตัม โดยการคำนวณหาค่าคาดหมายและค่าความน่าจะเป็นโดยตรงจากหลักดังกล่าว ได้
ศึกษากรณีเฉพาะซึ่งเกี่ยวข้องกับการเปลี่ยนแปลงอย่างทันใดสำหรับพลศาสตร์จากด้านบวกไป
ยังด้านลบของเวลา การวิเคราะห์ทำอย่างเป็นระบบเพื่อคำนวณหาค่าคาดหมายในฟิสิกส์ควอน
ตัมและในทฤษฎีสนามควอนตัม โดยวิธีปฏิบัติการโดยใช้อนุพันธ์เชิงฟังก์ชันซึ่งบุกเบิกโดยชวิง
เกอร์ ในฟิสิกส์ควอนตัมวิธีปฏิบัติการโดยใช้อนุพันธ์เชิงฟังก์ชันได้ถูกพัฒนาผ่านหลักพลศาสตร์
ควอนตัมและใช้ กับระบบที่ มี การ เปลี่ยนแปลงคู่ ควบกับสิ่งแวดล้อม ในขณะที่ ระบบมี การ
เปลี่ยนแปลงตามสิ่งแวดล้อม การวิเคราะห์ต้องคิดเกี่ยวกับความน่าจะเป็นในการเปลี่ยนสถานะ
มากกว่าการวิเคราะห์หาค่าแอมพลิจูด นั่นคือการปฏิบัติการโดยอนุพันธ์เชิงฟังก์ชันค่อนข้างมี
ความเหมาะสมสำหรับการศึกษาในวิทยานิพนธ์นี้ เนื่องจากเกี่ยวข้องกับการคำนวณหาอนุพันธ์
เชิงฟังก์ชันเทียบกับแหล่งกำเนิดดั่งเดิมต่างๆ ซึ่งใช้อธิบายฟังก์ชันของระบบเชิงกายภาพที่ได้แยก
ออกมาจากสิ่งแวดล้อมแล้วในทฤษฎีสนามควอนตัม เมื่อเจาะจงนำมาใช้กับระบบควอนตัมของ
สนามโน้มถ่วง หรือระบบสนามโน้มถ่วงเชิงควอนตัม ทำให้ได้สูตรใหม่ที่เป็นรูปแบบทั่วไปของ
ตัวแผ่อนุภาคกราวิตอนซึ่งหาได้จากทฤษฎีสนามของลากรางเจียนมีทั้งหมดสามสิบเทอมหาได้
โดยการใช้หลักความจริงสำหรับอนุพันธ์เชิงฟังก์ชันของทฤษฎีสนามควอนตัม และการก่อกำเนิด
ความไม่ เป็นเชิง เส้นในอนุภาคกราวิตอนและการทำอันตรกิริยากับมวลสารอื่น แหล่งกำเนิด
ภายนอกนี้ เมื่อมีการคู่ควบกับสนามโน้มถ่วงและกำหนดให้การแปรผันของแหล่งกำเนิดจึงไม่
ควรเป็นปริมาณอนุรักษ์ ดังนั้นการแปรผันเทียบกับองค์ประกอบทั้งสิบของสนามจึงสามารถทำ
ได้อย่างอิสระหรือไม่ขึ้นกับองค์ประกอบอื่นของแหล่งกำเนิด ผลลัพธ์ที่ได้คือตัวแผ่ของอนุภาคที่
ได้มาจากการคำนวณเชิงฟังก์ชัน ซึ่งผลที่ได้นี้จะไม่สอดคล้องกับการคำนวณโดยใช้วิธีผลลัพธ์
ของการคำนวณตามลำดับเวลาของสองสนามซึ่งผลจากอันแรกจะได้ เทอมที่มีชื่อว่าชวิงเกอร์
เทอมเพิ่มขึ้นมาด้วย การควอนไตซ์ได้ถูกคำนวณออกมาด้วยโดยใช้เกจที่สอดคล้องกันกับสถานะ
ทางกายภาพที่มีอยู่จริง ซึ่งเป็นการมีอยู่สองสถานะโพลาไรเซชัน เพื่อทำให้แน่ใจว่าว่าเมื่อนำ
ไปประยุกต์ใช้จะได้ผลในทางบวก หลังจากการสร้างเงื่อนไขบังคับค่าเชิงบวกและใส่สปิน ใน
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ทฤษฎีของอนุภาคกราวิตอนซึ่งทำอันตรกิริยากับแหล่งกำเนิดอื่น โดยแหล่งกำเนิดนี้ไม่จำเป็นต้อง
มีเทนเซอร์ของพลังงานและโมเมนตัมภายนอกที่คงที่แล้วสมการของค่าคาดหมายของทฤษฎีได้
ถูกพัฒนาขึ้นด้วยเงื่อนไขที่อุณหภูมิมีค่าจำกัด ในการคำนวณและโดยใช้อนุพันธ์เชิงฟังก์ชันของ
ทฤษฎีสนามควอนตัม เทคนิกที่จำเป็นในการคำนวณที่จะต้องกำหนดเป็นอันดับแรกคือ เทนเซอร์
ของพลังงานและโมเมนตัมภายนอกต้องไม่มีการอนุรักษ์ ค่าโคแวเรียนซ์ของเทนเซอร์ความโค้ง
รีมันน์ที่ถูกเหนี่ยวนำในสภาพสุญญากาศได้ถูกสร้างขึ้นด้วย แม้ว่าจะใช้สำหรับการควอนไตเซ
ชันในเกจที่กำหนดขึ้นสำหรับกราวิตอนที่มีเพียงสองสถานะกายภาพดังกล่าวข้างต้น สำหรับการ
ประยุกต์ได้เหนี่ยวนำทำให้ได้เมตริกซ์ที่ถูกต้องและนำผลที่ได้ถูกตรวจสอบกับสตริงแบบปิด ซึ่ง
เกิดขึ้นจากกิริยานัมบุ ซึ่งผลเฉลยของการสั่นของสตริงแบบวงปิดอาจเป็นรูปแบบทั่วไปที่ง่าย
ที่สุดของวัตถุที่เป็นจุด สุดท้ายได้มีการพิจารณาถึงว่าทำไมความสมมาตรของปริภูมิเวลา อาจขึ้น
อยู่กับอุณหภูมิอาจจะเกิดจากการเปลี่ยนแปลงเพื่อความถูกต้องที่เกิดจากการแผ่รังสีและนัยสำคัญ
ทางกายภาพได้ถูกเน้นย้ำในวิทยานิพนธ์นี้ด้วย
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After an explicit derivation is given for the quantum dynamical principle (QDP)

for the closed-time path formulation, involved in computing directly expectation val-

ues and probabilities, paying special attention to the sudden change of the dynamics

from the positive sense to the negative one, a systematic analysis is carried out of the

expectation formalism in quantum physics and quantum field theory in the functional

differential treatment pioneered by Schwinger. In quantum physics, a functional dif-

ferential treatment is developed, via the QDP, for the coupling of quantum systems to

the environment. As one is involved in taking the trace over the dynamical variables

of environment, the analysis necessarily deals with transition probabilities rather than

with amplitudes. It is shown that the functional differential treatment is quite suitable

for such a study as it involves in carrying out functional differentiations, with respect

to classical sources, on functionals describing decoupled physical systems from the en-

vironment. In quantum field theory, with particular emphasis on the quantum aspect of

gravitation, that is, on quantum gravity, a general novel expression is derived for the

graviton propagator from Lagrangian field theory, which includes 30 terms, by taking

into account the necessary fact that in the functional differential approach of quantum
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filed theory, in order to generate non-linearities in gravitation and interactions with mat-

ter, the external source Tµν , coupled to the gravitational field, should a priori not be

conserved ∂µTµν 6= 0, so variations with respect to its ten components may be varied

independently. The resulting propagator is the one which arises in the functional differ-

ential approach and does not coincide with the corresponding time-ordered product of

two fields and it includes so-called Schwinger terms. The quantization is carried out in a

gauge corresponding to physical states with two polarization states to ensure positivity

in quantum applications. After establishing the positivity constraint and spin content

of the theory for gravitons interacting with a necessarily, and a priori, non-conserved

external energy-momentum tensor, the expectation value formalism of the theory is de-

veloped at finite temperature in the functional differential treatment of quantum field

theory. The necessity of having, a priori, a non-conserved external energy-momentum

tensor is an obvious technical requirement. The covariance of the induced Riemann cur-

vature tensor, in the initial vacuum, is established even for the quantization in a gauge

corresponding only to two physical states of the gravitons as established above. As an

application, the induced correction to the metric and the resulting underlying geome-

try is investigated due to a closed string arising from the Nambu action as a solution

of a circularly oscillating string as, perhaps, the simplest generalization of a limiting

point-like object. Finally it is discussed on why the geometry of spacetime may, in gen-

eral, depend on temperature due to radiative corrections and its physical significance is

emphasized.
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CHAPTER I

INTRODUCTION

The quantum dynamical principle (QDP), pioneered by Julian Schwinger

(Schwinger, 1951a, 1951b, 1953a, 1953b, 1954; see also Lam, 1965; Manoukian, 1985,

2006a; Manoukian et al., 2007), is indisputably recognized as a very powerful indis-

pensable tool for all sorts of investigations in quantum field theory, in describing the

underlying dynamics of the fundamental interactions of elementary particles, in carry-

ing out explicit computations as well as testing these interactions in the high-energy

regime via the application of renormalization theory (see Manoukian, 1983). The un-

derlying formalism developed via the QDP is properly referred to as the functional

differential treatment of quantum field theory, as all the propagators, Green functions

or correlation functions of the basic quantum fields are obtained simply by functional

differentiations of the so-called vacuum-to-vacuum transition amplitude as the generat-

ing functional of such correlation functions, with the functional differentiations carried

out with respect to external sources coupled to the underlying fields in a theory. A

rigorous derivation of the QDP is now available (Manoukian et al., 2007). The theory

that emerges by unifying quantum physics and relativity is, of course, referred to as

quantum field theory and is necessarily a many-particle theory in which particles are

created or destroyed in fundamental interactions as purely relativistic phenomenae. It

provides the non-phenomenological theory of present elementary particle physics. The

QDP has also proved to be equally useful in the formulation of quantum physics for

which endless computations and investigations have been carried out (see, Manoukian,

2006a, Ch. 11). The functional differential formalism, via the application of the QDP,

has been extremely useful, in particular, in the quantization problem of the celebrated

non-abelian gauge theories as was shown in : Manoukian (1986a), where the so-called

Faddeev - Popov factor (Faddeev and Popov, 1967; Faddeev, 1969) emerges naturally
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from the QDP, without using symmetry arguments, without making appeal to path inte-

grals, without using commutation relations and without even going to the complicated

(Fradkin and Tyutin, 1970) structure of Hamiltonians.

It is worth recalling that the QDP involves functional differentiations with re-

spect to classical functions, while in path integrals one is involved with continual in-

tegrals, defined as the infinite product of integrals over spacetime which are often ill

defined and quite involved for theories with interactions. It is also far easier to differen-

tiate than to integrate, especially in this context. All of the present theories describing

the fundamental interactions in physics are gauge theories, that is theories in which the

interactions are mediated by gauge fields. These include: QED (Dirac, 1927; Fermi,

1930; Schwinger, 1984, 1949a, 1949b, 1951c; Feynman, 1949a, 1949b, 1950; Tomon-

aga, 1948; Dyson, 1949a, 1949b), the Unified Weak-Electromagnetic Theory (Salam,

1948, 1980; Salam and Strathdee, 1972; Weinberg, 1967, 1974, 1980; Glashow, 1959,

1961, 1980); QCD and unified theories involving strong interactions (Bjorken, 1972;

Pati and Salam, 1973; George and Glashow, 1974; Gross, 1999; Ioffe, 2001; Gross,

Wilczek, Politzer, 2004) and theories attempting to include Einstein’s theory of gravita-

tion and modifications thereof (Zumino, 1975; Deser, 1986; ’t Hooft, 1986). Unfortu-

nately theories involving gravitation turn out be to non-renormalrizable and no quantum

field theory is of practical value if it is not renormalizable (see Manoukian, 1983). This

was best demonstrated by the years it took to develop the weak-electromagnetic theory

due to its non-renormalizability if the underlying vector bosons mediating the interac-

tions are initially massive. The Quantum Dynamical approach has also the advantages,

mentioned above, in comparison to the canonical approach to gauge theories (Utiyama

and Sakamoto, 1977; Mohapatra, 1971, 1972). The Quantum Dynamical Principle al-

lows one to obtain directly the vacuum-to-vacuum transition amplitudes in field theory

or the transformation functions in quantum physics.

In a classic paper, Schwinger (1961) has generalized the Quantum Dynamical

Principle to a new method, referred to as the Closed-Time Path formalism, which by-
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passes the tedious steps in computing probabilities and expectation values and these

physical quantities are directly obtained from this formalism. Schwinger’s original for-

mulation (1961) was developed in quantum physics with a very detailed application

given to the quantum Brownian motion. It was successfully applied in studying the

infrared behavior of QED (Mahanthappa, 1962) and in particle productions by strong

external sources (Bakshi and Mahanthappa, 1963a, 1963b; Manoukian, 1988a) and in

non-relativistic quantum scattering (Manoukian, 1988b). A derivation of the Closed-

Time Formalism in the fully relativistic quantum field theory, including for non-abelian

gauge theories, was given in (Manoukian, 1987) and was also extended to finite temper-

atures (Manoukian, 1991a; Xu, 1995). Multiparticle states and multiparticle collisions

were particularly studied in Cooper (1995) and Manoukian (1988a, 1991b). Interesting

studies were also carried out in Jordan (1986a, 1986b), Calzetta and Hu (1987), in non-

equilibrium phenomena (Keldysh, 1965; Craig, 1968; Korenman, 1969; Hall, 1975;

Schmutz, 1978; de Boer and van Weert, 1979) and specific applications were made as

well to superconductivity (Volkov and Kogan, 1974), plasma physics (Bezzerides and

DuBois, 1972) and to transport properties (Sandström, 1972) emphasizing path inte-

gral techniques. The purpose of this thesis is of a systematic analysis of the closed-time

path formulation of quantum field theory emphasizing its role in quantum gravity where

very little is known due to the complicated structure of the gravitational field as a sec-

ond rank symmetric tensor field. For reasons that will become apparent the closed-time

path formulation is also referred to as the expectation value formalism. As in carrying

out expectation values one is involved, in the process of the investigation, in taking the

product of amplitudes and their complex conjugates in a time evolution process. The

complex conjugate of an amplitude, while the latter describes time evolution in the for-

ward direction, the former describes time evolution in reversed direction thus ending at

the initial time of the process when taking products of the amplitudes and their complex

conjugates as described above. The present thesis also applies the formalism to quantum

physics as well. In Chapter II, we provide a careful derivation of the QDP for closed-



4

time path as an extension of our previous work (Manoukian et al., 2007) given for open

time-path, that is dealing with amplitudes. To this end, we use our earlier approach

of having two unitary time-dependent operators which in turn allow an otherwise non-

trivial interchange of the orders of parameters variations of transformation functions,

or general amplitudes in various descriptions, with specific time-dependent ones . This

procedure answers the rather otherwise mysterious question as to why the variation of a

transformation function, with respect to given parameters, is given by matrix elements,

with respect to the given states defining the transformation function, of the integral of

the variation of the Lagrangian with the states in question, which may depend on these

parameters, kept non-varied. Particular attention is given to the sudden change of the

dynamics from the positive (i.e., forward) to the negative (i.e., reversed) sense encoun-

tered in the closed-time path and its relation to a unitarity expansion by extending the

paths of the two dynamical processes t1 → t2 and t2 → t1 to t1 → t2 + ε, t2 + ε → t1

for arbitrarily small ε and imposing continuity at time t = t2 + ε and then taking the

limit ε → 0. Most importantly, we provide one single time-dependent Hamiltonian for

the entire closed-time process : t1 → t2 + ε, t2 + ε → t1 with continuity achieved at

the return point and having, a priori, two different dynamics in the two branches. The

key point is to introduce a smooth “step function” generalizing the well known step

function. The rules for the application of the QDP for closed-time path are then devel-

oped. The closed-time path as a formalism for carrying out expectation values of, say,

fields, is then applied to derive the theory for interacting spin 0 particles in the presence

of external sources representing emitters and detectors of these particles in Sect. 2.3.

The far more complicated problem for gravitons will be investigated in Chapter VI. As

the thesis is full of applications of functional differentiation techniques, these methods

are first applied to quantum scattering problems in Chapter VII, as a preparation for

the more difficult problems encountered in the remaining part of the thesis. It is an

adaptation of field theory methods in quantum physics. Chapter V, deals with the im-

portant role that the environment surrounding a quantum system has on the latter. Here
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the closed-time path formalism becomes quite evident as one is dealing with probabil-

ities with time-evolution processes in the forward and reversed senses for amplitudes

and their complex conjugates, respectively. Here we use functional calculus methods,

via functional differentiations and application of the QDP to investigate the coupling

of quantum mechanical systems to the environment, understood to be surrounding a

physical system, as the former systems, in the real world, are never in isolation from

the latter. The incorporation of the environment in quantum mechanical systems has

led to much physical insights into such fundamental problems as quantum decoher-

ence, Schrödinger’s cat and in measurement theory, in general (see, Manoukian, 2006a,

§8.7, §8.9, §12.7; Brune, 1992; Munroe, 1996; Walls, 1985; Zurek, 1991). We will see,

that the functional differential approach is quite suitable for studying the coupling of

quantum mechanical systems to the environment. It involves in carrying out functional

differentiations, with respect to classical sources, of a functional describing “decou-

pled" systems from the environment. As one is involved in taking the trace over the

dynamical variables of the environment in studying the response of physical systems

to it, the analysis necessarily involves in dealing directly with transition probabilities

rather than amplitudes. This is a basic departure from the far simpler case of studying

quantum mechanical systems in isolation. In dealing with probabilities and in taking

traces, it turns out that two different sets of classical sources, coupled to the dynam-

ical variables of the theory, should, a priori, be introduced. The physically relevant

probabilities are then recovered in the limit as the two sets of sources coincide and are

eventually set equal to zero. The general expression for transition probabilities of quan-

tum mechanical systems, coupled to the environment, is given in Eq. (4.2.8) involving

functional differentiations with respect to these two sets of classical sources. Chapter V,

deals with the derivation of a novel expression of the graviton propagator. In obtaining

the expression for the propagator, we were rather surprised that it contains 30 terms

and not just 3 terms as it has been used for years. The graviton propagator is the basic

ingredient in quantum gravity computations. It provides and mediates the gravitational
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interaction between all particles and all matter to the leading order in the gravitational

coupling constant. In the so-called functional differential treatment (Manoukian, 1986,

1985, 2006; Limboonsong and Manoukian, 2006; Schwinger, 1951) of quantum field

theory, referred as the quantum dynamical principle approach, based on functional dif-

ferentiation techniques with respect to external sources coupled to the underlying fields

in a theory, functional derivatives are taken of the so-called vacuum-to-vacuum tran-

sition amplitude. The latter generates n-point functions by functional differentiations

leading finally to transition amplitudes for various physical processes. For higher spin

fields such as the electromagnetic vector potential Aµ, the gluon field Aµ
a , and certainly

the gravitational field hµν , the respective external sources Jµ, Ja
µ , Tµν , coupled to these

fields, cannot a priori taken to be conserved so that their respective components may be

varied independently. The consequences of relaxing the conservation of these external

sources are highly non-trivial. For one thing the corresponding field propagators be-

come modified. Also they have led to the rediscovery (Manoukian, 1986; Limboonsong

and Manoukian, 2006) of Faddeev–Popov (Faddeev, 1967) factors in non-abelian gauge

theories and the discovery (Limboonsong and Manoukian, 2006) of even more general-

ized such factors, directly from the functional differential treatment, via the application

of the quantum dynamical principle, in the presence of external sources, without using

commutation rules, and without even going to the well known complicated structures of

the underlying Hamiltonians.

We provide, in passing, examples which show a contradictory result is obtained

if a conservation law is imposed on Tµν . The Lagrangian density is the one of a massless

spin-2 particle coupled to, a priori, not conserved Tµν . Only after functional differentia-

tions of the vacuum-to-vacuum transition amplitude are taken, with respect to Tµν , that a

conservation law on Tµν may be imposed. Our novel expression for the graviton propa-

gator is given in Eqs. (5.2.149), (5.2.151) and (5.2.152). It is different from the so-called

time-ordered product due to the appearance of so-called Schwinger terms. Chapter V

and Chapter VI are of central importance in the entire thesis. In Chapter VI, we first
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establish the positivity constraint of the vacuum-to-vacuum persistence probability as

well as the non-trivial spin content of the graviton with only two polarization states

which is necessary for all massless particles (see Manoukian, 2006a) even for a priori

non-conserved energy-momentum tensor Tµν In order to study gravitational effects such

as the induced geometry due to external sources and even due to fluctuating quantum

fields, the expectation value formalism turns out to be of practical value. In Sect. 6.4,

we develop the expectation value formalism for gravitons interacting with an external

energy-momentum tensor Tµν at finite temperature with a priori not conserved Tµν , so

that variations with respect to its ten components may be varied independently in order

to generate expectation values. After all the relevant functional differentiations with

respect to Tµν are carried out, the conservation law on Tµν may be then imposed. We

establish the covariance of the induced Riemann curvature tensor, in the initial vacuum,

due to the external source, in spite of the quantization carried out in a gauge which en-

sures only two polarization states for the graviton. As an application, we investigate the

induced correction to the metric and the underlying geometry due a closed string arising

from the Nambu action (e.g., Kibble, 1989; Sakellariadou, 1990; Goddard, 1995) as a

solution of a circularly oscillating string (Manoukian, 1991b, 1992, 1995, 1998) as, per-

haps, the simplest generalization of a limiting point-like object. Finally, it is discussed

on why the geometry of spacetime may, in general, depend on temperature due to radia-

tive corrections and its physical significance is emphasized. All of our results derived

have been published. With the exception of the quantum physics treatments, we use

units ~ = 1, c = 1 in the quantum field theory analyses as is conventionally done. For

the Minkowski metric, we choose [ηµν ] = diag[−1, 1, 1, 1]. In the concluding chapter

(Chapter VII), we summarize our main results and discuss further important points

related to our analyses in the thesis.



CHAPTER II

THE CLOSED–TIME PATH

(EXPECTATION VALUE FORMALISM)

AND THE QUANTUM DYNAMICAL PRINCIPLE

2.1 Introduction

The power of the closed-time path formalism, also known as the expectation

value formalism, pioneered by Julian Schwinger (1961) with extensions, additional

technical details and applications over the years in the functional differential formal-

ism (Manoukian, 1987, 1988a, 1988b, 1991, 2008) in abelian as well as non-abelian

gauge theories, and in Chapters IV, V and VI of the present thesis, should be noted.

In this formalism one is able to obtain probabilities and expectation values of fields

and other objects without first deriving expressions for transition amplitudes. This is an

important and a powerful shortcut to deal more directly with the physics of a quantum

system or a quantum field theory involving many relativistic particles in the quantum

domain. The closed-time path derivations rests on considering a priori two different dy-

namics, i.e., via two different Hamiltonians and external sources, one given from times

t1 → t2 and another one from t2 → t1 for the time reversed process ending up again at

time t1 - hence the nomenclature a “closed-time path” for a complex process. Only after

all the relevant functional differentiations with respect to external sources are carried,

the corresponding two sets of Hamiltonians with the external sources may be set to be

equal.

At time t2, of the closed-time process a discontinuity arises in time as the Hamil-

tonians in the forward and reversed time paths are different at time t2. This point is

handled rigorously by extending the time paths from t1 → t2 + ε and t2 + ε → t1, by
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taking the limit ε → +0, with continuity ensured at the point t = t2 + ε for the forward

and reversed time path. The present Chapter deals with the derivation of the quantum

dynamical principle for Closed-Time Path (CTP).

The very elegant quantum (action) dynamical principle (QDP) (Schwinger,

1951a, 1951b, 1953a, 1953b, 1954, 1972; Lam, 1965; Manoukian, 1985, 1986a, 1987a;

Manoukian and Siranan, 2005) is indisputably recognized as a very powerful tool for

carrying out explicit computations in quantum field theory. The QDP has been used

to quantize gauge theories (Manoukian, 1986a, 1987a) in constructing the vacuum-to-

vacuum transition amplitude and the direct generation of the Faddeev-Popov (Faddeev

and Popov, 1967) (FP) factor, encountered in non-abelian gauge theories, with no much

effort and without making an appeal to path integrals or to commutation rules and with-

out even going into the well known complicated structure of the Hamiltonian (Fradkin

and Tyutin, 1970). In particular, it has been shown (Limboonsong and Manoukian,

2006) that the so-called FP factor needs to be modified in more general cases of gauge

theories and that a gauge invariant theory does not necessarily imply the familiar FP

factor for proper quantization as may be otherwise naïvely expected based on symme-

try arguments. On the other hand the QDP corresponding to the so-called closed-time

path (CTP) (expectation value formalism) (Schwinger, 1961; Manoukian, 1987a, 1988c,

1991b) has been also very useful as it provides a short cut for computing expectation

values of observables directly without first working out specific amplitudes. The CTP

had wide applications over the years see, e.g., Kao et al. (2002); Koide (2000); Cooper

(1995); Chou et al. (1985); Zhou et al. (1980); deBoer et al. (1979); Garrido et al.

(1977); Hall (1974) and Keldysh (1965). We recall that the QDP. provides the varia-

tions of amplitudes with respect to external parameters, such as coupling constants and

external sources coupled to the quantum fields, which upon integrations of the ampli-

tudes over these parameters yield the expression for the latter (see, e.g., Manoukian

(1986a); Limboonsong and Manoukian (2006). The purpose of this work is to provide

systematic explicit derivations of the QDP for CTP in quantum field theory. To this end,
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we introduce, in the process, two unitary time-dependent operators which in turn allow

an otherwise non-trivial interchange of the orders of parameters variations of so-called

transformation functions with specific time-dependent ones. This procedure answers

the rather otherwise mysterious question as to why the variation of a transformation

function, with respect to given parameters, is given by matrix elements, with respect to

the given states defining the transformation function, of the integral of the variation of

the Lagrangian with the states in question, which may depend on these parameters, kept

non-varied ! The answer is based, mostly on

〈at| = 1〈at|V (t, λ), (2.1.1)

i.e., the states 〈at| of interest are related to the states 1〈at| which are independent of the

parameter λ, and

V (t, λ) = U †
1(t)U(t, λ), (2.1.2)

where U(t, λ) is the time evolution operator depends on λ and t, while U †
1(t) depends

only on time t, and a key identity derived given by

i~
d

dτ

[
V (t2, λ)V †(τ, λ)V (τ, λ′)V †(t1, λ′)

]

= V (t2, λ)
[
U †(τ, λ)(H(τ, λ′)−H(τ, λ))U(τ, λ′)

]
V †(t1, λ′), (2.1.3)

written in terms of the two unitary time-dependent operators mentioned above. On the

other hand, for CTP, the analysis pays special attention to the so-called sudden change

of the dynamics from the positive to the negative senses in defining the closed-path and

its relation to a unitarity expansion. The derivations are extensions of the corresponding

ones in quantum mechanics (Manoukian, 2006a; Manoukian et al., 2007) to the more

complicated case of quantum field theory. The QDP for the CTP is derived in Sect.

(2.2).
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2.2 The Closed–Time Path Formalism

The Quantum Dynamical Principle (QDP) for Closed–Time Path (CTP) is in-

volved in evaluating the expectation value of observables O(t), say in an initially pre-

pared state |bt1〉, with the dynamics evolving from time t1 to t2, with t1 < t < t2, by

the QDP variational technique. Unfortunately, unitarity implies that 〈bt1 |bt1〉 is one

and hence its variation is equal to zero and such a procedure seems a priori not use-

ful. Schwinger (1961) has solved this problem by assuming a different dynamics for

the time evolution from time t1 to t2 in the positive sense from the one in the opposite

negative sense from t2 back to t1, associating different Hamiltonians,

H+(t, λ+), H−(t, λ−),

with the two segments (t1 → t2) and (t2 → t1), respectively, such that

H+(t, λ+) = H−(t, λ−), (2.2.1)

for

λ+ = λ−, (2.2.2)

where λ± are coupling constants or external (classical) sources. An immediate obstacle

then seems to arise with the application of unitarity, in this case, as the Hamiltonian

makes a sudden (instantaneous) change at t = t2 upon changing the direction of time

evolution.

We remedy the above problem, by introducing a unified Hamiltonian varying

continuously during the entire time evolution process from t1 → t2 and then from
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t2 → t1 by a limiting procedure. To this end, we introduce the Hamiltonian:

H(t, λ+, λ−) =
1

2

[
H+(t, λ+) + H−(t, λ−)

]
+

1

2

[
H+(t, λ+)−H−(t, λ−)

]
ϑc(t, ε),

(2.2.3)

where ϑc(t, ε) is a continuous function of

t : t1 → t2, and t2 → t1, (2.2.4)

extended to t2 + ε, for arbitrarily small ε, and continuous at t = t2 + ε. Such a function

which together with its time derivative, are continuous, is rigorously given by

ϑc(t, ε) =





1 , t : t1 → t2

1− ε
(t−t2)

e exp[− ε
(t−t2)

] , t : t2 → t2 + ε

−1 + ε
(t−t2)

e exp[− ε
(t−t2)

] , t : t2 + ε → t2

−1 , t : t2 → t1.

(2.2.5)

The plot of the smooth “step function”, ϑc(t, ε) for ε = 0.1, 0.05, 0.01, 0.001 as a func-

tion of t are shown in the following figures.
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Figure 2.1 Plot of the smooth “step function”, ϑc(t, ε) for ε = 0.1 as a function of t.
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Figure 2.2 Plot of the smooth “step function”, ϑc(t, ε) for ε = 0.05 as a function of t.
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Figure 2.3 Plot of the smooth “step function”, ϑc(t, ε) for ε = 0.01 as a function of t.
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Figure 2.4 Plot of the smooth “step function”, ϑc(t, ε) for ε = 0.001 as a function of t.

The continuity of the smooth “step function” is readily seen in Figs. (2.1) – (2.4)
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for various small ε. We note that

ϑc(t, ε) ≡





1 : for condition : t = t2

1 : for condition : t = t2

1− ee−1 = 0 : for condition : t = t2 + ε

−1 + ee−1 = 0 : for condition : t = t2 + ε

−1 : for condition : t = t2

−1 : for condition : t = t2,

(2.2.6)

establishing continuities at t = t2, t = t2 + ε and back again at t = t2.

Hence

H(t, λ+, λ−) = H+(t, λ+) for t1 ≤ t ≤ t2, (2.2.7)

H(t, λ+, λ−) =
1

2
[H+(t, λ+) + H−(t, λ−)] for t2 < t ≤ t2 + ε, (2.2.8)

H(t, λ+, λ−) =
1

2
[H+(t, λ+) + H−(t, λ−)] for t : t2 + ε → t2, (2.2.9)

H(t, λ+, λ−) = H−(t, λ−) for t : t2 → t1, (2.2.10)

as a consequence of the continuity of ϑc(t, ε) for all t of interest, thus establishing the

continuity of the Hamiltonian at time t2 + ε
2
, as well.

This allows us to carry out a unitarity expansion as follows:

〈bt′1 |bt′1〉(ε) =
∑
c, a

〈
bt1

∣∣∣c t2 +
ε

2

〉〈
c t2 +

ε

2

∣∣∣a t2 − ε

2

〉〈
a t2 − ε

2

∣∣∣bt1
〉

, (2.2.11)

where

∣∣∣c t2 ± ε

2

〉〈
c t2 ± ε

2

∣∣∣ = U †
±(t2 ± ε

2
, λ±) |c〉 〈c|U±(t2 ± ε

2
, λ±), (2.2.12)

are given by genuine unitary transformations.
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For ε → 0,

〈
c t2 +

ε

2

∣∣∣a t2 − ε

2

〉
→ δ(c, a),

and we obtain the completeness relation

〈bt1 |bt1〉 =
∑

a

〈bt1 |at2〉− 〈at2 |bt1〉+

=
∑

a

〈at2 |bt1〉∗− 〈at2 |bt1〉+ , (2.2.13)

with different dynamics described in the different segments from t1 → t2 and t2 → t1

with corresponding Hamiltonians H±(t, λ±), respectively.

The quantum dynamical principle or the Schwinger dynamical (action) principle

states (see Manoukian et al. 2007) that

δ 〈at2 |bt1〉 =
i

~

〈
at2

∣∣∣∣
ˆ t2

t1

(dx) δL(x, λ)

∣∣∣∣bt1
〉

, (2.2.14)

written in terms of the Lagrangian, where

(dx) = dt d3x,

and the variation δL(x, λ), with respect to λ, is carried out with the independent fields

χ and dependent ones η, and their derivatives ∂µχ, ∇η, all kept fixed.

From Eqs. (2.2.13), (2.2.14), we then obtain (ε → 0)

δ 〈bt1 |bt1〉 =
i

~

〈
bt1

∣∣∣∣
ˆ t2

t1

(dx)[δL+(x, λ+)− δL−(x, λ−)]

∣∣∣∣bt1
〉

. (2.2.15)

This may be also obtained from Eq. (2.2.11) giving

δ 〈bt1 |bt1〉(ε) =
i

~

〈
bt1

∣∣∣∣∣

[ˆ t2−ε/2

t1

(dx)δL+(x, λ+)−
ˆ t2+ε/2

t1

(dx)δL−(x, λ−)

]∣∣∣∣∣bt1
〉
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− i

~

〈
bt1

∣∣∣∣∣
ˆ t2+ε/2

t2−ε/2

dt δIH(t, λ+, λ−)

∣∣∣∣∣bt1
〉

, (2.2.16)

which reduces to Eq. (2.2.15) for ε → 0, where IH(τ, λ) = U † (τ, λ) H(χ, π, τ, λ)

U(τ, λ), is the Heisenberg representation of H(τ, λ) at time τ .

The equation for the CTP, becomes

δ 〈bt1 |IB(τ, λ+)|bt1〉 = − i

~

〈
bt1

∣∣∣∣
ˆ t2

t1

(dx) δL−(x, λ−)IB(τ, λ+)

∣∣∣∣bt1
〉

+
i

~

〈
bt1

∣∣∣∣
ˆ t2

t1

(dx)(IB(τ, λ+) δL+(x, λ+))+

∣∣∣∣bt1
〉

+ 〈bt1 |δIB(τ, λ+)|bt1〉 , (2.2.17)

where IB(τ, λ) is an arbitrary function of χ(x) and π(x), and in general, of λ and t, i.e.,

B(χ(x), π(x), λ, t) ≡ IB(t, λ), (2.2.18)

of the variables indicated, with χ(x), π(x) in the Heisenberg representation defined as

χ(x) = U †(t, λ)χ(x)U(t, λ), (2.2.19)

π(x) = U †(t, λ)π(x)U(t, λ). (2.2.20)

We may write

IB(t, λ) = U †(t, λ)B(χ(x), π(x), λ, t)U(t, λ), (2.2.21)

and

δ 〈bt1 |IB(τ, λ−)|bt1〉 =
i

~

〈
bt1

∣∣∣∣
ˆ t2

t1

(dx)IB(τ, λ−) δL+(x, λ+)

∣∣∣∣bt1
〉
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− i

~

〈
bt1

∣∣∣∣
ˆ t2

t1

(dx)(IB(τ, λ−) δL−(x, λ−))−

∣∣∣∣bt1
〉

+ 〈bt1 |δIB(τ, λ−)|bt1〉 , (2.2.22)

where (. . .)−, in the second term on the right-hand side of Eq. (2.2.22) stands for the

chronological time anti-ordering operation.

2.3 Application to Interacting Spin 0 Particles in the Presence of

External Sources

In this section we derive the exact solution for the closed-time path 〈0− |0−〉 of

spin–0 particles interacting with an external source K.

We consider the source term as real (K is reals), the vacuum to vacuum (vac−
vac) transition amplitude in the positive sense of time is

〈0+ |0−〉K = exp

[
i

2

ˆ
(dx)(dx′)K(x)∆+(x− x′)K(x′)

]
, (2.3.1)

where

∆+(x− x′) =

ˆ
(dp)

(2π)4

eip(x−x′)

p2 + m2 − iε
, ε → +0. (2.3.2)

Then we can write, from p2 = p2 − p02 ,

∆+(x− x′) =

ˆ
d3p

(2π)3
eip(x−x′)

ˆ
dp0

(2π)

eip0(x0−x0′ )

p2 + m2 − iε
(2.3.3)

and from p2 = p2 − p02 , we have

p2 + m2 − iε = p2 − p02

+ m2 − iε

= −
[
p0 −

(
(p2 + m2)1/2 − iε

)][
p0 +

(
(p2 + m2)1/2 − iε

)]
.

(2.3.4)
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Insert the above equation into ∆+(x− x′), and then by complex integration, and by the

application of residue theorem we obtain

∆+(x− x′) = −
ˆ

d3p

(2π)3
eip(x−x′)[(

−2πi

2π
)
Θ(x0 − x0′)e−ip0(x0−x0′ )

2p0

+(
2πi

2π
)
Θ(x0′ − x0)eip0(x0−x0′ )

2p0
] (2.3.5)

Note that ε
√

p2 + m2 for ε → +0 is the same as ε since
√

p2 + m2 > 0.

For x0 > x0′ , we have

∆+(x− x′) = i

ˆ
d3p

(2π)3

1

2p0
eip(x−x′). (2.3.6)

Let

dωp ≡ d3p

(2π)3

1

2p0
, (2.3.7)

p0 = +
√

p2 + m2, (2.3.8)

then

∆+(x− x′) = i

ˆ
dωpeip(x−x′). (2.3.9)
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The function ∆+(x−x′) is the propagator of spin-0 that propagate in the positive sense

of time.

The Fourier transform of the source, K(x), is defined by

K(p) =

ˆ
(dx)e−ipxK(x). (2.3.10)

Let

K = K1 + K2, (2.3.11)

where K1 is switched on after K2 is switched off. By inserting this expression of

source K into Eq. (2.3.1) and use Eq. (2.3.6), we obtain another form of the vacuum-

to-vacuum transition amplitude,

〈0+ |0−〉K = 〈0+ |0−〉K1 exp

[ˆ
dωpiK∗

1(p)iK2(p)

]
〈0+ |0−〉K2 . (2.3.12)

By using of the discretization notation over momenta, we write for book-keeping

purposes (see, Schwinger, 1970)

Kp ≡
√

dωpK(p), (2.3.13)

to rewrite the integrals in the square bracket in Eq. (2.3.5) as

ˆ
dωpiK∗

1(p)iK2(p) →
∑

p

iK∗
1piK2p, (2.3.14)

and

exp

[∑
p

iK∗
1piK2p

]
=

∏
p

exp iK∗
1piK2p

=
∏

p

∑
np

(iK∗
1piK2p)

np

np!
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=
∏

p

∑
np

(iK∗
1p)

np

√
np!

(iK2p)
np

√
np!

. (2.3.15)

Let nq1
, nq2

, . . . denote number of particles with momenta q1,q2, . . . such that

nq1
+ nq2

+ . . . = n, (2.3.16)

then

∏
p

∑
np

(iK∗
1p)np

√
np!

(iK2p)np

√
np!

=
∑

n

∑
nq1+nq2+...=n

(iK∗
1q1)

nq1

√
nq1!

(iK∗
1q2)

nq2

√
nq2!

. . .

(iK2q1)
nq1

√
nq1!

(iK2q2)
nq2

√
nq2!

. . . . (2.3.17)

Then Eq. (2.3.12) can be written as

〈0+ |0−〉K =
∑

n

∑
nq1+nq2+...=n

{ [
〈0+ |0−〉K1

(iK∗
1q1)

nq1

√
nq1!

(iK∗
1q2)

nq2

√
nq2!

. . .

]

[
(iK2q1)

nq1

√
nq1!

(iK2q2)
nq2

√
nq2!

. . . 〈0+ |0−〉K2

] }
. (2.3.18)

We compare this with the unitarity expansion, given by

〈0+ |0−〉K =
∑

n

∑
nq1+nq2+...=n

〈0+ |n; nq1, nq2, . . .〉K1 〈n; nq1, nq2, . . . |0−〉K2 .

(2.3.19)

Thus in particular for any sources K, we have

〈n; nq1, nq2, . . . |0−〉K =
(iKq1)

nq1

√
nq1!

(iKq2)
nq2

√
nq2!

. . . 〈0+ |0−〉K . (2.3.20)

The next step is to find out for the closed–time path expression for 〈0− |0−〉 in
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the presence of external sources. As in Eq. (2.3.19), we write 〈0− |0−〉 as a unitarity

expansion

〈0− |0−〉 =
∑

n

∑
nq1+nq2+...=n

〈0− |n; nq1, nq2, . . .〉K− 〈n; nq1, nq2, . . . |0−〉K+ . (2.3.21)

Using the identity of the complex conjugate, we also have

〈0− |n; nq1, nq2, . . .〉K− =
(
〈n; nq1, nq2, . . . |0−〉K−

)∗
. (2.3.22)

Thus 〈0− |0−〉, according to Eqs. (2.3.22) and (2.3.20), is given by

〈0− |0−〉 =
∑

n

∑
nq1+nq2+...=n

(
〈0+ |0−〉K−

)∗ [
K∗
−q1K+q1

nq1!

]nq1

[
K∗
−q2K+q2

nq2!

]nq2

. . . 〈0+ |0−〉K+ . (2.3.23)

According to the mutinomial expression

∑
x1,x2,...

∑

(x1+x2+...=n)

(a1)
x1

x1!
· (a2)

x2

x2!
· · · = (a1 + a2 + a3 + · · · )n

n!
, (2.3.24)

as applied to the present case

∑
nq1+nq2+...=n

(
K∗
−q1K+q1

nq1!

)nq1
(

K∗
−q2K+q2

nq2!

)nq2

. . . =

[∑
q

(
K∗
−qK+q

)]n

n!
, (2.3.25)

leads to

〈0− |0−〉 =
(
〈0+ |0−〉K−

)∗
exp

(∑
q

K∗
−qK+q

)
〈0+ |0−〉K+ . (2.3.26)

Consider the sum in the exponent of the middle term in Eq. (2.3.26). It can be
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rewritten as an integral giving

∑
q

K∗
−qK+q →

ˆ
dωqK

∗
−(q)K+(q)

=

ˆ
d3q

(2π)32q0
K∗
−(q)K+(q) , q0 = +

√
q2 + m2

=

ˆ
(dx)(dx′)K−(x)∆(+)(x− x′)K+(x′), (2.3.27)

where

∆(+)(x− x′) =

ˆ
dωpe

ip(x−x′) , p0 = +
√

p2 + m2, (2.3.28)

and

(∆+(x− x′))∗ =

ˆ
(dp)

(2π)4

eip(x−x′)

p2 + m2 + iε
, p0 = +

√
p2 + m2

≡ ∆−(x− x′). (2.3.29)

We see that the complex conjugate of ∆+(x − x′) leads to ∆−(x − x′) for the time

reversed process.

Then the final expression of 〈0− |0−〉 of spin–0 particles interacting with external

sources may be written as

〈0− |0−〉 = exp− i

2
K−∆−K− exp

i

2
K+∆+K+ exp K−∆(+)K+, (2.3.30)

where

K+∆+K+ =

ˆ
(dx)(dx′)K+(x)∆+(x− x′)K+(x′), (2.3.31)

∆+(x− x′) =

ˆ
(dp)

(2π)4

eip(x−x′)

p2 + m2 − iε
, ε → +0, (2.3.32)
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∆−(x− x′) =

ˆ
(dp)

(2π)4

eip(x−x′)

p2 + m2 + iε
, ε → +0, (2.3.33)

∆(+)(x− x′) =

ˆ
d3p

(2π)32p0
eip(x−x′), p0 = +

√
p2 + m2, (2.3.34)

which ∆+(x − x′) is the propagator and ∆−(x − x′) is its complex conjugate corre-

sponding to the reversed time paths for ∆+(x− x′).

For example for a theory with interaction Lagrangian density LI = λφ4, the

vacuum-to-vacuum amplitude 〈0− |0−〉, for the initial vacuum, for the closed-time path

is given by

〈0− |0−〉 = exp iλ

ˆ
(dx)

[(
− i

δ

δK+(x)

)4

−
(

i
δ

δK−(x)

)4]
〈0− |0−〉λ=0 , (2.3.35)

where 〈0− |0−〉λ=0 is defined in Eq. (2.3.30) for spin 0 bosons interacting with external

sources only, that is, for λ = 0.

With a system in the initial vacuum state |0−〉, the expectation value of the in-

duced field excitation at a given time x0 = t, is then given by

〈0− |φ(x)|0−〉 = −i
δ

δK+(x)
〈0− |0−〉

∣∣∣∣
K+=K−≡K

(2.3.36)

Detail applications of an induced field in the initial vacuum state, as defined in

Eq. (2.3.36), will be given to the far more complex situation involving the gravitational

field in Chapter VI.



CHAPTER III

APPLICATION OF THE FUNCTIONAL

DIFFERENTIAL TREATMENT TO QUANTUM

SCATTERING VIA THE DYNAMICAL PRINCIPLE

3.1 Introduction

The underlying technical language involved in the present thesis in dealing with

quantum physics and quantum field theory is the so-called functional differentiation

treatment. That is, it is involved by differentiations of functions of functions with re-

spect to the latter functions. This chapter deals with a rigorous treatment of the func-

tional differential treatment to scattering in quantum physics, and its extension to the

expectation value formalism, i.e., to the closed-time one, in quantum physics is carried

out in the next chapter. The power and elegance of the functional differential treatment

as simply taking derivatives to obtain physical results will be evident.

The purpose of this chapter is to use Schwinger’s (Schwinger, 1951, 1953, 1960,

1962; Manoukian, 1985) most elegant quantum dynamical principle to provide a careful

functional treatment of quantum scattering. We derive rigorously an expression for the

scattering amplitude involving a functional differentiation operation applied to a func-

tional, depending on the potential, written in closed form. The main result of this paper

is given in Eq.(3.2.45). In particular, it provides a systematic starting point for studies

of deviations from so-called straight-line “trajectories” of particles, with small devia-

tion angles, by mere functional differentiations. An investigation of a time limit of a

function related to this expression shows that the latter may be also used to obtain the

asymptotic “free” modified Green functions for theories with long range potentials such

as for the Coulomb potential with the latter defining the transitional potential between
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short and long range potentials. Functional methods have been also introduced earlier

in the literature (Brenner and Galimzyanov, 1982; Chuluunbaatar et al., 2001; Cambell,

1975; Gelman and Spruch, 1969; Gerry, 1980; Pazma, 1979; Singh, 1975; Zubarev,

1977, 1978; Sukumar, 1984) in quantum scattering dealing with path integrals or vari-

ational optimization methods which, however, are not in the spirit of the present paper

based on the dynamical principle. The present study is an adaptation of quantum field

theory methods (Manoukian, 1988a) to quantum potential scattering.

3.2 Functional Treatment of Scattering

Given a Hamiltonian

H =
p2

2m
+ V (x), (3.2.1)

for a particle of mass m interacting with a potential V (x), we introduce a Hamiltonian

H ′(λ, τ) involving external sources F(τ), S(τ) coupled linearly to x and p as follows:

H ′(λ, τ) =
p2

2m
+ λV (x)− x · F(τ) + p · S(τ), (3.2.2)

where λ is an arbitrary parameter which will be eventually set equal to one. Schwinger’s

(Schwinger, 1951a, 1953a, 1960a, 1960b, 1962; Manoukian, 1985) dynamical princi-

ple states, that the variation of the transformation function

〈xt |pt′〉 , (3.2.3)

with respect to the parameter λ, for the theory governed by the Hamiltonian H ′(λ, τ)

is given by

δ 〈xt |pt′〉 =

(
− i

~

) ˆ t

t′
dτ δ

(
λV

(
−i~

δ

δF(τ)

))
〈xt |pt′〉 . (3.2.4)
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Here

V (−i~δ/δF(τ)), (3.2.5)

denotes V (x) with x in it replaced by

−i~δ/δF(τ). (3.2.6)

Eq. (3.2.4) may be readily integrated for

λ = 1, F(τ),S(τ) set equal to zero, (3.2.7)

that is for the theory governed by the Hamiltonian H in Eq. (3.2.1), to obtain

〈xt |pt′〉 = exp

[
− i

~

ˆ t

t′
dτ V

(
−i~

δ

δF(τ)

)]
〈xt |pt′〉(0)

∣∣∣∣
F=0,S=0

. (3.2.8)

The transformation function

〈xt |pt′〉(0)
, (3.2.9)

corresponds a theory developing in time via the Hamiltonian

H ′(0, τ) =
p2

2m
− x · F(τ) + p · S(τ), (3.2.10)

to which we now pay special attention.

With p replaced by i~δ/δS(τ), the dynamical principle, exactly as in Eq. (3.2.8),

gives

〈xt |pt′〉(0)
= exp

[
− i

2m~

ˆ t

t′
dτ

(
i~

δ

δS(τ)

)2
]
〈xt |pt′〉0 , (3.2.11)
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where the transformation function 〈xt |pt′〉0 is governed by the “Hamiltonian"

Ĥ(τ) = −x · F(τ) + p · S(τ), (3.2.12)

involving no kinetic energy term.

The Heisenberg equations corresponding to Ĥ(τ) give the equations

x(τ) = x(t)−
ˆ t

t′
dτ ′ Θ(τ ′ − τ)S(τ ′), (3.2.13)

p(τ) = p(t′) +

ˆ t

t′
dτ ′ Θ(τ − τ ′)F(τ ′), (3.2.14)

where Θ(τ) is the step function

Θ(τ) =





1, for τ > 0

0, for τ < 0
, (3.2.15)

Using the relations

0〈xt|x(t) = x 〈xt| , (3.2.16)

p(t′) |pt′〉0 = |pt′〉p, (3.2.17)

and the dynamical principle, we obtain by taking the matrix elements of x(τ), p(τ) in

Eqs. (3.2.13), (3.2.14) between the states

0〈xt| , |pt′〉0 , (3.2.18)

the functional differential equations

−i~
δ

δF(τ)
〈xt |pt′〉0 =

[
x−

ˆ t

t′
dτ ′ , Θ(τ ′ − τ)S(τ ′)

]
〈xt |pt′〉0 , (3.2.19)

i~
δ

δS(τ)
〈xt |pt′〉0 =

[
p +

ˆ t

t′
dτ ′ Θ(τ − τ ′)F(τ ′)

]
〈xt |pt′〉0 . (3.2.20)
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These equations may be integrated to yield

〈xt |pt′〉0 = exp

[
i

~
x ·

(
p +

ˆ t

t′
dτ F(τ)

)]
exp

[
− i

~
p ·

ˆ t

t′
dτ S(τ)

]

× exp

[
− i

~

ˆ t

t′
dτ

ˆ t

t′
dτ ′ S(τ) · F(τ ′)Θ(τ − τ ′)

]
, (3.2.21)

satisfying the familiar boundary condition

exp(ix · p/~) for F, S set equal to zero. (3.2.22)

Since we are interested in Eq. (3.2.8), in particular, for the case when S is set

equal to zero, the functional differentiation in Eq. (3.2.11) may easily carried out giving

〈xt |pt′〉(0)

∣∣∣∣
S=0

= exp

[
i

~

(
x · p− p2

2m
(t− t′)

)]

× exp

[
i

~

ˆ t

t′
dτ F(τ) ·

(
x− p

m
(t− τ)

)]

× exp

[
− i

2m~

ˆ t

t′
dτ

ˆ t

t′
dτ ′F(τ) · F(τ ′)(t− τ>)

]
, (3.2.23)

where τ> is the largest of τ and τ ′ :

τ = max(τ, τ ′). (3.2.24)

We recall from Eq. (3.2.8) that we eventually set F(τ) equal to zero. This allows

us to interchange the exponential factor in Eq. (3.2.8) involving the V (−i~δ/δF(τ))

term and the last two exponential factors in Eq. (3.2.23). This gives for 〈xt |pt′〉 in Eq.

(3.2.8) the expression

〈xt |pt′〉 = exp

[
i

~

(
x · p− p2

2m
(t− t′)

)]
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× exp

[
i~
2m

ˆ t

t′
dτ

ˆ t

t′
dτ ′ [t− τ>]

δ

δF(τ)
· δ

δF(τ ′)

]

× exp

[
− i

~

ˆ t

t′
dτ V

(
x− p

m
(t− τ) + F(τ)

)] ∣∣∣∣
F=0

. (3.2.25)

Since we finally set F = 0 in Eq. (3.2.25), the theory becomes translationally

invariant in time and 〈xt |pt′〉 is a function of

t− t′ ≡ T. (3.2.26)

For t > t′, we have the definition of the Green function

〈xt |x′t′〉 = G+(xt,x′t′), (3.2.27)

with

G+(xt,x′t′) = 0 for t < t′, (3.2.28)

and

〈xt |pt′〉 = G+(xt,pt′)

=

ˆ
d3x′ eip·x′/~G+(xt,x′t′). (3.2.29)

We may now introduce the Fourier transform defined by

G+(p,p′; p0) = − i

~
1

(2π~)3

ˆ ∞

0

dT ei(p0+iε)T/~

×
ˆ

d3x e−ip·x 〈xT |p′0〉 , (3.2.30)

for ε → +0, where 〈xT |p0〉 is given in Eq. (3.2.25) with t− t′ ≡ T .
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From Eqs. (3.2.30), (3.2.25), we may rewrite G+(p,p′; p0) as

G+(p,p′; p0) = − i

~
1

(2π~)3

ˆ ∞

0

dα ei[p0−E(p′)+iε]α/~

×
ˆ

d3x e−ix·(p−p′)/~K(x,p′; α), (3.2.31)

where

E(p) = p2/2m, (3.2.32)

K(x,p′; α) = exp

[
i~
2m

ˆ t

t′
dτ

ˆ t

t′
dτ ′[t− τ>]

δ

δF(τ)
· δ

δF(τ ′)

]

× exp

[
− i

~

ˆ t

t′
dτ V

(
x− p′

m
(t− τ) + F(τ)

)] ∣∣∣∣
F=0

, (3.2.33)

with

t− t′ ≡ α, (3.2.34)

playing the role of time − a notation used for it quite often in field theory.

In the α-integrand in the exponential in Eq. (3.2.31), we recognize

[p0 − E(p) + iε], (3.2.35)

as the inverse of the free Green function in the energy-momentum representation.

The scattering amplitude f(p,p′) for scattering of the particle with initial and

final momenta p′, p, respectively, is defined by

f(p,p′) = − m

2π~2

ˆ
d3p′′ V (p− p′′)G+(p′′,p′; p0)[p0 − E(p′)]

∣∣∣∣
p0=E(p′)

, (3.2.36)
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where

V (p) =

ˆ
d3x e−ix·p/~V (x). (3.2.37)

This suggests to multiply Eq. (3.2.31) by [p0 − E(p′)] giving

G+(p,p′; p0)[p0 − E(p′)] = − 1

(2π~)3

ˆ ∞

0

dα

(
∂

∂α
eiα[p0−E(p′)+iε]/~

)

×
ˆ

d3x e−ix·(p−p′)/~K(x,p′; α). (3.2.38)

From the fact that

〈x |p〉 = exp(ix · p/~), (3.2.39)

and the definition of K(x,p′; α) in Eq. (3.2.33), we have

K(x,p′; 0) = 1. (3.2.40)

We now consider the cases for which

lim
α→∞

ˆ
d3x e−ix·(p−p′)/~K(x,p′; α), (3.2.41)

exists. This, in particular, implies that (ε > 0)

lim
α→∞

e−εα

ˆ
d3x e−ix·(p−p′)/~K(x,p′; α) = 0. (3.2.42)

We may then integrate over α in Eq. (3.2.38) to obtain simply

G+(p,p′; p0)[p0 − E(p′)]

∣∣∣∣
p0=E(p′)
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= lim
α→∞

1

(2π~)3

ˆ
d3x e−ix·(p−p′)/~K(x,p′; α), (3.2.43)

on the energy shell

p0 = E(p), (3.2.44)

and for the scattering amplitude, in Eq. (3.2.36), after integrating over p′′, the expres-

sion

f(p,p′) = − m

2π~2
lim

α→∞

ˆ
d3x e−ix·(p−p′)/~V (x)K(x,p′; α), (3.2.45)

with K(x,p′; α) defined in Eq. (3.2.33). Here we recognize that the formal replacement

of K(x,p′; α) by one gives the celebrated Born approximation. On the other hand, part

of the argument

[x− p′(t− τ)/m], (3.2.46)

of

V

(
x− p′(t− τ)/m + F(τ)

)
, (3.2.47)

in Eq. (3.2.33), represents a “straight line trajectory” of a particle, with the functional

differentiations with respect to F(τ), as defined in Eq. (3.2.33), leading to deviations

of the dynamics from such a straight line trajectory. With a straight line approxima-

tion, ignoring all of the functional differentiations, with respect to F(τ) and setting the

latter equal to zero, gives the following explicit expression for the scattering amplitude

f(p,p′) in Eq. (3.2.45):

f(p,p′) = − m

2π~2

ˆ
d3x e−ix·(p−p′)/~V (x)
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× exp

[
− i

~

ˆ ∞

0

dα V

(
x− p′

m
α

)]
. (3.2.48)

This modifies the Born approximation by the presence of an additional phase

factor in the integrand in Eq. (3.2.48), depending on the potential, accumulated during

the scattering process. Here one recognizes the expression which leads to scattering

with small deflections at high energies (the so-called eikonal approximation) obtained

from the straight line trajectory approximation discussed above. Deviations from this

approximation may be then systematically obtained by carrying out a functional power

series expansion of

V

(
x− p′(t− τ)/m + F(τ)

)
, (3.2.49)

in F(τ) and performing the functional differential operation as dictated by the first ex-

ponential in Eq. (3.2.33) and finally setting F(τ) equal to zero.

We note that formally that the τ -integral, involving the potential V , in Eq.

(3.2.33) increases with no bound for α → ∞ for the Coulomb potential and for poten-

tials of longer range with the former potential defining the transitional potential between

long and short range potentials. And in case that the limit in Eq. (3.2.41) does not exist,

as encountered for the Coulomb potential, Eq. (3.2.38) cannot be integrated by parts.

This is discussed in the next section.

3.3 Asymptotic “free” Green Function

In case the α → ∞ limit in Eq. (3.2.41) does not exist, one may study the

behaviour of G+(p,p′; p0) near the energy shell

p0 ' p′2/2m, (3.3.1)
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directly from Eq. (3.2.31). To this end, we introduce the integration variable

z =
α

~
[
p0 − E(p′)

]
, (3.3.2)

in Eq. (3.2.31), to obtain

G+(p,p′; p0)[p0 − E(p′)] = − i

(2π~)3

ˆ ∞

0

dz eiz(1+iε)

×
ˆ

d3x e−ix·(p−p′)/~K

(
x,p′;

z~
p0 − E(p′)

)
, (3.3.3)

for ε → +0.

For

p0 − E(p′) & 0, (3.3.4)

i.e., near the energy shell, we may substitute

K
(
x,p′; z~/(p0 − E(p′))

) ' exp

[
− i

~

ˆ z~/(p0−E(p′))

0

dα V

(
x− p′

m
α

)]
, (3.3.5)

in Eq. (3.3.3) to obtain for the following integral

ˆ
d3p eip·x/~G+(p,p′; p0) '

−ieix·p′/~

[p0 − E(p′) + iε]

ˆ ∞

0

dz eiz(1+iε) exp

[
− i

~

ˆ z~/(p0−E(p′))

0

dα V

(
x− p′

m
α

)]
,

(3.3.6)

For the Coulomb potential

V (x) = λ/|x|, (3.3.7)
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ˆ z~/(p0−E(p′))

0

dα V

(
x− p′

m
α

)

' λm

|p′| ln
(

2|p′|z~
m(p0 − E(p′))|x|(1− cos θ)

)
, (3.3.8)

where

cos θ = p′ · x/|p′||x|. (3.3.9)

Hence

exp− i

~

ˆ z~/(p0−E(p′))

0

dα V

(
x− p′

m
α

)
'

1

[p0 − E(p′) + iε]−iγ
× exp−iγ ln

(
2p′2z~

m(p′x− p′ · x)

)
, (3.3.10)

where

γ = λm/~p′. (3.3.11)

Finally using the integral

ˆ ∞

0

dz eiz(1+iε)(z)−iγ = ieπγ/2Γ(1− iγ), (3.3.12)

for ε → +0, where Γ is the gamma function, we obtain from Eq. (3.3.6)

ˆ
d3p eip·x/~G+(p,p′; p0) '

eix·p′/~ e−iγ ln(2p′2/m)

[p0 − E(p′) + iε]1−iγ
exp iγ ln

(
p′x− p′ · x

~

)
eπγ/2Γ(1− iγ), (3.3.13)
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to be compared with earlier results (e.g., Papanicolaou, 1976), and for the asymptotic

“free” Green function, in the energy-momentum representation, the expression.

G0
+(p) =

e−iγ ln(2p2/m)

[p0 − E(p) + iε]1−iγ
eπγ/2Γ(1− iγ), (3.3.14)

showing on obvious modification from the Fourier transform of the free Green function

[p0 − E(p) + iε]−1.



CHAPTER IV

COUPLING OF QUANTUM SYSTEMS TO

THE ENVIRONMENT: APPLICATION OF

THE EXPECTATION VALUE FORMALISM

4.1 Introduction

This chapter involves with a rigorous treatment of the expectation value formal-

ism as is applied to quantum mechanics and the role of the environment on a quantum

mechanical system and of quantum decoherence. As one is involved here directly with

propabilities, such as persistence of a system to remain in the same state after a time

evolution process, instead of dealing first with amplitudes, the closed-time path for-

malism appears quite naturally. This chapter deals with the interesting story of the

environment, surrounding a quantum mechanical system, and the resulting response of

the latter system to the environment.

The functional differential treatment (Limboonsong and Manoukian, 2006;

Manoukian, 1985, 1986a, 1987a, 1987c, 2006a, 2006b; Manoukian and Siranan, 2005;

Schwinger, 1951b, 1953a, 1972), via the quantum dynamical principle, has been a

very powerful tool for investigating properties of quantum systems and for carrying

out explicit computations. In this regard, it has been quite successful in gauge theories

and of the generation of essential modifications (Limboonsong and Manoukian, 2006;

Manoukian, 1985, 1986a, 1987a, 1987c) needed for their proper quantization with no

much effort. For a pedagogical treatment of the theory and for several applications of

the functional differential method, via the quantum dynamical principle, in quantum

mechanics, the reader may wish to refer to Chapter. 11 in “Quantum theory: a wide

spectrum” in Manoukian (2006a). The purpose of this work is to carry out an analysis,
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using the functional differential approach, of the coupling of quantum mechanical sys-

tems to the environment, understood to be surrounding a physical system, as the former

systems, in the real world, are never in isolation from the latter. The incorporation of

the environment in quantum mechanical systems has led to much physical insights into

such fundamental problems as quantum decoherence, Schrödinger’s cat and in mea-

surement theory, in general (see e.g., §8.7, §8.9, §12.7 in Manoukian, 2006a; Brune,

Haroche and Raimond, 1992; Munroe, Meekhof et al., 1996; Walls and Milburn, 1985;

Zurek, 1991). We will see, that the functional differential approach is quite suitable for

studying the coupling of quantum mechanical systems to the environment. It involves in

carrying out functional differentiations, with respect to classical sources, of a functional

describing “decoupled” systems from the environment. As one is involved in taking

the trace over the dynamical variables of the environment in studying the response of

physical systems to it, the analysis necessarily involves in dealing directly with transi-

tion probabilities rather than amplitudes. This is a basic departure from the far simpler

case of studying quantum mechanical systems in isolation. In dealing with probabilities

and in taking traces, it turns out that two different sets of classical sources, coupled to

the dynamical variables of the theory, should, a priori, be introduced. The physically

relevant probabilities are then recovered in the limit as the two sets of sources coincide

and are eventually set equal to zero. The general expression for transition probabilities

of quantum mechanical systems, coupled to the environment, is given in Eq. (4.2.11)

involving functional differentiations with respect to these two sets of classical sources.

The method used in this chapter generalizes to quantum field theory and will be studied

in a forthcoming chapter.

4.2 Transition Probabilities and the Role of the Environment

Typically a quantum mechanical system may be described by a Hamiltonian

H1(t) = H(q, p, t)− qF (t) + pS(t), (4.2.1)
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written in terms of dynamical variables in the (q, p) language, where F (t) and S(t)

are classical source functions introduced to generate functions of q and p, respectively.

For simplicity of the notation, we have in Eq. (4.2.1), suppressed indices in q and p

reflecting the dimensionality of space and of the number of particles involved in the

theory. In most applications, the classical sources F (t), S(t) are set equal to zero after

all relevant functional differentiations in the theory, with respect to them, are carried

out, with H(q, p; t) finally emerging as the Hamiltonian describing the actual physical

system into consideration.

The quantum dynamical principle states, see Manoukian (2006a), Ch. 11, that a

transition amplitude 〈at2 |bt1〉 for the system governed by Eq. (4.2.1), from time t1 to

time t2, is given by

〈at2 |bt1〉 = exp

(
− i

~

ˆ t2

t1

dτH

[
−i~

δ

δF (τ)
, i~

δ

δS(τ)
, τ

])
〈at2 |bt1〉0 , (4.2.2)

where H in Eq. (4.2.2) is obtained from H(q, p, τ) by simply replacing q and p in the lat-

ter by the operators of functional differentiations−i~δ/δF (τ), i~δ/δS(τ), respectively,

and 〈at2 |bt1〉0 denotes the transition amplitude governed by the simple “Hamiltonian”

[−qF (t) + pS(t)], (4.2.3)

only.

To investigate the role of the environment on the quantum mechanical system,

governed initially by the Hamiltonian H(t) in Eq. (4.2.1), one modifies the latter Hamil-

tonian by including, in the Hamiltonian, the contribution of the environment and of its

interaction with the physical system at hand. Of particular interest is in the response of

the physical system to the environment. Accordingly, one takes a trace over the dynami-

cal variables of the environment in the manner to be spelled out below. The Hamiltonian
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of the combined system is taken to be of the form

H(t) = H1(q1, p1, t)− q1F1(t) + p1S1(t) + H2(q2, p2, t)

− q2F2(t) + p2S2(t) + HI(q1, p1, q2, p2, t), (4.2.4)

where the indices 1, 2 correspond, respectively, to the physical system and the envi-

ronment, and HI specifies the interaction term between them.

The transition amplitude for the combined system to evolve from a state, say,

|a,A; 0〉 , initially at time t = 0, (4.2.5)

to a state, say,

|b, B; t〉 , at time t > 0, (4.2.6)

is then given by

〈b, B; t |a,A; 0〉 = exp
(
− i

~

ˆ t

0

dτHI

(− i~
δ

δF1(τ)
, i~

δ

δS1(τ)
,

− i~
δ

δF2(τ)
, i~

δ

δS2(τ)
, t

)) 〈b; t |a; 0〉F1,S1 〈B; t |A; 0〉F2,S2 , (4.2.7)

as in Eq. (4.2.2), where

〈b; t |a; 0〉F1,S1 , 〈B; t |A; 0〉F2,S2 , (4.2.8)

are the transition amplitudes of the decoupled subsystems in the presence of their re-

spective classical sources.

To find the response of the physical system, described by the Hamiltonian

H1(q1, p1, t) in Eq. (4.2.4), to the environment, it is necessary to work with transi-
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tion probabilities, corresponding to the process associated with the expression in Eq.

(4.2.7), rather than with amplitudes as done in the latter equation, and “trace out" over

the environment. To this end, let

{|Bn; t〉}, (4.2.9)

denote a complete set of states pertaining to the environment, then the probability for

the physical system to make a transition from an initial state

|a; 0〉 to a state |b; t〉 in time t, (4.2.10)

responding in the process to the environment, emerges as

Prob[(a; 0) → (b; t)]E = O(O′)∗ 〈b; t |a; 0〉F1,S1 (〈b; t |a; 0〉F ′1,S′1)∗

F[F2, S2; F
′
2, S

′
2]

∣∣∣∣, (4.2.11)

where

O = exp

(
− i

~

ˆ t

0

dτHI

(− i~
δ

δF1(τ)
, i~

δ

δS1(τ)
,−i~

δ

δF2(τ)
, i~

δ

δS2(τ)
, τ

))
,

(4.2.12)

with O′ defined similarly with

F1, S1, F2, S2, (4.2.13)

replaced by

F ′
1, S

′
1, F

′
2, S

′
2, (4.2.14)

respectively, and the presence of the letter E attached to the probability on the left-hand
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side of Eq. (4.2.11) is to emphasize the coupling of the environment to the physical

system as the latter evolves in time. The functional F is given by

F[F2, S2; F
′
2, S

′
2] =

∑
n

〈Bn; t |A; 0〉F2,S2

(
〈Bn; t |A; 0〉F ′2,S′2

)∗
, (4.2.15)

where the closed-time path concept is emphasized in the above expression, where for

time 0 to t we have sources F2, S2, which in the reversed path form t to 0, we have a

priori different set of sources F ′
2 and S ′2. At the end of all manipulations F ′

2 will be set

equal to F2 and S ′2 will be set equal to S2 which will all taken to be zero.

We note that Eq. (4.2.15) reduces to the trace over the environment in the special

case for which

F ′
2 is set equal to F2, and S ′2 to S2. (4.2.16)

One cannot, a priori, set such equalities until the functional differentiations, with re-

spect to these sources, as accomplished by the operators O, (O′)∗, are independently

carried out.

The vertical bar sign on the right-hand side of Eq. (4.2.11) refers to the fact that

finally one is to set

F = F ′ = 0, S = S ′ = 0, (4.2.17)

after all the operations of functional differentiations have been done.

Eq. (4.2.11) gives the general expression for the transition probability of a phys-

ical system, as it evolves in time, in response to the environment.
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4.3 Exponential Decay versus Vacuum Persistence Probabilities

and the Role of the Environment

Of significance importance is for systems written in terms of creation and anni-

hilation operators, which most conveniently describe processes of transitions between

their allowed states. Such a typical example is given by the Hamiltonian

H(t) = H1(t) + H2(t) + H12(t), (4.3.1)

with

H1(t) = ~ωa†a− a†F (t)− F ∗(t)a, (4.3.2)

H2(t) =
∑

k

~ωkb
†
kbk −

∑

k

(
Kk(t)b

†
k + bkK

∗
k(t)

)
, (4.3.3)

H12(t) = a†
∑

k

λkbk + a
∑

k

λ∗kb
†
k, (4.3.4)

and (a, a†), (bk, b
†
k), pertaining to the physical system in consideration and the environ-

ment, respectively,

[a, a†] = 1, [bk, b
†
k′ ] = δkk′ , (4.3.5)

for the corresponding commutators.

Suppose that the environment is initially in the ground-state |0; 0〉2. Let U2(t)

denote the time evolution unitary operator describing the time evolution of the environ-

ment in the absence of the physical system. The so-called Heisenberg operator bk(t)
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associated with bk is given by

bk(t) = U †
2(t)bkU2(t), (4.3.6)

which works out to be

bk(t) = bke
−iωkt +

i

~

ˆ t

0

dτ Kk(τ)e−iωk(t−τ). (4.3.7)

The quantum dynamical principle (Limboonsong and Manoukian, 2006;

Manoukian, 1985, 1986a, 1987a, 1987c, 2006a; Manoukian and Siranan, 2005;

Schwinger; 1951c, 1953a, 1972) for the vacuum-to-vacuum transition amplitude

〈0; t |0; 0〉K2 gives

−i~
δ

δK∗
k(t′)

〈0; t |0; 0〉K2 = 〈0; t |bk(t
′)|0; 0〉K2 , (4.3.8)

for 0 < t′ < t.

From the expression in Eqs. (4.3.7), (4.3.8) simplifies to

−i~
δ

δK∗
k(t′)

〈0; t |0; 0〉K2 =
i

~
〈0; t |0; 0〉K2

ˆ t′

0

dτ Kk(τ)e−iωk(t′−τ), (4.3.9)

which integrates out to

〈0; t |0; 0〉K2 = exp

(
− 1

~2

∑

k

ˆ t

0

dτ

ˆ t

0

dτ ′e−iωk(τ−τ ′)K∗
k(τ)Θ(τ − τ ′)Kk(τ

′)

)
,

(4.3.10)

where Θ(τ − τ ′) is the step function.

The functional F[K, K ′], corresponding to the one in Eq. (4.2.15), may be

worked out in closed form. To this end, set

K(t) = K1(t) + K2(t), (4.3.11)
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with K1(t), K2(t) localized in time between (0, t), such that K2(t) is “switched on”

after the source K1(t) is “switched off”. That is, in particular, K2(t) and K1(t) do not

overlap in time.

From Eq. (4.3.10) we may then write

〈0; t |0; 0〉K1+K2

2 = 〈0; t |0; 0〉K2

2 exp

[∑

k

(ˆ ∞

−∞
dτ e−iωkτ i

~
K∗

2(τ)

)

×
(ˆ ∞

−∞
dτ ′ eiωkτ i

~
K1(τ)

)]
〈0; t |0; 0〉K1

2 , (4.3.12)

where due to the fact that K1(τ), K2(τ
′) are localized in time, we have extended the

time integrations in the middle exponential from −∞ to ∞.

Let

|n; nk1 , nk2 , . . . 〉2 , (4.3.13)

denote a state of n excitations, nk1 of which in the state k1, nk2 of which in state k2,

and so on, i.e., such that

n = nk1 + nk2 + . . . . (4.3.14)

Then upon introducing the unitarity completeness property

〈0; t |0; 0〉K1+K2

2 =
∞∑

n=0

∑

(nk1
+nk2

+...=n)

〈0; t |n; nk1 , nk2 , . . .〉K2

2 〈n; nk1 , nk2 , . . . |0〉K1

2 ,

(4.3.15)

where the intermediate states are evaluated at any time after the switching off of source
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K1 and before the switching on of source K2, and the Fourier transform

Ki(t) =

ˆ ∞

−∞

dω

2π
Ki(ω)e−iωt, (4.3.16)

we obtain by expanding the middle exponential in powers of the source functions

K1k(ωk), K2k(ωk), (4.3.17)

the expression

〈n; nk1 , nk2 , . . . ; t |0; 0〉K2 = 〈0; t |0; 0〉K2

(
i

~
Kk1(ωk1)

)nk1

√
nk1 !

(
i

~
Kk2(ωk2)

)nk2

√
nk2 !

. . . ,

(4.3.18)

for a given source K(t).

The functional F[K,K ′], corresponding to the one in Eq. (4.2.15), is then given

by

F[K,K ′] =
∞∑

n=0

∑

(nk1
+nk2

+...=n)

〈n; nk1 , nk2 , . . . ; t |0; 0〉K2

×
(
〈n; nk1 , nk2 , . . . ; t |0; 0〉K′

2

)∗
. (4.3.19)

Here again we have a priori different sources K2 and K ′
2 for the initial and reversed time

paths, and may be summed exactly over n giving

F[K,K ′] = 〈0; t |0; 0〉K2 exp

[
1

~2

∑

k

(ˆ t

0

dτ eiωkτKk(τ)

)

×
(ˆ t

0

dτ ′ e−iωkτ ′K ′∗
k (τ ′)

)] (
〈0; t |0; 0〉K′

2

)∗
, (4.3.20)

which cannot be expressed as the product of two functionals one depending on K and

the other on K ′, as expected.
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Formally one checks the unitarity condition :

F[K, K] = 1, (4.3.21)

directly from Eq. (4.3.20).

Suppose that the physical system is initially in the ground-state, i.e., the vacuum-

state |0; 0〉. The vacuum persistence amplitude of the physical system, in isolation from

the environment, but in the presence of the external sources F (t), F ∗(t) in Eq. (4.3.2),

may be then inferred from Eq. (4.3.10) to be

〈0; t |0; 0〉F1 = exp

(
− 1

~2

ˆ t

0

dτ

ˆ t

0

dτ ′e−iω(τ−τ ′)F ∗(τ)Θ(τ − τ ′)F (τ ′)
)

. (4.3.22)

From our general expression in Eq. (4.2.11), we then obtain for the vacuum

persistence probability of the physical system, in response to the environment,

Prob[(0; 0) → (0; t)]E = O (O′)∗ 〈0; t |0; 0〉F1
(
〈0; t |0; 0〉F ′1

)∗
F[K, K ′]

∣∣∣∣, (4.3.23)

where

O = exp− i

~
∑

k

ˆ t

0

dτ

[
λk
~
i

δ

δF (τ)

~
i

δ

δK∗
k(τ)

+ λ∗k
~
i

δ

δF ∗(τ)

~
i

δ

δKk(τ)

]
,

(4.3.24)

and O′ similarly defined with

F, F ∗, Kk, K
∗
k ,

replaced, respectively, by

F ′, F ′∗, K ′
k, K ′∗

k ,



49

and F[K, K ′] given by the explicit expression in Eq. (4.3.20).

To evaluate the expression on the right-hand side of (4.3.23), we use, in the

process, the identity

eAeB = exp
(
eABe−A

)
eA, (4.3.25)

for two operators A,B. We note that

δ/δF (τ), δ/δF ∗(τ),

in Eq. (4.3.24), give rise to translation operators, via O, to functionals of F and F ∗ as

given, for example, in Eq. (4.3.22), and similarly for

δ/δK(τ), δ/δK∗(τ).

The functional differentiations operations in Eq. (4.3.23) are then readily carried for

a physical system weakly coupled to the environment, and after setting the classical

sources equal to zero, we obtain for the survival probability the expression

Prob[(0; 0) → (0; t)]E = exp

(
−2

∑

k

|λk|2
~2

ˆ t

0

dτ

ˆ τ

0

dτ ′ cos[(ω − ωk)(τ
′ − τ)]

)
.

(4.3.26)

For the environment described by an infinite set of degrees of freedom, we re-

place the sum over k by an integral over the frequency ωk → ω, and in turn introduce a

frequency density n(ω′) to rewrite Eq. (4.3.26) as

Prob[(0; 0) → (0; t)]E = exp


− 1

~2

ˆ ∞

0

dω′|λ(ω′)|2 n(ω′)
sin2(ω′ − ω)

t

2
(ω′ − ω)2/4


 .

(4.3.27)
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Upon introducing the integration variable

x = (ω′ − ω)t/2, (4.3.28)

one may rewrite the integral in Eq. (4.3.27) as

2t

ˆ ∞

−ωt/2

dx
∣∣∣λ(ω(1 +

x

ωt
))

∣∣∣
2

n(ω(1 +
x

ωt
))

sin2 x

x2
. (4.3.29)

If one makes the Markov approximation by assuming that

|λ(ω′)|2n(ω′), (4.3.30)

is slowly varying around the point

ω′ = ω, (4.3.31)

and hence for ωt À π, it may be taken outside the integral evaluated at ω, one

gets for the integral in Eq. (4.3.29)

2t|λ(ω)|2n(ω)

ˆ ∞

−ωt/2

dx
sin2 x

x2
, (4.3.32)

with increasing accuracy for ωt À π. And for ωt À π, we obtain from Eqs. (4.3.28),

(4.3.32) the familiar exponential law

Prob[(0; 0) → (0; t)]E = e−γt, (4.3.33)

where γ is the decay constant,

γ = 2π|λ(ω)|2n(ω)/~2. (4.3.34)
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This expression is strictly valid for

π/ω ¿ t ¿ 1/γ, (4.3.35)

consistent with the property of the decay of quantum systems and the Paley-Wiener The-

orem (cf. Manoukian, 2006a in “Quantum Theory: A Wide Spectrum”, §3.5), that the

exponential law may be valid for intermediate values of t and not in the truly asymptotic

limit t →∞.



CHAPTER V

THE GRAVITON PROPAGATOR

WITH A PRIORI NON-CONSERVED

EXTERNAL GENERATING SOURCE

5.1 Introduction

In the functional differential treatment of quantum field theory, it has been em-

phasized for years (Manoukian, 1986a, 1986b, 1987a, 1987b, 1987c, 1988a, 1988b,

1991b, 1991c, 1998) that, a priori, no conservation law may be imposed on the exter-

nal sources coupled to higher spin fields so that one may vary the components of these

sources independently. Only after the relevant functional differentiations with respect

to these sources are carried out to generate Green functions, expectation values and so

on such conservation law may be imposed. The consequences of this will be discussed

below. For the time being note that a conservation law leads to a restriction between the

components of a source. That is, a variation of one component of one or more compo-

nents of the source leads automatically to the variations of other components, and these

various components may not be varied independently.

Two examples may be readily given for the contradictions that may arise other-

wise – one from elementary calculus and another one which is in the heart of the matter

for this thesis. These are

(1).

∂

∂x
f(x, y)

∣∣∣∣
x=y

6= ∂

∂x
f(x, x). (5.1.1)
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(2). The functional derivative of an expression like

[aµν(x) + b(x)∂µ∂ν ]T
µν(x), (5.1.2)

with respect to T σλ(x′) is

1

2

[
aµν(x) + b(x)∂µ∂ν

](
δσ

µδλ
ν + δλ

µδσ
ν

)
δ4(x, x′), (5.1.3)

where aµν(x), b(x), may depend on x, and not

1

2
aµν(x)

[
δσ

µδλ
ν + δλ

µδσ
ν

]
δ4(x, x′), (5.1.4)

if we first impose a conservation law ∂µT
µν = 0, before functional differentiation.

Afterwards, if we impose the conservation law ∂µT
µν(x) = 0, then we get Eq. (5.1.3)

and not Eq. (5.1.4).

By a priori relaxing the conservation law of the energy-momentum tensor T µν

coupled to the gravitational field, we have succeeded in deriving a novel expression

for the graviton propagator. It involves 30 terms as opposed to the one used for years

involving only 3 terms. This is no surprise as with careful mathematical we cannot go

wrong. The present chapter deals with the fascinating story of this development and our

contribution the graviton propagator as mediating the gravitational interaction between

all particles and everything else in our universe. It remains an intriguing problem as

to what consequence of this explicit structure of the graviton propagator has on the

problem of renormalizability of quantum gravity. Other consequences which follow by

a priori relaxing the conservation of external sources coupled to higher spin fields will

be discussed below.

A basic ingredient in quantum gravity computations is the graviton propagator

(Schwinger, 1976; Manoukian, 1990, 2005; Sivaram, 1999; Weinberg, 1965). The lat-

ter mediates the gravitational interaction between all particles to the leading order in
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the gravitational coupling constant. In the so-called functional differential treatment

(Manoukian, 1985, 1986; Limboonsong and Manoukian, 2006; Schwinger, 1951 and

Manoukian, 2006a) of quantum field theory, referred as the quantum dynamical princi-

ple approach, based on functional derivative techniques with respect to external sources

coupled to the underlying fields in a theory, functional derivatives are taken of the so-

called vacuum-to-vacuum transition amplitude. The latter generates n-point functions

by functional differentiations leading finally to transition amplitudes for various physi-

cal processes. For higher spin fields such as the electromagnetic vector potential Aµ, the

gluon field Aµ
a , and certainly the gravitational field hµν , the respective external sources

Jµ, Ja
µ , Tµν , coupled to these fields, cannot a priori taken to be conserved so that their

respective components may be varied independently. The consequences of relaxing the

conservation of these external sources are highly non-trivial. For one thing the cor-

responding field propagators become modified. Also they have led to the rediscovery

(Manoukian, 1986; Limboonsong and Manoukian, 2006) of Faddeev–Popov (Faddeev

and Popov, 1967) factors in non-abelian gauge theories and the discovery (Limboon-

song and Manoukian, 2006) of even more generalized such factors, directly from the

functional differential treatment, via the application of the quantum dynamical princi-

ple, in the presence of external sources, without using commutation rules, and without

even going to the well known complicated structures of the underlying Hamiltonians. A

brief account of this is given in the concluding section for the convenience of the reader.

For higher spin fields, the propagator and the time-ordered product of two fields

do not coincide as the former includes so-called Schwinger terms which, in general, lead

to a simplification of the expression for the propagator over the time-ordered one. This

is well known for spin 1 , and, as shown below, is also true for the graviton propagator.

Let hµν denote the gravitational field (see Sect. 5.2).

We work in a gauge

∂ih
iν = 0, (5.1.5)

where i = 1, 2, 3; ν = 0, 1, 2, 3, which guarantees that only two states of polarization
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occur with the massless particle and ensures positivity in quantum applications avoiding

non-physical states. Let Tµν denote an external source coupled to the gravitational field

hµν (see Sect. 5.2), and let 〈0+ |0−〉T denote the vacuum-to-vacuum transition ampli-

tude in the presence of the external source. The propagator of the gravitational field is

then defined by

∆µν;σλ
+ (x, x′) = i

(
(−i)

δ

δTµν(x)
(−i)

δ

δTσλ(x′)
〈0+ |0−〉T

) /
〈0+ |0−〉T , (5.1.6)

in the limit of the vanishing of the external source Tµν . In more detail we may rewrite

Eq. (5.1.6) as

∆µν;σλ
+ (x, x′) = i

〈
0+

∣∣∣
(
hµν(x)hσλ(x′)

)
+

∣∣∣0−
〉T

〈0+ |0−〉T
+

〈
0+

∣∣∣∣
δ

δTµν(x)
hσλ(x′)

∣∣∣∣0−
〉T

〈0+ |0−〉T
,

(5.1.7)

in the limit of vanishing Tµν , where the first term on the right-hand side, up to the i

factor, denotes the time-ordered product. In the second term, the functional derivative

with respect to the external source Tµν(x) is taken by keeping the independent field

components of hσλ(x′) fixed. The dependent field components depend on the external

source and lead to extra terms on the right-hand side of Eq. (5.1.7) in addition to the

time-ordered product and may be referred to as Schwinger terms. For a detailed deriva-

tion of the general identity in Eq. (5.1.7) see Ref. Manoukian et al. (2007) (see also

Manoukian, 2006a). These additional terms lead to a simplification of the expression

for the propagator over the time-ordered product. Accordingly, the propagator and the

time-ordered product do not coincide and it is the propagator ∆µν;σλ
+ that appears in the

functional approach and not the time-ordered product. The derivation of the explicit ex-

pression for ∆µν;σλ
+ (x, x′) follows by relaxing the conservation of Tµν and it includes 30

terms in contrast to the well known case involving only 3 terms when a conservation law

of Tµν is imposed. It is important to emphasize that our interest here is in the propagator,
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the basic component which appears in the theory, and not the time-ordered product. At

the end of Section 5.2, some additional pertinent comments are made regarding our ex-

pression for the propagator. We also include a section on attempts to detect gravitational

waves. Our notation for the Minkowski meter is as always [ηµν ] = diag[−1, 1, 1, 1], also

quite generally we set i, j, k, l = 1, 2, 3, a, b = 1, 2, while µ, ν, σ, λ = 0, 1, 2, 3.

5.2 The Graviton Propagator

The Lagrangian density of the gravitational field hµν coupled to an external

source Tµν , is

L = −1

2
∂αhµν∂αhµν +

1

2
∂αhσ

σ∂αhβ
β − ∂αhαµ∂

µhσ
σ

+
1

2
∂αhαν∂βhβν +

1

2
∂αhµ

ν∂µh
αν + hµνTµν , (5.2.1)

where hµν = hνµ, and as a result Tµν is chosen to be symmetric. We consider the ten

components of Tµν to be independent by, a priori, not imposing a conservation law for

Tµν . The action corresponding to the Lagrangian density in Eq. (5.2.1), in the absence

of the external source Tµν , is invariant under the gauge transformation (see Chapter VI

for a demonstration of this).

hµν → hµν + ∂µξν + ∂νξµ + ∂µ∂νξ, (5.2.2)

with a gauge constraint is

∂ih
iν = 0. (5.2.3)
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Then the effective Lagrangian can be written as

Leff =− h0i∂
2h0i + h00∂

2hii +
1

2
hij2hij − 1

2
hiihjj

+ h00T
00 + 2h0iT

0i + hijT
ij. (5.2.4)

From Eq. (5.2.3) the gauge constraint allows us to solve, h3ν , in terms of other compo-

nents:

∂1h
10 + ∂2h

20 + ∂3h
30 = 0

∂3h
30 = −∂ah

a0

h30 = −(∂−1
3 )∂ah

a0, (5.2.5)

or

h30 = −(∂−1
3 )∂aha0, (5.2.6)

where a = 1, 2.

From

∂ih
ij = 0, (5.2.7)

then

∂1h
1j + ∂2h

2j + ∂3h
3j = 0

∂3h
3j = −∂bh

bj, (5.2.8)
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where b = 1, 2, and

∂3h
3a + ∂3h

33 = −∂bh
ba − ∂bh

b3. (5.2.9)

Then we have

∂3h3a = −∂bhba (5.2.10)

h3a = −(∂3)
−1∂bhba, (5.2.11)

and

∂3h33 = −∂aha3, (5.2.12)

h33 = −(∂3)
−1∂aha3. (5.2.13)

Replacing h3a from Eq. (5.2.11) into Eq. (5.2.13), we get

h33 = −(∂3)
−2∂a∂bhab, (5.2.14)

where a, b = 1, 2. Substituting the expressions for h3ν in Eq. (5.2.4) and varying the

Lagrangian with respect to hab, we obtain

∂ Leff

∂hab

= ∂2

(
δab +

∂a∂b

∂2
3

)
h00 +2hab + 2∂−2

3 ∂d2∂fhed

+ ∂−2
3 ∂a∂b2∂−2

3 ∂c∂dhcd −
(

δab − ∂a∂b

∂2
3

)
2hii

+ T ab + ∂−2
3 ∂a∂bT

33 − 2
∂b

∂3

T a3, (5.2.15)
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we have

∂−2
3 ∂c∂dhcd = h33, (5.2.16)

and then the fourth term in Eq. (5.2.15) becomes

∂−2
3 ∂a∂b2∂−2

3 ∂c∂dhcd =
∂a∂b

∂2
3

2h33. (5.2.17)

Consider the third term in Eq. (5.2.15),

2∂−2
3 ∂d2∂fhed = 2

∂d

∂3

2∂f

∂3

hed

= 2
∂d

∂3

2 1

2∂3

(∂fhed + ∂ehfd)

=
∂d

∂3

2∂f

∂3

hed +
∂d

∂3

2∂e

∂3

hfd

=
∂f

∂3

2∂d

∂3

hed +
∂e

∂3

2∂d

∂3

hfd

=
−∂f

∂3

2he3 − ∂e

∂3

2hf3

=
−∂b

∂3

2ha3 − ∂a

∂3

2hb3, (5.2.18)

and

2
∂b

∂3

Ta3 =
∂b

∂3

Ta3 +
∂a

∂3

Tb3. (5.2.19)

Then insert Eqs. (5.2.17) - (5.2.19) into Eq. (5.2.10), and rearrange all terms, to

obtain

(2hab + Tab)− ∂b

∂3

(2ha3 + Ta3)− ∂a

∂3

(2hb3 + Tb3)
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+
∂a∂b

∂2
3

(2h33 + T33) +

[
δab +

∂a∂b

∂2
3

]
(∂2h00 −2hii) = 0, (5.2.20)

where a, b = 1, 2. Upon multiplying Eq. (5.2.20) by (δab − ∂a∂b/∂
2), where ∂2 =

∂i∂i, i = 1, 2, 3, by considering of multiplication term by term, first by multiplying

the h-terms, then we may write

(δab − ∂a∂b

∂2 )

(
2hab − ∂b

∂3

2ha3 − ∂a

∂3

2hb3 +
∂a∂b

∂2
3

2h33

+[δab +
∂a∂b

∂2
3

](∂2h00 −2hii)

)
. (5.2.21)

By expanding of Eq. (5.2.21) we get

2haa − ∂a

∂3

2ha3 − ∂b

∂3

2hb3 +
∂a∂a

∂2
3

2h33

− ∂a∂b

∂2 2hab +
∂a∂b

∂2

∂b

∂3

2ha3 +
∂a∂b

∂2

∂a

∂3

2hb3 − ∂a∂b

∂2

∂a∂b

∂2
3

2h33

+ (δab − ∂a∂b

∂2 )[δab +
∂a∂b

∂2
3

](∂2h00 −2hii). (5.2.22)

Consider [C], the third line of Eq. (5.2.22), where

[C] = (δab − ∂a∂b

∂2 )[δab +
∂a∂b

∂2
3

](∂2h00 −2hii)

= (δa
a +

∂a∂
a

∂2
3

− ∂a∂
a

∂2 − ∂a∂a∂b∂b

∂2∂2
3

)(∂2h00 −2hii)

= (δa
a + ∂a∂

a(
1

∂2
3

− 1

∂2 )− ∂a∂a∂b∂b

∂2∂2
3

)(∂2h00 −2hii)

= (δa
a +

∂a∂
a(∂2 − ∂2

3)

∂2∂2
3

)− ∂a∂a∂b∂b

∂2∂2
3

(∂2h00 −2hii)

= (δa
a +

∂a∂a∂b∂b

∂2∂2
3

− ∂a∂a∂b∂b

∂2∂2
3

)(∂2h00 −2hii). (5.2.23)
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The second and third term are canceled, where δa
a = 2, then we get [C] as

[C] = 2(∂2h00 −2hii). (5.2.24)

From Eq. (5.2.11), we have hb3 = −(∂3)
−1∂ahab, replacing ha3 and hb3 into Eq.

(5.2.22) and consider

[A] =2haa − ∂a

∂3

2(−∂−1
3 )∂bhba − ∂b

∂3

2(−∂−1
3 ∂ahab) +

∂a∂a

∂2
3

2h33

− ∂a∂b

∂2 2hab +
∂a∂b

∂2

∂b

∂3

2(−∂−1
3 ∂bhba)

+
∂a∂b

∂2

∂a

∂3

2(−∂−1
3 ∂ahab)− ∂a∂b

∂2

∂a∂b

∂2
3

2h33. (5.2.25)

We consider term by term in Eq. (5.2.25) defined as follows:

[1] = 2haa, (5.2.26)

[2] =
−∂a

∂3

2(−∂−1
3 ∂bhba) =

∂a

∂3

2∂b

∂3

hba = 2∂a∂b

∂2
3

hab = 2h33, (5.2.27)

[3] =
−∂b

∂3

2(−∂−1
3 ∂ahab) =

∂b

∂3

2∂a

∂3

hab = 2∂a∂b

∂2
3

hab = 2h33, (5.2.28)

[4] =
∂a∂a

∂2
3

2h33, (5.2.29)

[5] =
−∂a∂b

∂2 2hab =
−∂2

3

∂2
3

∂a∂b

∂2 2hab =
−∂2

3

∂2 2h33, (5.2.30)
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[6] =
∂a∂b

∂2

∂b

∂3

2(−∂−1
3 ∂bhab) =

−∂b∂b

∂2 2∂a∂b

∂2
3

hab =
−∂b∂b

∂2 2h33, (5.2.31)

[7] =
∂a∂b

∂2

∂a

∂3

2(−∂−1
3 ∂ahab) =

−∂a∂a

∂2 2∂a∂b

∂2
3

hab =
−∂a∂a

∂2 2h33, (5.2.32)

[8] =
−∂a∂b

∂2

∂a∂b

∂2
3

2h33 =
−∂a∂a∂b∂b

∂2∂2
3

2h33. (5.2.33)

Consider [4] + [6]

[4] + [6] =
∂a∂a

∂2
3

2h33 − ∂b∂b

∂2 2h33

= ∂a∂a

(
1

∂2
3

− 1

∂2

)
2h33

= ∂a∂a

(
∂2 − ∂2

3

∂2
3∂

2

)
2h33

=
∂a∂a∂b∂b

∂2
3∂

2 2h33. (5.2.34)

Then

[4] + [6] + [8] = 0, (5.2.35)

and

[2] + [3] = 22h33. (5.2.36)

Consider

[5] + [7] =
−∂2

3

∂2 2h33 − ∂a∂a

∂2 2h33
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=
−2
∂2 (∂2

3 + ∂a∂a)h33

=
−2
∂2 ∂2h33

= −2h33. (5.2.37)

So

[2] + [3] + [5] + [7] = 2h33. (5.2.38)

Since

[1] + [2] + [3] + [5] + [7] = 2haa +2h33

= 2hii, (5.2.39)

and

(5.2.39) + (5.2.24) = 2hii + 2∂2h00 − 22hii

= 2∂2h00 −2hii, (5.2.40)

or

(δab − ∂a∂b

∂2 )

(
2hab − ∂b

∂3

2ha3 − ∂a

∂3

2hb3 +
∂a∂b

∂2
3

2h33

+[δab +
∂a∂b

∂2
3

](∂2h00 −2hii)

)

= 2∂2h00 −2hii. (5.2.41)
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Next we will consider the multiplication of the T -terms

(δab − ∂a∂b

∂2 )(Tab − ∂b

∂3

Ta3 − ∂a

∂3

Tb3 +
∂a∂b

∂2
3

T33)

= Taa − ∂a

∂3

Ta3 − ∂b

∂3

Tb3 +
∂a∂a

∂2
3

T33

− ∂a∂b

∂2 Tab +
∂a∂b

∂2

∂b

∂3

Ta3 +
∂a∂b

∂2

∂a

∂3

Tb3 − ∂a∂b

∂2

∂a∂b

∂2
3

T33. (5.2.42)

Let

[D1] = Taa, (5.2.43)

[D2] + [D3] =
−∂a

∂3

Ta3 − ∂b

∂3

Tb3, (5.2.44)

[D8] =
−∂a∂b

∂2

∂a∂b

∂2
3

T33 =
−∂a∂a∂b∂b

∂2∂2
3

T33 =
−∂a∂a(∂

2 − ∂2
3)

∂2∂2
3

T33,

=
−∂a∂a∂

2

∂2∂2
3

T33 +
∂a∂a∂

2
3

∂2∂2
3

T33,

=
−∂a∂a

∂2
3

T33 +
∂a∂a

∂2 T33, (5.2.45)

then

[D4] + [D8] =
∂a∂a

∂2
3

T33 − ∂a∂a

∂2
3

T33 − ∂a∂a

∂2 T33,

=
∂a∂a

∂2 T33 =
∂2 − ∂2

3

∂2 T33 = T33 − ∂2
3

∂2T33, (5.2.46)

and

[D6] + [D7] =
∂a∂b

∂2

∂b

∂3

Ta3 +
∂a∂b∂a

∂2∂3

Tb3,
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=
∂a

∂2

∇2
b

∂3

Ta3 +
∂b∇2

a

∂2∂3

Tb3. (5.2.47)

Then Eq. (5.2.42) can be written as

[B] = Taa − ∂a

∂3

Ta3 − ∂b

∂3

Tb3 + T33 − ∂2
3

∂2T33 − ∂a∂b

∂2 Tab

+
∂a∂b∂b

∂2∂3

Ta3 +
∂b∂a∂a

∂2∂3

Tb3. (5.2.48)

Consider

∂a∂b∂b

∂2∂3

Ta3 =
∂a

∂2

(∂2 − ∂2
3)

∂3

Ta3

=
∂a∂

2

∂2∂3

Ta3 − ∂a∂
2
3

∂2∂3

Ta3

=
∂a

∂3

Ta3 − ∂a∂3

∂2 Ta3, (5.2.49)

and is also true for

∂b∂a∂a

∂2∂3

Tb3 =
∂b

∂2

(∂2 − ∂2
3)

∂3

T3b

=
∂b∂

2

∂2∂3

T3b − ∂b∂
2
3

∂2∂3

T3b

=
∂b

∂3

Tb3 − ∂b∂3

∂2 T3b. (5.2.50)

Then, replace Eqs. (5.2.49) and (5.2.50) into [B] to get

[B] = Taa − ∂a

∂3

Ta3 − ∂b

∂3

Tb3 + T33 − ∂2
3

∂2T33 − ∂a∂b

∂2 Tab

+
∂a

∂3

Ta3 − ∂a∂3

∂2 Ta3 +
∂b

∂3

T3b − ∂b∂3

∂2 T3b
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= Taa + T33 −
(

∂a∂b

∂2 Tab +
∂a∂3

∂2 Ta3 +
∂3∂b

∂2 T3b +
∂2

3

∂2T33

)
. (5.2.51)

We see that the first two terms combine to Tii, and, the terms in the round brackets is
∂i∂j

∂2 Tij . Then Eq. (5.2.51) can be rewritten as shown below

[B] = Tii − ∂i∂j

∂2 Tij

=

(
δij − ∂i∂j

∂2 Tij

)
. (5.2.52)

Combine Eqs. (5.2.40) and (5.2.52) to obtain

2∂2h00 −2hii +

(
δij − ∂i∂j

∂2 Tij

)
= 0, (5.2.53)

and

−∂2h00 = −1

2
2hii +

1

2

(
δij − ∂i∂j

∂2 Tij

)
. (5.2.54)

Replacing h30, h3a and h33 into Eq. (5.2.4) and variations with respect to h00 we

will get

∂2hii + T00 = 0, (5.2.55)

or

−∂2hii = T00. (5.2.56)

The variation Eq. (5.2.4) with respect to h0a, considering is obtained by the

terms in the effective Lagrangian containing h0a:
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−h0i∂
2h0i = −h0a∂

2h0a − h03∂
2h03

= −h0a∂
2h0a − (−∂−1

3 )∂ah0a∂
2(−∂−1

3 )∂ah0a. (5.2.57)

Then varying Eq. (5.2.57) with respect to h0a we get

δ

δh0a

(−h0i∂
2h0i) = −2∂2h0a + 2

∂a

∂3

∂2h03, (5.2.58)

and consider

2h0iT
0i = 2h0aT

0a + 2h03T
03

= 2h0aT
0a + 2(−∂−1

3 )∂ah0aT
03. (5.2.59)

Then a variation with respect to h0a gives

δ

δh0a

(2h0iT
0i) = 2T 0a + 2(−∂−1

3 )∂aT
03

= 2T 0a − 2∂a

∂3

T 03. (5.2.60)

Combine Eqs. (5.2.58) and (5.2.60) to get

−∂2h0a +
∂a

∂3

∂2h03 = −T 0a +
∂a

∂3

T 03, (5.2.61)

or the variation with respect to h0a gives finally

−∂2h0a +
∂a

∂3

∂2h03 = T0a − ∂a

∂3

T03. (5.2.62)

We substitute the expressions for h3ν in Eq. (5.2.4), and vary hab. First consider,
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the expression

hii = haa + h33, (5.2.63)

where a = 1, 2. Replace h33 = (∂3)
−2∂a∂bhab into Eq. (5.2.21), to get

hii = haa + (∂3)
−2∂a∂bhab

=

(
δab − ∂a∂b

∂2
3

)
hab. (5.2.64)

Consider the term

h00∂
2hii = h00∂

2
(
δab + (∂3)

−2∂a∂b

)
hab. (5.2.65)

Then

∂

∂hab

h00∂
2hii = ∂2

(
δab +

∂a∂b

∂2
3

)
h00. (5.2.66)

From

1

2
hij2hij =

1

2
haj2haj +

1

2
h3j2h3j

=
1

2
hab2hab +

1

2
ha32ha3 +

1

2
h3a2h3a +

1

2
h332h33, (5.2.67)

thus

1

2
hij2hij =

1

2
hab2hab + ha32ha3 +

1

2
h332h33. (5.2.68)

Replace h3a, h33 into Eq. (5.2.68), to obtain

1

2
hij2hij =

1

2
hab2hab + ∂−1

3 ∂bhab2∂−1
3 ∂bhad
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+
1

2
∂−2

3 ∂a∂bhab2∂−2
3 ∂a∂bhab. (5.2.69)

Differentiate Eq. (5.2.69) with respect to hab, to derive

1

2

∂

∂hab

hij2hij = 2hab + 2∂−2
3 ∂d2∂fhed + ∂−2

3 ∂a∂b2∂−2
3 ∂c∂dhcd. (5.2.70)

Consider the term hijT
ij which works out to be

hijT
ij = hajT

aj + h3jT
3j

= habT
ab + ha3T

a3 + h3aT
3a + h33T

33

= habT
ab + 2ha3T

a3 + h33T
33. (5.2.71)

By differentiation of Eq. (5.2.71) with respect to hcd, we get

∂

∂hcd

(
habT

ab + 2ha3T
a3 + h33T

33
)

= T cd +

(
∂

∂hcd

h33

)
T 33 + 2

(
∂

∂hcd

ha3

)
T a3

= T cd +
∂

∂hcd

(∂−2
3 ∂a∂b)T

33 + 2
∂

∂hcd

(−∂−1
3 ∂bhab)T

a3

= T cd + ∂−2
3 ∂c∂dT

33 − 2∂−1
3 ∂dT

a3. (5.2.72)

Upon changing c → a and d → b, we obtain

∂

∂hcd

(
habT

ab + 2ha3T
a3 + h33T

33
)

= T ab + ∂−2
3 ∂a∂bT

33 − 2∂−1
3 ∂bT

a3. (5.2.73)
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Consider the term 1
2
hii2hjj . From Eq. (5.2.64) we have

∂

∂hcd

1

2
hii2hjj

=
∂

∂hcd

1

2

(
δab − ∂a∂b

∂2
3

)
hab2

(
δa′b′ − ∂a′∂b′

∂2
3

)
ha′b′

= 2 · 1

2

(
δab − ∂a∂b

∂2
3

)
2hii. (5.2.74)

Thus

−1

2

∂

∂hcd

1

2
hii2hjj = −

(
δab − ∂a∂b

∂2
3

)
2hii. (5.2.75)

Consider Eq. (5.2.62). If we replace a by 3 where a = 1, 2, we will get

−∂2h03 +
∂3

∂3

∂2h03 = T03 − ∂3

∂3

T03

−∂2h03 + ∂2h03 = T03 − T03

0 = 0. (5.2.76)

Thus we can rewrite Eq. (5.2.62) as

−∂2h0i +
∂i

∂3

∂2h03 = T0i − ∂i

∂3

T03, (5.2.77)

where i = 1, 2, 3. Upon taking the divergence ∂i of Eq. (5.2.77), we get

−∂i∂2h0i +
∂i∂i

∂3

∂2h03 = ∂iT0i − ∂i ∂i

∂3

T03. (5.2.78)
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From the constraint in Eq. (5.2.3) we have

−∂2∂ihi0 +
∂i∂i

∂3

∂2h03 = ∂iT0i − ∂i∂i

∂3

T03. (5.2.79)

Divide Eq. (5.2.79) by ∂2 to obtain

∂i

∂3

∂2h03 =
∂j

∂i

− ∂i

∂3

T03, (5.2.80)

or

∂i

∂3

∂2h03 =
∂i

∂2

(
∂jT0j − ∂2

∂3

T03

)
. (5.2.81)

By inserting Eq. (5.2.81) into Eq. (5.2.77), we get

−∂2h0i +
∂i

∂2

(
∂jT0j − ∂2

∂03

T03

)
= T0i − ∂i

∂3

T03, (5.2.82)

and

−∂2h0i +
∂i∂j

∂2 T0j − ∂i

∂3

T03 = T0i − ∂i

∂3

T03. (5.2.83)

Then

−∂2h0i = T0i − ∂i∂j

∂2 T0j, (5.2.84)

or

−∂2h0i =

(
δij − ∂i∂j

∂2

)
T0j. (5.2.85)

Consider

−∂2h00 = −1

2
2hii +

1

2

(
δij − ∂i∂j

∂2

)
Tij, (5.2.86)



72

and

−∂2hii = T00. (5.2.87)

Also upon substituting Eq. (5.2.87) into (5.2.86) and using the fact that 2 =

∂2 − ∂0
2, we obtain for Eq. (5.2.86)

−∂2h00 = −1

2
(∂2 − ∂2

0)hii +
1

2
(δij − ∂i∂j

∂2 )Tij

= −1

2
∂2hii +

1

2
∂2

0hii +
1

2
(δij − ∂i∂j

∂2 )Tij

=
1

2
T00 +

1

2
∂2

0hii +
1

2
Tii − 1

2

∂i∂j

∂2 Tij. (5.2.88)

Consider

1

2
∂2

0

∂2

∂2hii = −1

2

∂2
0

∂2T00, (5.2.89)

then Eq. (5.2.88) can be written as

−∂2h00 =
1

2
T00 − 1

2

∂2
0

∂2T00 +
1

2
Tii − 1

2

∂i∂j

∂2 Tij

=
1

2
T00 +

1

2
Tii − 1

2∂2

(
∂0∂0T00 + ∂i∂jTij

)
. (5.2.90)

Consider

T = ηµνTµν = T ν
ν , (5.2.91)

and

T ν
ν = T 0

0 + T i
i = T 0

0 + Tii = −T00 + Tii, (5.2.92)
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which leads to the useful relation

T

2
= −T00

2
+

Tii

2
, (5.2.93)

and

1

2
T00 +

1

2
Tii − 1

2
T00 +

1

2
T00 = T00 +

T

2
. (5.2.94)

Thus, for the expression of −∂2h00, we have

−∂2h00 = T00 +
T

2
− 1

2∂2

(
∂0∂0T00 + ∂i∂jTij

)
, (5.2.95)

where T = ηµνTµν = T ν
ν .

Equations (5.2.87), (5.2.85), (5.2.95) are not equations of motion as they involve

no time derivatives of the corresponding fields and they yield to constraints which to-

gether with the gauge condition in Eq. (5.2.3) give rise to two degrees of freedom

corresponding to two polarization states for the graviton as it should be. This is shown

in Sect. 6.4.

We now substitute the expression for −∂2h00, as given in Eq. (5.2.95), in Eq.

(5.2.20) and use Eq. (5.2.87) to obtain an equation involving hij , i, j = 1, 2, 3. Upon

multiplying the resulting equation from Eq. (5.2.20) by ∂a∂b and using the expressions

for h33 in Eq. (5.2.13) we derive Eq. (5.2.108) after some very tedious algebra which

follows.
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(2hab + Tab)− ∂b

∂3

(2ha3 + Ta3)− ∂a

∂3

(2hb3 + Tb3)

+
∂a∂b

∂2
3

(2h33 + T33) +

[
δab +

∂a∂b

∂2
3

]
×

×
(
− T00 − T

2
+

1

2∂2

(
∂0∂0T00 + ∂i∂jTij

)−2hii

)
= 0. (5.2.96)

Consider the expression in last round brackets. Use the fact that −∂2hii = T00, and

insert this into the equation, to obtain

(
− T00 − T

2
+

1

2∂2

(
∂0∂0T00 + ∂i∂jTij

)−2hii

)

=

(
− T00 − T

2
+

1

2∂2

(
∂0∂0(−∂2hii) + ∂i∂jTij

)−2hii

)
(5.2.97)

=

(
− T00 − T

2
− 1

2

(
∂0∂0(hii)

)
+

(
1

2∂2∂i∂jTij

)
−2hii

)
. (5.2.98)

According to the definition 2 = ∂2 − ∂02 , Eq. (5.2.98) may be rewritten as

(
− T00 − T

2
− 1

2

(
∂0∂0(hii)

)
+

(
1

2∂2∂i∂jTij

)
− (∂2 − ∂02

)hii

)

=

(
− T00 − T

2
− 1

2

(
∂0∂0(hii)

)
+

(
1

2∂2∂i∂jTij

)
− ∂2hii + ∂02

hii

)

=

(
− T00 − T

2
+

(
1

2∂2∂i∂jTij

)
− ∂2hii +

1

2
∂02

hii

)

=

(
− T00 − T

2
+

(
1

2∂2∂i∂jTij

)
+ T00 +

1

2
∂02

hii

)

=

(
− T

2
+

(
1

2∂2∂i∂jTij

)
+

1

2
∂02

hii

)
. (5.2.99)
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Then we obtain the important field equation

(2hab + Tab)− ∂b

∂3

(2ha3 + Ta3)− ∂a

∂3

(2hb3 + Tb3)

+
∂a∂b

∂2
3

(2h33 + T33) +

[
δab +

∂a∂b

∂2
3

](
− T

2
+

(
1

2∂2∂i∂jTij

)
+

1

2
∂02

hii

)

= 0. (5.2.100)

Multiplying Eq. (5.2.100) by ∂a∂b we get

∂a∂b2hab + ∂a∂bTab − ∂b∂a∂b

∂3

2ha3 − ∂b∂a∂b

∂3

2Ta3

− ∂a∂a∂b

∂3

2hb3 − ∂a∂a∂b

∂3

2Tb3 +
(∂a∂b)

2

(∂3)2
(2h33 + T33)

[
δab +

∂a∂b

(∂3)2

]
(∂a∂b)

(
− T

2
+

(
1

2∂2∂i∂jTij

)
+

1

2
∂02

hii

)
= 0. (5.2.101)

Consider the third and forth terms in Eq. (5.2.101), to get

−∂b∂a∂b

∂3

2ha3 − ∂b∂a∂b

∂3

2Ta3 = −∂b∂b2∂a

∂3

ha3 − ∂a∂b∂b

∂3

Ta3

= ∂b∂b2h33 − ∂a∂b∂b

∂3

Ta3, (5.2.102)

where we have used the identity that h33 = −∂a(∂3)
−1ha3.

Then the fourth and sixth terms in Eq. (5.2.101), lead to

−∂a∂a2∂b

∂3

hb3 − ∂a∂a∂b

∂3

Tb3 = ∂a∂a2h33 − ∂a∂a∂b

∂3

Tb3, (5.2.103)

where we have also used h33 = −∂b(∂3)
−1hb3.
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Then adding the expression in Eqs. (5.2.102) and (5.2.103) gives

2∂∂a∂a2h33 − ∂a∂b∂b

∂3

Ta3 − ∂b∂a∂a

∂3

Tb3. (5.2.104)

Combining all the above equations together, gives

∂a∂b2hab + ∂a∂bTab + 2∂a∂a2h33 − ∂a∂b∂b

∂3

Ta3 − ∂b∂a∂a

∂3

Tb3 − ∂b∂a∂b

∂3

2Ta3

− ∂a∂a∂b

∂3

2hb3 − ∂a∂a∂b

∂3

2Tb3 +
(∂a∂b)

2

(∂3)2
(2h33 + T33)

+

[
δab +

∂a∂b

(∂3)2

]
(∂a∂b)

(
− T

2
+

(
1

2∂2∂i∂jTij

)
+

1

2
∂02

hii

)
. (5.2.105)

Consider the terms

2∂a∂a2h33 +
(∂a∂b)

2

(∂3)2
2h33 = (2∂a∂a +

(∂a∂b)
2

(∂3)2
)2h33

= ∂a∂a(2 +
∂b∂b

(∂3)2
)2h33

=
∂a∂a

(∂3)2
(2(∂3)

2 + ∂b∂b)2h33

=
∂a∂a

(∂3)2
((∂3)

2 + (∂3)
2 + ∂b∂b)2h33

=
∂a∂a

(∂3)2
((∂3)

2 + ∂2)2h33

= ∂a∂a(1 +
∂2

(∂3)2
)2h33. (5.2.106)

Then Eq. (5.2.105) becomes

∂a∂b2hab + ∂a∂bTab + ∂a∂a(1 +
∂2

(∂3)2
)2h33 − ∂a∂b∂b

∂3

Ta3 − ∂b∂a∂a

∂3

Tb3 − ∂b∂a∂b

∂3

2Ta3
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− ∂a∂a∂b

∂3

2hb3 − ∂a∂a∂b

∂3

2Tb3 +
(∂a∂b)

2

(∂3)2
(T33)

+

[
δab +

∂a∂b

(∂3)2

]
(∂a∂b)

(
− T

2
+

(
1

2∂2∂i∂jTij

)
+

1

2
∂02

hii

)
. (5.2.107)

This finally gives the field equation for h33

(¤h33 + T33)−1

2

(
1− (∂3)

2

∂2

)
T +

1

2∂2

(−∂0∂0T00 + ∂i∂jTij

)

− 2

∂2∂i∂3Ti3 +
(∂3)

2

2∂2

(
∂i∂j

∂2 Tij +
∂0∂0

∂2 T00

)
= 0. (5.2.108)

Similarly, upon multiplying Eq. (5.2.20) by ∂a and using the expression for hb3

in Eq. (5.2.11), we obtain

(¤hb3 + Tb3)−

1

∂2

[
∂3∂

iTib + ∂b∂
iTi3 − ∂b∂3

2

(
∂i∂j

∂2 Tij +
∂0∂0

∂2 T00 + T

)]
= 0. (5.2.109)

To obtain the equation for hab, we substitute Eqs. (5.2.108), (5.2.109) in Eq.

(5.2.20), to obtain after some lengthy algebra

(¤hab + Tab)− 1

2

(
δab − ∂a∂b

∂2

)
T − 1

∂2 (∂a∂
iTib + ∂b∂

iTia)

+
δab

2∂2

(−∂0∂0T00 + ∂i∂jTij

)
+

∂a∂b

2(∂2)2

(
∂i∂jTij + ∂0∂0T00

)
= 0. (5.2.110)

Equations (5.2.108) - (5.2.110) may be now combined in the form

−2hij = Tij − 1

2

(
δij − ∂i∂j

∂2

)(
T +

∂0∂0

∂2 T00

)

− 1

∂2

[
∂i∂

kTkj + ∂j∂
kTki − 1

2

(
δij +

∂i∂j

∂2

)
∂k∂lTkl

]
, (5.2.111)
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where i, j, k, l = 1, 2, 3. For example, we check that Eq. (5.2.111) leads to Eq. (5.2.108)

by setting i = j = 3. The analysis follows.

−2h33 = T33 − 1

2
(δ33 − ∂3∂3

∂2 )(T +
∂0∂0

∂2 T00)

− 1

∂

[
∂3∂

kTk3 + ∂3∂
kTk3 − 1

2
(δ33 +

∂3∂3

∂2 )∂k∂lTkl

]
, (5.2.112)

, then we get

2h33 + T33 − 1

2

(
1− (∂3)

2

∂2

)
T +

1

2∂2 (−(∂0)2T00 + ∂k∂lTkl)

− 2

∂2∂3∂
kTk3 +

(∂3)
2

2∂2

(
∂k∂l

∂2 Tkl +
(∂0)2

∂2

)
= 0. (5.2.113)

By setting i = b, j = 3, where b = 1, 2, into Eq. (5.2.111) we obtain

−2hb3 = Tb3 − 1

2
(δb3 − ∂b∂3

∂2 )(T +
∂0∂0

∂2 T00)

− 1

∂2 [∂b∂kTk3 + ∂3∂
kTkb − 1

2
(δb3 +

∂b∂3

∂3 )∂k∂lTkl] = 0. (5.2.114)

Thus

2hb3 + Tb3 − 1

2
(δb3 − ∂b∂3

∂2 )(T +
∂0∂0

∂2 T00)

− 1

∂2 [∂b∂
kTk3 + ∂3∂

kTkb − 1

2
(δb3 +

∂b∂3

∂3 )∂k∂lTkl] = 0. (5.2.115)

Expanding the third term which is the product of 2 rounded brackets, Eq. (5.2.115)

leads to

2hb3 + Tb3 − 1

2
(δb3 − ∂b∂3

∂2 )T − 1

2
(δb3 − ∂b∂3

∂2 )(
∂0∂0

∂2 T00)
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− 1

∂2

[
∂b∂

kTk3 + ∂3∂
kTkb − ∂b∂3

2
∂k∂lTkl

]
+

1

2∂2δb3∂
k∂l

= 0, (5.2.116)

or

2hb3 + Tb3 − 1

∂2

[
∂3∂

kTkb + ∂b∂
kTk3 − ∂b∂3

2
(
∂k∂l

∂2 Tkl +
∂0∂0

∂2 T00 + T )

]

− 1

2
δb3T − 1

2
δb3

∂0∂0

∂2 T00 +
1

2∂2δb3∂
k∂lTkl

= 0. (5.2.117)

Let’s consider the second line in Eq. (5.2.117) to get

− 1

2
δb3T − 1

2
δb3

∂0∂0

∂2 T00 +
1

2∂2δb3∂
k∂lTkl

= −1

2
δb3T +

1

2∂2δb3(∂
k∂lTkl − ∂0∂0T00)

= −1

2
δb3T +

1

2∂2δb3[∂
2T ]

= −1

2
δb3T +

1

2
δb3T

= 0. (5.2.118)

We see from Eq. (5.2.118) and Eq. (5.2.117) lead to obtain the equation of Eq. (5.2.109)

By setting i = a, j = b, a, b = 1, 2, in Eq. (5.2.111), we obtain

−2hab = Tab − 1

2
(δab − ∂a∂b

∂2 )(T +
∂0∂0

∂2 T00)
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− 1

∂2

[
∂a∂

kTkb + ∂b∂
kTka − 1

2
(δab +

∂a∂
b

∂2 )∂ka∂lTkl

]
, (5.2.119)

2hab + Tab − 1

2
(δab − ∂a∂b

∂2 )(T +
∂0∂0

∂2 T00)

− 1

∂2

[
∂a∂

kTkb + ∂b∂
kTka − 1

2
(δab +

∂a∂
b

∂2 )∂ka∂lTkl

]

= 0. (5.2.120)

By expansion of all terms in Eq. (5.2.120) we obtain

(¤hab + Tab)− 1

2

(
δab − ∂a∂b

∂2

)
T − 1

2
(δab − ∂a∂b

∂2 )
∂0∂0

∂2 T00

+
δab

2∂2 (∂k∂lTkl) +
1

2∂2

∂a∂b

∂2 ∂k∂lTkl − 1

∂2 (∂a∂
kTibTkb + ∂b∂

kTka)

= 0, (5.2.121)

then it leads to the equation in Eq. (5.2.110)

(¤hab + Tab)− 1

2

(
δab − ∂a∂b

∂2

)
T − 1

∂2 (∂a∂
iTib + ∂b∂

iTia)

+
δab

2∂2

(−∂0∂0T00 + ∂i∂jTij

)
+

∂a∂b

2(∂2)2

(
∂i∂jTij + ∂0∂0T00

)

= 0. (5.2.122)

Equations (5.2.111), (5.2.95), (5.2.85) give the equations for the various compo-

nents of hµν . To obtain the unifying equation for hµν , we note that we may write

hµν = ηµihijη
jν + ηµihi0η

0ν + ηµ0h0jη
jν + ηµ0h00η

0ν , (5.2.123)
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with i, j = 1, 2, 3; µ, ν = 0, 1, 2, 3, and use, in the process, the identity

ηµi∂i = (∂µ + Nµ∂0), (5.2.124)

where Nµ is the unit time-like vector (NµNµ = −1)

(Nµ) = (ηµ
0) = (1, 0, 0, 0). (5.2.125)

This proof of Eqs. (5.2.123) and (5.2.124) follows, we first use the identity

hµν = ηµσhσλη
λν

= ηµ0h0λη
λν + ηµihiλη

λν

= ηµ0h00η
0ν + ηµ0h0iη

iν + ηµihi0η
0ν + ηµihijη

jν , (5.2.126)

which verifies Eq. (5.2.123). On the other hand

ηµi∂i = ηµ0∂0 + ηµi∂i − ηµ0∂0

= ηµν∂ν + Nµ∂0

= ∂µ + Nµ∂0, (5.2.127)

which also verifies Eq. (5.2.124).

Finally, we use the identity relating a tensor Aλσ, e.g., to the components Aij as

follows:

ηµiAijη
jν =

[
ηµληνσ + NµNλησν + N νNσηλµ + NµN νNλNσ

]
Aλσ, (5.2.128)
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and the fact that ¤ = ∂2 − ∂02 . To prove Eq. (5.2.128), we note that

ηµiAijη
jν = (ηµiAij + ηµ0A0j)η

jν − ηµ0A0jη
jν

= ηµσAσjη
jν + NµA0jη

jν

= ηµσ(Aσjη
jν + Aσ0η

0ν)− ηµσAσ0η
0ν + Nµ(A0jη

jν + A00η
λ0)−NµA00η

0ν

= ηµσAσλη
λν + ηµσAσ0N

ν + NµA0λη
λν + NµA00N

ν

=

[
ηµσηνλ − ηµση0λN ν −Nµη0σηλν + Nµη0λη0σN ν

]
Aσλ

=

[
ηµσηνλ + NλN νηµσ + NµNσηλν + NµNλNσN ν

]
Aσλ. (5.2.129)

A lengthy analysis from Eqs. (5.2.85), (5.2.95), (5.2.111) follows which will

allows us to combine all the components hµν and derive the resulting field equation.

In particular, we have

−∂2h00 = T00 +
T

2
− 1

2∂2 (∂0∂0T00 + ∂i∂jTij), (5.2.130)

thus

h00 = − 1

∂2

[
T00 +

T

2
− 1

2∂2 (∂0∂0T00 + ∂i∂jTij)

]

= − 1

∂2

[
η0ση0λT

σλ +
1

2
ησλT

σλ − 1

2∂2 (∂0∂0η0ση0λ
+ ∂i∂jηiσηjλ)T

σλ

]

= − 1

∂2

[
NσNλ +

1

2
ησλ − 1

2∂2 ((∂0)2NσNλ + ∂i∂jηiσηjλ)

]
T σλ

= − 1

∂2

[
NσNλ +

1

2
ησλ − 1

2∂2 ((∂2 −2)NσNλ
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+ (∂σ + Nσ∂0)(∂
λ + Nλ∂0))

]
T σλ

= − 1

∂2

[
NσNλ +

1

2
ησλ − 1

2
NσNλ +

2
2∂2NσNλ

− 1

2∂2 (∂σ∂λ + Nλ∂σ∂0 + Nσ∂λ∂0 + NσNλ(∂0)2)

]
T σλ

= − 1

∂2

[
1

2
NσNλ +

1

2
ησλ +

2
2∂2NσNλ

− 1

2∂2 (∂σNλ + ∂λNσ)∂0 − 1

2∂2∂σ∂λ − 1

2∂2NσNλ(∂0)2

]
T σλ

= − 1

∂2

[
NσNλ2

∂2 +
1

2
(ησλ − ∂σ∂λ

∂2 )

− 1

2∂2 (∂σNλ + ∂λNσ)∂0

]
T σλ, (5.2.131)

and finally we obtain

ηµ0h00η
0ν =

NµN ν

−∂2

[
NσNλ2

∂2 +
1

2
(ησλ − ∂σ∂λ

∂2 )

− 1

2∂2 (∂σNλ + ∂λNσ)∂0

]
T σλ. (5.2.132)

Next consider the term h0i

h0i = − 1

∂2 (T0j − ∂i∂j

∂2 T0i), (5.2.133)

then

ηµ0h0jη
jν

= (
Nµ

∂2 )

(
ηjνTj0 − (ηjν∂j)

∂2 ∂iT0i

)
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=
Nµ

∂2

[
ηνσTσ0 − ην0T00

− (∂ν + N ν∂0)

∂2 (∂iT0i − ∂0T00 + ∂0T00)

]

=
Nµ

∂2

[
− ηνσηλ0Tσλ − ην0ησ0ηλ0Tσλ − (∂ν + N ν∂0)

∂2 (∂σT0σ + ∂0T00)

]

=
Nµ

∂2

[
− ηνσηλ0Tσλ − ην0ησ0ηλ0Tσλ

− (∂ν + N ν∂0)

∂2 (−∂σηλ0Tσλ + ∂0η
σ0ηλ0Tσλ)

]

=
Nµ

∂2

[
− ηνσηλ0 − ην0ησ0ηλ0

− (∂ν + N ν∂0)

∂2 (−∂σηλ0 + ∂0η
σ0ηλ0)

]
Tσλ

=
Nµ

∂2

[
ηνσNλ + N νNσNλ − (∂ν + N ν∂0)

∂2 (∂σNλ + ∂0N
σNλ)

]
Tσλ

=
Nµ

∂2

[
ηνσNλ + N νNσNλ − ∂ν

∂2 (∂σNλ + ∂0N
σNλ)

+
N νNλ∂σ∂0

∂2 − N νNσNλ∂02

∂2

]
Tσλ

=
Nµ

∂2

[
ηνσNλ + N νNσNλ − ∂ν

∂2 (∂σNλ + ∂0N
σNλ)

+ N νNσNλ 2
∂2 −N νNσNλ − N νNλ∂σ∂0

∂2

]
. (5.2.134)

Thus we finally obtain the expression for ηµ0h0jη
jν

ηµ0h0jη
jν =

Nµ

∂2

[
ηνσNλ + (∂νNσ −N ν∂σ)

∂0Nλ

∂2

+
∂ν

∂2NλNσ + N νNσNλ 2
∂2

]
Tσλ. (5.2.135)
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Consider the hij term

−2hij = Tij − 1

2
(δij − ∂i∂j

∂2 )(T +
∂0∂0

∂2 T00)

− 1

∂2

[
∂i∂

kTkj + ∂j∂
kTki − 1

2
(δij +

∂i∂j

∂2 )∂k∂lTkl

]
. (5.2.136)

This allows us to find ηµihijη
jν as follows. Let’s consider term by term,

[E1] = − 1

2ηµiηjνTij

= − 1

2ηµi

[
ηλνTiλ − η0νTi0

]

= − 1

2
[
ηλνηµiTiλ − η0νηµiTi0

]

= − 1

2
[
ηλν(ηµσTσλ − ηµ0T0λ)− η0ν(ηµσTσ0 − ηµ0T00)

]

= − 1

2
[
ηλνηµσTσλ − ηλνηµ0T0λ − η0νηµσηλ0Tσλ + η0νηµ0ησ0ηλ0Tσλ

]

= − 1

2
[
ηλνηµσ − ηλνηµ0 − η0νηµσηλ0 + η0νηµ0ησ0ηλ0

]
Tσλ, (5.2.137)

[E2] = − 1

2ηµiηjν

[
− 1

2
δijT

]

=
1

22ηµiηjνδijη
σλTσλ

=
1

22ηµjηjνησλTσλ

=
1

22
[
ηµαηαν − ηµ0η0ν

]
ησλTσλ

=
1

22
[
ηµαηανησλ − ηµ0η0νησλ

]
Tσλ
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=
1

22
[
ηµαηανησλ − ηµ0ην0ησλ

]
Tσλ

=
1

22
[
ηµαηανησλ −NµN νησλ

]
Tσλ, (5.2.138)

[E3] = − 1

2ηµiηjν

[
− 1

2
δij

(∂0)2

∂2 T00

]

=
1

22ηµiηjνδij
(∂0)2

∂2 T00

=
1

22ηµjηνj (∂0)2

∂2 T00

=
1

22
[
ηµαηαν − ηµ0ην0

]
(∂0)2

∂2 ησ0ηλ0Tσλ

=
1

22
(∂0)2

∂2

[
ηµαηανησ0ηλ0 − ηµ0ην0ησ0ηλ0

]
Tσλ

=
1

22
(∂0)2

∂2

[
ηµαηανNσNλ −NµN νNσNλ

]
Tσλ, (5.2.139)

[E4] = − 1

2ηµiηjν

[
− 1

2

(−∂i∂j

∂2

)
T

]

= − 1

22∂2ηµiηjν∂i∂jη
σλTσλ

= − 1

22∂2ηµi∂iη
jν∂jη

σλTσλ

= − 1

22∂2 (∂µ + Nµ∂0)(∂
ν + N ν∂0)η

σλTσλ

= − 1

22∂2

[
∂µ∂ν + ∂µN ν∂0 + Nµ∂0∂

ν + NµN ν(∂0)
2

]
ησλTσλ

= − 1

22∂2

[
∂µ∂νησλ + ∂µ∂0η

σλN ν

+ ∂0∂
νησλNµ + (∂0)

2ησλNµN ν

]
Tσλ, (5.2.140)
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[E5] = − 1

2ηµiηjν

[
− 1

2

(
− ∂i∂j

∂2

)
(∂0)2

∂2 T00

]

= − 1

22(∂2)2
ηµiηjν∂i∂j(∂

0)2T00

= − 1

22(∂2)2
ηµi∂iη

jν∂j(∂
0)2T00

= − 1

22(∂2)2
(∂µ + Nµ∂0)(∂

ν + N ν∂0)(∂
0)2ησ0ηλ0Tσλ

= − 1

22(∂2)2

[
∂µ∂ν + ∂µN ν∂0 + Nµ∂0∂

ν

+ Nµ∂0N
ν∂0

]
(∂0)2ησ0ηλ0Tσλ

= −Tσλ(∂
0)2

22(∂2)2

[
∂µ∂νησ0ηλ0 + ∂µ∂0η

σ0ηλ0N ν

+ ∂0∂
νησ0ηλ0Nµ + (∂0)

2ησ0ηλ0NµN ν

]

= −Tσλ

22
(

∂0

∂2

)2[
∂µ∂νNσNλ + ∂µ∂0N

σNλN ν

+ ∂0∂
νNσNλNµ + (∂0)

2NσNλNµN ν

]
, (5.2.141)

and from Eq. (5.2.136), we let

[E6] =− ηµiηjν

∂2

[
∂i∂

kTkj + ∂j∂
kTki − 1

2
(δij +

∂i∂j

∂2 )∂k∂lTkl

]
, (5.2.142)

and

[E6.1] = −ηµiηjν

∂2 ∂i∂
kTkj

= −∂k

∂2ηµi∂iη
jνTkl
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= −∂k

∂2 (∂µ + Nµ∂0)

[
ηνλTkλ − ην0Tk0

]

= −(∂µ + Nµ∂0)

∂2

[
∂kηνλTkλ − ∂kην0Tk0

]

= −(∂µ + Nµ∂0)

∂2

[
ηνλ(∂σTσλ − ∂0T0λ)− ην0(∂σTσ0 − ∂0T00)

]

= −(∂µ + Nµ∂0)

∂2

[
ηνλ∂σTσλ − ηνλ∂0ησ0Tσλ − ην0∂σηλ0Tσλ

+ ην0∂0ησ0ηλ0Tσλ

]

= −(∂µ + Nµ∂0)

∂2

[
ηνλ∂σ + ηνλ∂0Nσ − ∂σN νNλ − ∂0N νNσNλ

]
Tσλ

= − 1

∂2

[
ηνλ∂µ∂σ + ηνλ∂0∂µNσ − ∂µ∂σNνNλ

− ∂0∂µN νNσNλ + ηνλ∂0∂
σNµ − ηνλ(∂0)2NµNσ

− ∂0∂
σNµN νNλ + (∂0)2NµN νNσNλ

]
Tσλ, (5.2.143)

[E6.2] =
ηµiηjν

−∂2 (∂j∂
kTki)

=
ηνj∂j

−∂2 ∂kηµiTki

=
(∂ν + N ν∂0)

−∂2 ∂k(ηµλTkλ − ηµ0Tk0)

=
(∂ν + N ν∂0)

−∂2 (ηµλ∂kTkλ − ηµ0∂kTk0)

=
(∂ν + N ν∂0)

−∂2

[
ηµλ(∂σTσλ − ∂0T0λ)− ηµ0(∂σTσ0 − ∂0T00)

]



89

=
(∂ν + N ν∂0)

−∂2

[
ηµλ∂σTσλ − ηµλ∂0ησ0Tσλ − ηµ0∂σηλ0Tσλ + ηµ0∂0ησ0ηλ0Tσλ

]

=
(∂ν + N ν∂0)

−∂2

[
ηµλ∂σ + ηµλ∂0Nσ − ∂σNµNλ − ∂0N

µNσNλ

]
Tσλ

= − 1

∂2

[
∂ν∂σηµλ + ∂0∂νηµλNσ − ∂ν∂σNµNλ − ∂0∂νNµNσNλ

+ ∂0∂
σηµλN ν − (∂0)2ηµλN νNσ − ∂0∂

σNµN νNλ + (∂0)2NµN νNσNλ

]
,

(5.2.144)

[E6.3] =
ηµiηjν

−∂2 (−1

2
δij∂

k∂lTkl)

=
ηµiηjν

2∂2 ∂k∂lTkl

=
(ηµληλν − ηµ0η0ν)

2∂2 ∂k(∂λTkλ − ∂0Tk0)

=
(ηµληλν − ηµ0η0ν)

2∂2 (∂λ∂kTkλ − ∂0∂kTk0)

=
(ηµληλν − ηµ0η0ν)

2∂2

[
∂λ(∂σTσλ − ∂0T0λ)− ∂0(∂σTσ0 − ∂0T00)

]

=
(ηµληλν − ηµ0η0ν)

2∂2

[
∂λTσλ − ∂λ∂0ησ0Tσλ − ∂0∂σηλ0Tσλ + (∂0)2ησ0ηλ0Tσλ

]

=
(ηµληλν − ηµ0η0ν)

2∂2

[
∂λ∂σ + ∂λ∂0Nσ + ∂0∂σNλ + (∂0)2NσNλ

]
Tσλ

=
1

2∂2

[
ηµληλν∂λ∂σ + ηµληλν∂λ∂0Nσ + ηµληλν∂0∂σNλ + ηµληλν(∂0)2NσNλ

− ∂λ∂σNµN ν − ∂λ∂0NµN νNσ − ∂0∂σNµN νNλ − (∂0)2NµNνNσNλ

]
Tσλ,

(5.2.145)
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[E6.4] =
ηµiηjν

−∂2 (−1

2

∂i∂j

∂2 ∂k∂lTkl)

=
ηµi∂iη

νj∂j

2(∂2)2
∂k∂lTkl

=
(∂µ + Nµ∂0)(∂

ν + N ν∂0)

2(∂2)2
∂k(∂λTkλ − ∂0Tk0)

=
(∂µ∂ν + ∂µ∂0N ν + ∂0∂

νNµ + ∂2
0N

µN ν)

2(∂2)2
(∂λ∂kTkλ − ∂0∂kTk0)

=
(∂µ∂ν + ∂µ∂0N ν + ∂0∂

νNµ + ∂2
0N

µN ν)

2(∂2)2

[
∂λ(∂σTσλ − ∂0T0λ)

− ∂0(∂σTσ0 − ∂0T00)

]

=
(∂µ∂ν + ∂µ∂0N ν + ∂0∂

νNµ + ∂2
0N

µN ν)

2(∂2)2

[
∂λ∂σ − ∂λ∂0ησ0

− ∂0∂σηλ0 + (∂0)2ησ0ηλ0

]
Tσλ

=
1

2(∂2)2

[
∂µ∂ν∂σ∂λ + ∂µ∂ν∂0∂λNσ + ∂µ∂ν∂0∂σNλ + (∂0)2∂µ∂νNσNλ

+ ∂µ∂0∂
σNλN ν + (∂0)2∂µ∂λN νNσ − (∂0)2∂µ∂σN νNλ + (∂0)2∂µ∂0N

νNσNλ

+ ∂0∂
ν∂σ∂λNµ − (∂0)2∂ν∂λNµNσ − (∂0)2∂ν∂σNµNλ + (∂0)2∂0∂

νNµNσNλ

+ (∂0)2∂σ∂λNµN ν − (∂0)2∂0∂λNµN νNσ

+ (∂0)2∂0∂σNµN νNλ + (∂0)4NµN νNσNλ

]
, (5.2.146)



91

The previous η(..)h(..)η
(..) could be written as following from Eq. (5.2.123)

hµν = [E1] + [E2] + [E3] + [E4] + [E5]− 1

2{[E6.1] + [E6.2] + [E6.3] + [E6.4]}.

(5.2.147)

The following explicit expression for hµν is obtained, by simplifying the previous equa-

tion:

〈0+ |hµν |0−〉

=
1

(−¤− iε)

{
ηµληνσ + ηµσηνλ − ηµνησλ

2

+
1

2∂2

[
ηµν∂σ∂λ + ησλ∂µ∂ν − ηνσ∂µ∂λ − ηνλ∂µ∂σ

− ηµσ∂ν∂λ − ηµλ∂ν∂σ +
∂µ∂ν∂σ∂λ

∂2

]

+
1

2

(
ηµν +

∂µ∂ν

∂2

)(
Nσ∂λ + Nλ∂σ

∂2

)
∂0 +

1

2

(
ησλ +

∂σ∂λ

∂2

)(
N ν∂µ + Nµ∂ν

∂2

)
∂0

− 1

2

[
ηνσ(Nµ∂λ + Nλ∂µ) + ηνλ(Nµ∂σ + Nσ∂µ)

+ ηµσ(N ν∂λ + Nλ∂ν) + ηµλ(N ν∂σ + Nσ∂ν)
] ∂0

∂2

+
∂µ∂ν

∂2 NσNλ +
∂σ∂λ

∂2 NµN ν

}
Tσλ 〈0+ |0−〉

+
1

∂2

{
∂µ∂ν

∂2 NσNλ +
∂σ∂λ

∂2 NµN ν

}
Tσλ 〈0+ |0−〉 , (5.2.148)

ε → +0, where we have taken the matrix element of the field hµν between the vacuum

states |0+〉, |0−〉.
From Eq. (5.2.148) the explicit expression for the graviton propagator
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∆µν;σλ
+ (x, x′) emerges as,

∆µν;σλ
+ (x, x′) =

ˆ
(dk)

(2π)4
eik(x−x′)

[
∆µν;σλ

1 (k)

k2 − iε
+

∆µν;σλ
2 (k)

k2

]
, (5.2.149)

ε → +0, where

(dk) = dk0dk1dk2dk3, and k2 = k2 − k02

, (5.2.150)

and

∆µν;λσ
1 (k) =

(ηµληνσ + ηµσηνλ − ηµνησλ)

2

+
1

2k2

[
ηµνkσkλ + ησλkµkν − ηνσkµkλ − ηνλkµkσ

− ηµσkνkλ − ηµλkνkσ +
kµkνkσkλ

k2

]

− 1

2

(
ηµν +

kµkν

k2

)(
Nσkλ + Nλkσ

k2

)
k0

− 1

2

(
ησλ +

kσkλ

k2

)(
N νkµ + Nµkν

k2

)
k0

+
1

2

[
ηνσ(Nµkλ + Nλkµ) + ηνλ(Nµkσ + Nσkµ)

+ ηµσ(N νkλ + Nλkν) + ηµλ(N νkσ + Nσkν)
]k0

k2

+
kµkν

k2 NσNλ +
kσkλ

k2 NµN ν , (5.2.151)

∆µν;λσ
2 (k) =

kµkν

k2 NσNλ +
kσkλ

k2 NµNν . (5.2.152)

The vacuum-to-vacuum transition amplitude for the gravitational field coupled
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to an external source is then given by

〈0+ |0−〉T = exp

[
i

2

ˆ
(dx)(dx′)Tµν(x)∆µν;σλ

+ (x, x′)Tσλ(x
′)
]

, (5.2.153)

which follows upon using the action principle which states that

−i
δ

δTµν(x)
〈0+ |0−〉T = 〈0+ |hµν(x)|0−〉 . (5.2.154)

The graviton propagator given by the explicit expression in Eqs. (5.2.149) -

(5.2.152). Applications of the above results are given in the next chapter. We have

derived a novel expression for the graviton propagator, from Lagrangian field theory,

valid for the case when the external source Tµν coupled to the gravitational field is

not necessarily conserved, by working in a gauge where only two polarization physical

states of the graviton arise to ensure positivity in the quantum treatment thus avoid-

ing non-physical states. That such a conservation should a priori not to be imposed

is a necessary mathematical requirement so that all the ten components of the external

source Tµν may be varied independently in order to generate interactions of the gravita-

tional field with matter and produce non-linearity of the gravitational field itself in the

functional procedure. The latter requirement arises by noting that such interactions are

generated by the application (Manoukian, 1986a; Limboonsong and Manoukian, 2006)

of some functional F [−iδ/δTµν ] to 〈0+ |0−〉T , where 〈0+ |0−〉 corresponding to other

particles, as well as functional derivatives of their corresponding sources in F , have

been suppressed to simplify the notation. Accordingly, to vary the ten components of

Tµν independently, no conservation may a priori be imposed. The 1/k2 terms in Eqs.

(5.2.149) - (5.2.152) are apparent singularities due to the sufficient powers in k in the

corresponding denominators and the three-dimensional character of space, in the same

way that this happens for the photon propagator in the Coulomb gauge in quantum elec-

trodynamics, and give rise to static 1/r type interactions complicated by the tensorial

character of a spin two object. It is important to note that for a conserved Tµν , i.e., for
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∂µTµν = 0, all the terms in the propagators in Eq. (5.2.149), with the exception of

the terms (ηµληνσ + ηµσηνλ − ηµνησλ)/2, do not contribute in Eq. (5.2.153) since all

the other terms in Eqs. (5.2.151), (5.2.152) involve derivatives of Tµν and the graviton

propagator ∆µν;σλ
+ (x, x′) effectively goes over to the well documented expression

1

(−2− iε)

(ηµληνσ + ηµσηνλ − ηµνησλ)

2
, (5.2.155)

which has been known for years (Schwinger, 1970, 1976; Manokian, 1990, 1997). This

is unlike the corresponding time-ordered product which does not go over to the result

in Eq. (5.2.155) for ∂µTµν = 0. This may be shown by solving for the time-ordered

product in Eq. (5.1.7) in terms of the propagator and carrying out explicitly, say, the

functional derivatives δh0i/δTµν , δh00/δTµν , as arising on the right-hand side of Eq.

(5.1.7), by using, in the process, Eqs. (5.2.61), (5.2.62). In any case, it is the propagator

∆µν;σλ
+ , as given in Eq. (5.2.149), is the one that appears in the theory and not the

time-ordered product as is often naïvely assumed. After all the functional derivatives

with respect to Tµν are carried out in the theory, one may impose a conservation law on

Tµν or even set Tµν equal to zero if required on physical grounds. Such methods have

led to the discovery (Manoukian, 1986a; Limboonsong and Manoukian, 2006), in the

functional quantum dynamical principle differential approach, of Faddeev–Popov (FP)

factors, and of their generalizations, in non-abelian gauge theories such as in QCD and

in other theories.

Re-iterating the discussion above, the relevance of the analysis and the ex-

plicit expression derived for the graviton propagator for, a priori, not conserved ex-

ternal source Tµν : ∂µTµν 6= 0 is immediate. If, in contrast, a conservation law

is a priori, imposed then variations with respect to one of the components of Tµν

would automatically imply, via such a conservation law, variations with respect some

of its other components as well. A problem that may arise otherwise, may be read-

ily seen from a simple example. The functional derivative of an expression like

[aµν(x) + b(x)∂µ∂ν ]T
µν(x), with respect to a component T σλ(x′) is (1/2)[aµν(x) +
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b(x)∂µ∂ν ](δσ
µδλ

ν + δλ
µδσ

ν)δ4(x, x′), where aµν(x), b(x), for example, depend on x,

and not (1/2)aµν(x)(δσ
µδλ

ν + δλ
µδσ

ν)δ4(x, x′) as one may naïvely assume by, a pri-

ori imposing a conservation law. Also, as mentioned above, the present method, based

on the functional differential treatment, as applied to non-abelian gauge theories such

as QCD (Manoukian, 1986a; Limboonsong and Manoukian, 2006) leads automatically

to the presence of the FP determinant modifying naïve Feynman rules. The physical

relevance of such a factor is important as its omission would lead to a violation of uni-

tarity. For the convenience of the reader we briefly review, before closing the conclud-

ing section, on how the FP determinant arises in the functional differential treatment

(Manoukian, 1986a; Limboonsong and Manoukian, 2006).

Consider, for simplicity of the demonstration, the non-abelian gauge theory with

Lagrangian density

L = −1

4
Ga

µνG
µν
a + Jµ

a Aa
µ (5.2.156)

where Jµ
a is an external source taken, a priori, not to be conserved. Here

Ga
µν = ∂µA

a
ν − ∂νA

a
µ + gof

abcAb
µA

c
ν (5.2.157)

We work in the Coulomb gauge. The gauge field propagator, in analogy to the graviton

one in Eqs. (5.2.150), (5.2.151), is given by

Dµν
ab = δab[g

µν − (∂µ∂ν + Nµ∂ν∂0 + N ν∂µ∂0)

∂2 ]
1

−2− iε
(5.2.158)

with k = 1, 2, 3.

The quantum dynamical principle states that

∂

∂go

〈0+ |0−〉 = i

〈
0+

∣∣∣∣
ˆ

(dx)
∂

∂go

L(x)

∣∣∣∣0−
〉

(5.2.159)
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where, with k = 1, 2, 3,

∂

∂go

L(x) = −fabcAb
k(A

c
0G

k0
a +

1

2
Ac

lG
kl
a ) (5.2.160)

and Gkl
a may be expressed in terms of independent fields, that is, for which the canonical

conjugate momenta do not vanish. On the other hand, Gk0
a depends on the dependent

field A0
a. By using the identity

(−i)
δ

δJµ
a (x′)

〈0+ |O|0−〉 =
〈
0+

∣∣(Aa
µ(x′)O(x))+

∣∣0−
〉− i

〈
0+

∣∣∣∣
δ

δJµ
a (x′)

O(x)

∣∣∣∣0−
〉

(5.2.161)

for an operator O(x), where (...)+ denotes the time-ordered product, and the functional

derivative δO(x)/δJµ
a (x′) in the second term on the right-hand side of Eq. (5.2.161)

is taken by keeping the independent fields and their canonical conjugate kept fixed in

O(x), after the latter is expressed in terms of these fields, together, possibly, in terms

of the dependent fields and the external current (Limboonsong and Manoukian, 2006;

Manoukian et al., 2007).

From the Lagrangian density in Eq. (5.2.156), the following relation follows

Gk0
a = πk

a − ∂kDabJ
0
b (5.2.162)

as a matrix equation, where πk
a denotes the canonical conjugate momentum of Ak

a, and

Dab is the Green operator satisfying

[δac∂2 + gof
abcAb

k∂
k]Dcd(x, x′; go) = δ4(x, x′)δad (5.2.163)

Accordingly, with, a priori, non-conserved Jµ
a (x′), we may vary each of its components

independently to obtain from Eq. (5.2.162)

δ

δJµ
a (x′)

Gk0
a (x) = −δµ

0∂kDac(x, x′; go) (5.2.164)
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Hence from Eqs. (5.2.160), (5.2.161), and (5.2.164), we may write

〈0+| ∂

∂go

L(x)|0−〉 = [(
∂

∂go

L)′ + if bcaA′b
k∂

kD′ac(x, x; go)] 〈0+ |0−〉 (5.2.165)

where the primes mean to replace Ac
µ(x) in the corresponding expressions by the func-

tional differential operator (−i)δ/δJµ
c (x).

Clearly, upon an elementary integration over go in Eq. (5.2.159) by using, in

the process, Eq. (5.2.165) and the equation for Dac in (5.2.163), we obtain the FP

determinant

exp Tr ln[1− igo
1

∂2A′
k∂

k] (5.2.166)

as a multiplicative modifying differential operating factor in 〈0+ |0−〉. For additional

related details see Manoukian (1986a); Limboonsong and Manoukian (2006) and also

for further generalizations of the occurrence of such factors in field theory.

It is interesting to extend such analyses (Manoukian, 1986a; Limboonsong and

Manoukian, 2006), as well as of gauge transformations (Manoukian, 1986a), and covari-

ance (Manoukian, 1987b), to theories involving gravity. This would be exponentially

much harder to do and will be attempted in further investigations. In this regard, our

ultimate interest is in aspects of renormalizability (Manoukian, 1983) and rules for phys-

ical applications that would follow from our, a priori, systematic analysis carried out

at the outset, in a quantum setting with the newly modified propagator, by a functional

differential treatment, in the presence of external sources, to generate non-linearities in

gravitation and interactions with matter.

5.3 On the Detection of Gravitational Waves

Gravitations are the particles associated with the gravitational field in the same

way as photons are associated with the electromagnetic field. One of the most fasci-
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nating predictions of relativity theory is the emission of radiation of massive objects in

accelerating motion, known as gravitational radiation, describing a wave motion in the

curvature of space-time known as “gravitational waves”.

The detection of gravitational waves in a ground-base has not yet been suc-

ceeded, but Hulse and Taylor (Weisberge, Taylor and Fowler, 1981; Jeffries et al., 1987;

Hewish, 1968) have convinced us that this type of radiation actually exists. This is be-

cause the orbiting period of the pulsar (PSR1913 + 16) around its companion (binary

system) gradually diminished with time. For their work, Hulse and Taylor were awarded

the Nobel Prize in 1993. The general theory of relativity has predicted as a result of the

emission of gravitational waves. When a heavy star has used up all its nuclear fuel, it

is destroyed in the emergence of a supernova explosion. A small star may be left and

its gravity is so strong that causes electrons fall down into protons in the atomic nuclei

thus forming neutrons. A neutron star has a very high density even if it is only about

20 km in diameter, and it weighs at least as much as the Sun in our solar system. The

pulsar is a rapidly rotating neutron star with a strong magnetic field and the radio waves

are emitted at their magnetic poles. Gravitational radiation is the last fundamental

gravitational waves

Figure 5.1 Hulse-Taylor binary pulsar (PSR1913+16).

prediction of Einstein’s general relativity that has not yet been directly verified.

The problem for the experimental physicist is that the predicted magnitudes of
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the strains in space caused by gravitational waves are of the order of 10−21 or lower.

Indeed, present theoretical models suggest that in order to detect a few events per year

from coalescing neutron star binary systems for example a sensitivity close to 10−22 is

required.

The small signal levels mean that limiting noise sources resulting from the ther-

mal motion of molecules in the detector (thermal noise), from seismic or other mechani-

cal disturbances, and from noise associated with the detector readout, whether electronic

or optical, must be reduced to a very low level.

For signals above∼ 10Hz ground-based experiments are possible, but for lower

frequencies where local fluctuating gravitational gradients and seismic noise on Earth

become a problem, it is best to consider developing detectors to be used in space.

Initial detectors and their development in the earliest experiments in the field

were ground based and were carried out by Joseph Weber of the University of Maryland

about 30 years ago. Having looked for evidence of excitation of the normal modes of

the Earth by very low-frequency gravitational waves, Weber then moved on to look for

tidal strains in aluminum bars which were at room temperature and were well isolated

from ground vibrations and acoustic noise in the laboratory. The bars were resonant at

1600 Hz, a frequency where the energy spectrum of the signals from collapsing stars

was predicted to peak. Despite the fact that Weber observed coincident excitations

of his detectors placed up to 1000 km apart, at a rate of approximately one event per

day, his results were not substantiated by similar experiments carried out in several

other laboratories in the USA, Germany, Britain and Russia. It seems unlikely that

Weber was observing gravitational wave signals because, although his detectors were

very sensitive, being able to detect strains of around 10−15 over millisecond timescales,

their sensitivity was far away from what was predicted to be required theoretically.

Development of Weber bar type detectors has continued with the emphasis being

on cooling to reduce the noise levels, and currently systems at the Universities of Rome,

Padua, Louisiana and Perth (Western Australia) are achieving sensitivity levels better
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than 10−18 for millisecond pulses. Bar detectors have a disadvantage, however, of being

sensitive only to signals that have significant spectral energy in a narrow band around

their resonant frequency.
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Figure 5.2 Schematic of gravitational wave detector using laser interferometry.

An alternative design of gravitational wave detector offers the possibility of very

high sensitivities over a wide range of frequency. This uses test masses placed a long

distance apart and freely suspended as pendulums to isolate against seismic noise and

reduce the effects of thermal noise; laser interferometry provides a means of sensing the

motion of the masses produced as they interact with a gravitational wave. This technique

is based on the Michelson interferometer and is particularly suited to the detection of

gravitational waves as they have a quadrupole nature. Waves propagating perpendicular

to the plane of the interferometer will result in one arm of the interferometer being

increased in length while the other arm is decreased and vice versa. Gravitational wave

strengths are characterized by the gravitational wave amplitude h, the measure of the

strain in space induced by a gravitational wave.
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The induced change in the length of the interferometer arms results in a small

change in the interference pattern of the light observed at the interferometer output.

A typical design specification to allow a reasonable probability for detecting sources

requires a noise floor in strain smaller than 2×10−23Hz−1/2 to be achieved. The distance

between test masses possible on Earth is limited to a few km by geographical and cost

factors. If we assume an arm length of 3 km the above specification sets the requirement

that the residual motion of each test mass is smaller than 3 × 10−20mHz−1/2 over the

operating range of the detector, which may be from 3 ∼ 10 Hz to a few kHz. It requires

that the optical detection system at the output of the interferometer must be good enough

to detect such small changing of motions.



CHAPTER VI

GRAVITONS, INDUCED GEOMETRY AND

EXPECTATION VALUE FORMALISM

AT FINITE TEMPERATURE

6.1 Introduction

The present chapter is of central importance in the entire thesis. It deals with the

novel expression for the graviton propagator derived at length in the previous chapter

and its role in the expectation value formalism which is the subject matter of investiga-

tion of the present thesis. This analysis will set up a careful formalism to confront the

challenges of quantum gravity which has certainly been problematic over the years since

the successful treatments of the other interactions in physics involved with the electro-

magnetic (QED) interaction, the electro-weak (Salam-Weinberg) interaction, the strong

(QCD) and more general grand unified field theories embracing these interactions. The

most important points to note in this chapter are the following :

(i). As always, the external energy-momentum tensor Tµν coupled to the gravitational

field is a priori taken to be not conserved so that variations with respect to its

ten components may be carried out independently. Only after all the functional

differentiations with respect to Tµν are carried out a conservation law for Tµν may

be imposed.

(ii). A careful treatment of the gauge problem is considered which ensures that the Rie-

mann curverture tensor of the underlying theory is gauge invariant and covariant

in spite of the fact that we work in a Coulomb-like gauge for the gravitational

field which in turn ensures only two degrees of polarization for the graviton.



103

(iii). With the quantization of the gravitational field carried out in the Coulomb-like

gauge and a priori not conserved energy-momentum tensor, positivity of the un-

derlying theory via the vacuum persistence probability |〈0+ |0−〉|2 ≤ 1 is proved.

(iv). The relationship between the nomenclatures “closed-time-path” and “expectation

value formalism” is emphasized as a process which begins with the vacuum state

|0−〉 and ends up in the initial vacuum state |0−〉 with a priori different sets of

external energy-momentum tensors T 1
µν , T 2

µν . Only after all the relevant functional

differentiations with respect to the external source, say, T 1
µν are carried out to

generate expectation value, we set them to be equal.

(v). A detailed analysis is carried out to develop the formalism at non-zero temperatures

via the well known Boltzmann factor in thermodynamics.

(vi). Demonstration as to show that the Minkowski metric ηµν is modified to a general

metric in a Riemannian geometry with a new metric gµν 6= ηµν in the presence of

a source Tµν of the gravitational field.

(vii). Explicit evaluation of the energy-momentum tensor for a given closed string and

investigation of the modification of the underlying geometry from that of a flat

Minkowski space.

(viii). Investigations of the structure of the metric at observation points away from the

string and show, in particular, how time slows down due to the presence of the

source of gravitation as a deformation not only of configuation space but of time

itself with an explicit evaluation of such a time slowing factor.

(ix). The emphasis of the dependence of geometry on temperature due to radiative cor-

rections and the initial presence of a background of gravitons as extra sources

of gravitation due to the non-linearities of the structure of gravitation – as the

gravitons themselves carry energies and hence are sources of gravitational field.
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The graviton propagator (Manoukian, 1990, 1997, 2005, 2007; Schwinger, 1976

and Sivaram, 1999) plays a central role in the quantum field theory treatment of gravi-

tation. It mediates the gravitational interaction between all particles to the leading order

in the gravitational coupling constant. It is well known that in the functional differ-

ential formalism of quantum field theory, pioneered by Schwinger (1951), functional

derivatives (e.g., Schwinger, 1951; Manoukian, 1986b; Limboonsong and Manoukian,

2006; Manoukian, Sukkhasena and Siranan, 2007) are taken of the so-called vacuum-

to-vacuum transition amplitude 〈0+ |0−〉 with respect to external sources, via the appli-

cation, in the process, of the quantum dynamical (action) principle (e.g., Manoukian,

1986b; Manoukian, 2006; Manoukian, Sukkhasena and Siranan, 2007) to generate non-

linearities (interactions) in the theory and n-point functions leading finally to transi-

tion amplitudes for various physical processes. [For a recent modern and a detailed

derivation of the quantum dynamical principle see Manoukian, Sukkhasena and Sir-

anan (2007)]. For higher spin fields such as the electromagnetic vector potential Aµ,

the gluon field Aµ
a , and, of course, the gravitational field hµν , the respective external

sources Jµ, Ja
µ , Tµν , coupled to these fields, cannot a priori taken to be conserved so

that their respective components may be varied independently in the functional differ-

entiations process. A problem that may arise otherwise, may be readily seen from a

simple example given in Manoukian (2007): The functional derivative of an expression

like
[
aµν(x) + b(x)∂µ∂ν

]
T µν(x), (6.1.1)

with respect to T σλ(x′) is

(1/2)
[
aµν(x) + b(x)∂µ∂ν

](
δσ

µδλ
ν + δλ

µδσ
ν
)
δ4(x, x′), (6.1.2)

where aµν(x), b(x), for example, depend on x, and not

(1/2)aµν(x)
(
δσ

µδλ
ν + δλ

µδσ
ν
)
δ4(x, x′), (6.1.3)
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as one may naïvely assume by, a priori, imposing a conservation law on T µν(x) prior

to functional differentiation. The consequences of relaxing the conservation of the such

external sources are highly non-trivial. For one thing the corresponding field propa-

gators become modified. Also they have led to the rediscovery (Manoukian, 1986b;

Limboonsong and Manoukian, 2006) of Faddeev-Popov (FP), (Faddeev and Popov,

1967)-like factors in non-abelian gauge theories (Manoukian , 1986b; Limboonsong

and Manoukian, 2006) and the discovery of even further generalizations (Limboonsong

and Manoukian, 2006) of such factors, directly from the functional differential treat-

ment, via the application of the quantum dynamical principle (Manoukian, Sukkhasena

and Siranan 2007), in the presence of external sources, without making an appeal to

path integrals, without using symmetry arguments which may be broken, and without

even going into the well known complicated structures of the underlying Hamiltonians.

An account of this procedure, which is also pedagogical, was given in the concluding

section of Manoukian and Sukkhasena (2007b) for the convenience of the reader and

needs not to be repeated.

For higher spin fields, the propagator and time-ordered product of two fields do

not, in general, coincide as the former includes so-called Schwinger terms which, in

general, lead to a simplification for the propagator over the time-ordered one. This

is well known for spin 1 and is also true for the graviton propagator (Manoukian and

Sukkhasena, 2007b). Let hµν denote the gravitational field. We work in a gauge

∂ih
iν = 0, (6.1.4)

where i = 1, 2, 3; ν = 0, 1, 2, 3, which, as established in Sect. 6.3, guarantees that only

two states of polarization occur for the graviton even with a non-conserved external

source Tµν in the theory.

If we denote the vacuum-to-vacuum transition amplitude for the interaction of

gravitons with the external source Tµν by 〈0+ |0−〉T , then the propagator of the gravita-
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tional field is defined by

∆µν;σλ
+ (x, x′) = i

(
(−i)

δ

δTµν(x)
(−i)

δ

δTσλ(x′)
〈0+ |0−〉T

) /
〈0+ |0−〉T , (6.1.5)

in the limit of the vanishing of the external source Tµν . In more detail we may rewrite

Eq. (6.1.5) as

∆µν;σλ
+ (x, x′) = i

〈
0+

∣∣∣
(
hµν(x)hσλ(x′)

)
+

∣∣∣0−
〉T

〈0+ |0−〉T
+

〈
0+

∣∣∣∣
δ

δTµν(x)
hσλ(x′)

∣∣∣∣0−
〉T

〈0+ |0−〉T
,

(6.1.6)

in the limit of vanishing Tµν , where the first term on the right-hand side, up to the i

factor, denotes the time-ordered product. In the second term, the functional derivative

with respect to Tµν(x) is taken by keeping the independent field components of hσλ(x′)

fixed. The dependent field components depend on the external source and lead to ex-

tra terms on the right-hand side of Eq. (6.1.6) in addition to the time-ordered product

and may be referred to as Schwinger terms. A detailed derivation of the general iden-

tity in Eq. (6.1.6) is given in Manoukian, Sukkhasena and Siranan (2007) (see also

Manoukian, 2006a)). It is the propagator ∆µν;σλ
+ that appears in this formalism and not

the time-ordered product. The propagator ∆µν;σλ
+ (x, x′) has been derived in Manoukian

and Sukkhasena (2007b) and will be elaborated upon in Sect.6.2. It includes 30 terms

in contrast to the well known one involving only 3 terms when a conservation law of

Tµν is imposed. The positivity constraint of the vacuum persistence probability

| 〈0+ |0−〉 |2 ≤ 1, (6.1.7)

as well as the correct spin content of the theory is established in Sect.6.3 for, a priori,

non-conserved external energy-momentum tensor.

The expectation value formalism, pioneered by Schwinger (1961), also known

as the closed-time path formalism, in quantum field theory has been a useful tool in per-
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forming expectation values without first evaluating transition amplitudes. For a partial

list of studies of the expectation value formalism, the reader may refer to Manoukian

(1987c, 1988b, 1988d, 1991b) in the functional differential formalism. See also re-

lated work in Keldysh (1965); Craig (1968), Hall (1975); Kao, Nayak and Greiner

(2002), emphasizing on non-equilibrium phenomenae and Jordan (1986); Calzetta and

Hu (1988); Cooper (1998), emphasizing Feynman path integrals.

In order to study gravitational effects such as the induced geometry due to exter-

nal sources and even due to fluctuating quantum fields, the expectation value formalism

turns out to be of practical value. In Sect. 6.5, we develop the expectation value for-

malism for gravitons interacting with an external energy-momentum tensor Tµν at finite

temperature with a priori not conserved Tµν , so that variations with respect to its ten

components may be varied independently in order to generate expectation values. After

all the relevant functional differentiations with respect to Tµν are carried out, the con-

servation law on Tµν may be then imposed. We establish the covariance of the induced

Riemann curvature tensor, in the initial vacuum, due to the external source, in spite of

the quantization carried out in a gauge which ensures only two polarization states for

the graviton. As an application, we investigate the induced correction to the metric and

the underlying geometry due a closed string arising from the Nambu action (e.g., Kibble

and Turok, 1982; Albrecht and Turok, 1989; Sakellariadou, 1990; Goddard et al.,1995),

as a solution of a circularly oscillating string (Manoukian, 1991, 1992; Manoukian,

Ungkitchanukit and Eab, 1995; Manoukian and Sattayatham, 1998), as, perhaps, the

simplest generalization of a limiting point-like object. Finally, it is discussed on why

the geometry of spacetime may, in general, depend on temperature due to radiative cor-

rections and its physical significance is emphasized.

The Minkowski metric is denoted by

[ηµν ] = diag[−1, 1, 1, 1], (6.1.8)

and we use units such that ~ = 1, c = 1.
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6.2 Graviton Propagator and Vacuum-to-Vacuum

Transition Amplitude

The action for the gravitational field hµν coupled to an external energy-

momentum tensor source Tµν is taken to be

A =
1

8πG

ˆ
(dx)L(x) +

ˆ
(dx)hµν(x)Tµν(x), (6.2.1)

with

L = −1

2
∂αhµν∂αhµν +

1

2
∂αhσ

σ∂αhβ
β − ∂αhαµ∂

µhσ
σ

+
1

2
∂αhαν∂βhβν +

1

2
∂αhµ

ν∂µh
αν , (6.2.2)

and G is Newton’s gravitational constant. The action part
´

(dx)L(x) is invariant under

gauge transformations

hµν(x) → hµν(x) + ∂µξν(x) + ∂νξµ(x) + ∂µ∂νξ(x). (6.2.3)

Consider first the ∂µ∂νξ term. To the above end

[1] = −1

2

ˆ
(dx)(∂α∂µ∂νξ)∂αhµν − 1

2

ˆ
(dx)∂αhµν∂α∂µ∂νξ

=
1

2

ˆ
(dx)ξ∂α∂µ∂ν∂αhµν +

1

2

ˆ
(dx)[∂α∂µ∂ν∂

αhµν ]ξ

=
1

2

ˆ
(dx)ξ∂µ∂ν2hµν +

1

2

ˆ
(dx)∂µ∂ν2hµνξ

=

ˆ
(dx)(∂µ∂ν2hµν)ξ, (6.2.4)
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[2] =
1

2

ˆ
(dx)∂α2ξ∂αhβ

β +
1

2

ˆ
(dx)∂αhσ

σ∂α2ξ

= −1

2

ˆ
(dx)2ξ2hβ

β − 1

2

ˆ
(dx)2hσ

σ2ξ

= −1

2

ˆ
(dx)ξ22hβ

β − 1

2

ˆ
(dx)22hσ

σξ

= −
ˆ

(dx)ξ(22hβ
β), (6.2.5)

[3] = −
ˆ

(dx)2∂µξ∂
µhσ

σ −
ˆ

(dx)∂αhαµ∂
µ2ξ

=

ˆ
(dx)ξ(22hσ

σ) +

ˆ
(dx)(2∂α∂µhαµ)ξ, (6.2.6)

[4] =
1

2

ˆ
(dx)2∂νξ∂βhβν +

1

2

ˆ
(dx)∂αhαν2∂νξ

= −1

2

ˆ
(dx)ξ(2∂ν∂βhβν) +

1

2

ˆ
(dx)(2∂ν∂αhαν)ξ, (6.2.7)

[5] =
1

2

ˆ
(dx)∂α∂µ∂νξ∂µh

αν +
1

2

ˆ
(dx)∂αhµ

ν∂µ∂
α∂νξ

=
1

2

ˆ
(dx)∂α2∂νh

ανξ +
1

2

ˆ
(dx)2hµ

ν∂µ∂
νξ

= −1

2

ˆ
(dx)(2∂ν∂αhαν)ξ +

1

2

ˆ
(dx)(2∂µ∂

νhµ
ν)ξ, (6.2.8)

thus adding all terms together to obtain

[1] + [2] + [3] + [4] + [5] =

ˆ
(dx)(∂µ∂ν2hµν)ξ −

ˆ
(dx)ξ(22hβ

β)
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+

ˆ
(dx)ξ(22hσ

σ) +

ˆ
(dx)(2∂α∂µhαµ)ξ

− 1

2

ˆ
(dx)ξ(2∂ν∂βhβν) +

1

2

ˆ
(dx)(2∂ν∂αhαν)ξ

− 1

2

ˆ
(dx)(2∂ν∂αhαν)ξ +

1

2

ˆ
(dx)(2∂µ∂

νhµ
ν)ξ. (6.2.9)

All the terms depending on ξ are cancel out. Next we consider another terms for, i.e.,

∂µξν + ∂νξµ, thus from Eqs. (6.2.2) and (6.2.3) we have

[B1] = −1

2

ˆ
(dx)∂α(∂µξν + ∂νξµ)∂αhµν − 1

2

ˆ
(dx)∂αhµν∂α(∂µξν + ∂νξµ)

= −1

2

ˆ
(dx)∂α∂µξν∂αhµν − 1

2

ˆ
(dx)∂α∂νξµ∂αhµν

− 1

2

ˆ
(dx)∂αhµν∂α∂µξν − 1

2

ˆ
(dx)∂αhµν∂α∂νξµ

= −1

2

ˆ
(dx)ξν∂α∂µ∂αhµν − 1

2

ˆ
(dx)ξµ∂alpha∂ν∂αhµν

+
1

2

ˆ
(dx)hµν∂α∂α∂µξν +

1

2

ˆ
(dx)hµν∂α∂α∂νξµ

= −1

2

ˆ
(dx)ξν∂µ∂α∂αhµν − 1

2

ˆ
(dx)ξµ∂ν∂α∂αhµν

+
1

2

ˆ
(dx)hµν2∂µξν +

1

2

ˆ
(dx)hµν2∂νξµ

= −1

2

ˆ
(dx)ξν∂µ2hµν − 1

2

ˆ
(dx)ξµ∂ν2hµν

− 1

2

ˆ
(dx)(2∂µh

µν)ξν − 1

2

ˆ
(dx)(2∂νh

µν)ξµ

= −1

2

ˆ
(dx)ξν∂µ2hµν − 1

2

ˆ
(dx)ξν∂µ2hµν

− 1

2

ˆ
(dx)(2∂νh

µν)ξµ − 1

2

ˆ
(dx)(2∂νh

µν)ξµ
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= −
ˆ

(dx)ξµ(∂ν2hµν)−
ˆ

(dx)2∂νh
µνξµ

= −
ˆ

(dx)ξµ(∂ν2hµν)−
ˆ

(dx)ξµ(2∂νhµν)

= −2

ˆ
(dx)ξµ(2∂νh

µν), (6.2.10)

[B2] = +
1

2

ˆ
(dx)∂α(2∂σξσ)∂αhβ

β +
1

2

ˆ
(dx)∂αhσ

σ∂α(2∂βξβ)

= +

ˆ
(dx)∂α(∂σξσ)∂αhβ

β +

ˆ
(dx)∂αhσ

σ∂α∂βξβ

= +

ˆ
(dx)ξσ∂

α∂σ∂αhβ
β −

ˆ
(dx)hσ

σ∂
α∂α∂βξβ

= +

ˆ
(dx)ξσ∂

σ2hβ
β −

ˆ
(dx)hσ

σ∂
β2ξβ

= +

ˆ
(dx)ξσ∂

σ2hβ
β +

ˆ
(dx)ξβ∂β2hσ

σ

= 2

ˆ
(dx)ξβ(∂β2hσ

σ), (6.2.11)

[B3] = −
ˆ

(dx)∂α(∂αξµ + ∂µξα)∂µhσ
σ −

ˆ
(dx)∂αhαµ∂

µ(2∂σξσ)

= −
ˆ

(dx)∂α∂αξµ∂
µhσ

σ +

ˆ
(dx)∂µξα∂µhσ

σ −
ˆ

(dx)∂αhαµ∂
µ(2∂σξσ)

= −
ˆ

(dx)ξµ2∂µhσ
σ −

ˆ
(dx)ξα∂α2hσ

σ − 2

ˆ
(dx)∂α∂µ∂σhαµξσ

= −
ˆ

(dx)ξµ∂
µ2hσ

σ −
ˆ

(dx)ξα∂α2hσ
σ −

ˆ
(dx)2ξσ(∂α∂µ∂σhαµ)

= −
ˆ

(dx)2ξα(∂α2hσ
σ)− 2

ˆ
(dx)ξσ(∂α∂µ∂σhαµ), (6.2.12)
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[B4] = +
1

2

ˆ
(dx)∂α(∂αξν + ∂νξα)∂βhβν +

1

2

ˆ
(dx)∂αhαν∂β(∂βξν + ∂νξβ)

= +
1

2

ˆ
(dx)∂α∂αξν∂βhβν +

1

2

ˆ
(dx)∂α∂νξα∂βhβν

+
1

2

ˆ
(dx)∂αhαν∂β∂βξν +

1

2

ˆ
(dx)∂αhαν∂β∂νξβ

= +
1

2

ˆ
(dx)ξν2∂βhβν +

1

2

ˆ
(dx)ξα∂α∂ν∂βhβν

− 1

2

ˆ
(dx)hαν∂α2ξν − 1

2

ˆ
(dx)hαν∂α∂β∂νξβ

= +
1

2

ˆ
(dx)ξν(2∂βhβν) +

1

2

ˆ
(dx)ξα(∂α∂ν∂βhβν)

+
1

2

ˆ
(dx)ξν(∂α2hαν) +

1

2

ˆ
(dx)ξβ(∂α∂β∂νh

αν)

=

ˆ
(dx)ξν(2∂βhβν) +

ˆ
(dx)ξα(∂α∂ν∂βhβν), (6.2.13)

[B5] = +
1

2

ˆ
(dx)∂α(∂µξν + ∂νξ

µ)∂µh
αν +

1

2

ˆ
(dx)∂αhµ

ν∂µ(∂αξν + ∂νξα)

= +
1

2

ˆ
(dx)∂α∂µξν∂µh

αν +
1

2

ˆ
(dx)∂α∂νξ

µ∂µh
αν

+
1

2

ˆ
(dx)∂αhµ

ν∂µ(∂αξν) +
1

2

ˆ
(dx)∂αhµ

ν∂µ∂
νξα

= +
1

2

ˆ
(dx)ξν∂α2hαν +

1

2

ˆ
(dx)ξµ∂α∂ν∂µh

µν

+
1

2

ˆ
(dx)hµ

ν∂α∂µ∂
αξν +

1

2

ˆ
(dx)hµ

ν∂α∂µ∂
νξα

= +
1

2

ˆ
(dx)ξν∂α2hαν +

1

2

ˆ
(dx)ξµ∂α∂ν∂µh

µν

+
1

2

ˆ
(dx)hµ

ν∂µ2ξν +
1

2

ˆ
(dx)ξα∂α∂µ∂

νhµ
ν
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= +
1

2

ˆ
(dx)ξν∂α2hαν +

1

2

ˆ
(dx)ξµ∂α∂ν∂µh

µν

+
1

2

ˆ
(dx)ξν∂µ2hµ

ν +
1

2

ˆ
(dx)ξα∂α∂µ∂

νhµ
ν

=

ˆ
(dx)ξν(2∂µh

µν) +

ˆ
(dx)ξα(∂α∂µ∂νh

µν), (6.2.14)

Then adding [B1] to [B5] together, gives

[B1] + [B2] + [B3] + [B4] + [B5] ≡ [C1]

= −2

ˆ
(dx)ξµ(2∂νh

µν) + 2

ˆ
(dx)ξβ(∂β2hσ

σ)

− 2

ˆ
(dx)ξα(∂α2hσ

σ)− 2

ˆ
(dx)ξσ(∂α∂µ∂σhαµ)

+

ˆ
(dx)ξν(2∂βhβν) +

ˆ
(dx)ξα(∂α∂ν∂βhβν)

+

ˆ
(dx)ξν(2∂µh

µν) +

ˆ
(dx)ξα(∂α∂µ∂νh

µν)

= −2

ˆ
(dx)ξµ(2∂νh

µν) + 2

ˆ
(dx)ξβ(∂β2hσ

σ)− 2

ˆ
(dx)ξα(∂α2hσ

σ)

+ 2

ˆ
(dx)ξν(2∂µh

µν)− 2

ˆ
(dx)ξσ(∂σ∂α∂µh

αµ)

+

ˆ
(dx)ξα(∂α∂ν∂βhβν) +

ˆ
(dx)ξα(∂α∂µ∂νh

µν)

= −
ˆ

(dx)2ξσ(∂σ∂α∂µh
αµ) +

ˆ
(dx)ξα(∂α∂µ∂νh

µν)

= 0, (6.2.15)
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which together with Eq. (6.2.9) and establish the gauge invariance of
´

(dx)L(x), i.e.,

δ

ˆ
(dx)L(x) = 0, (6.2.16)

corresponding to the gauge transformations in Eq. (6.2.16) for arbitrary infinitesimal

change with the factors ξµ(x) and ξ(x).

As mentioned above the external energy-momentum tensor Tµν is, a priori, taken

to be not conserved so that variations of its respective ten components may be varied

independently - a necessary technical requirement. Details on dependent fields due to

the gauge constraints are spelled out in Manoukian, Sukkhasena and Siranan (2007)

as well as in Manoukian and Sukkhasena (2007b). The vacuum-to-vacuum transition

amplitude is then given by Manoukian and Sukkhasena (2007b),

〈0+ |0−〉T = exp

[
4πGi

ˆ
(dx)(dx′)Tµν(x)∆µν;σλ

+ (x, x′)Tσλ(x
′)
]

, (6.2.17)

(dx) = dx0dx1dx2dx3. (6.2.18)

Here we note that the exponent is scaled by the factor 8πG to satisfy the bound-

ary condition that the gravitational attraction of two widely separated static sources is

given by Newton’s law (Schwinger, 1976). The graviton propagator ∆µν;σλ
+ (x, x′) con-

tains 30 terms and not only just the first 3 terms as may be naïvely expected, and is

given by

∆µν;σλ
+ (x, x′) =

ˆ
(dk)

(2π)4
eik(x−x′)

[
∆µν;σλ

1 (k)

k2 − iε
+

∆µν;σλ
2 (k)

k2

]
, (6.2.19)

ε → +0, where

(dk) = dk0dk1dk2dk3, (6.2.20)
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k2 = k2 − k02

, (6.2.21)

and

∆µν;λσ
1 (k) =

(ηµληνσ + ηµσηνλ − ηµνησλ)

2

+
1

2k2

[
ηµνkσkλ + ησλkµkν − ηνσkµkλ − ηνλkµkσ

−ηµσkνkλ − ηµλkνkσ +
kµkνkσkλ

k2

]

−1

2

(
ηµν +

kµkν

k2

)(
Nσkλ + Nλkσ

k2

)
k0

−1

2

(
ησλ +

kσkλ

k2

)(
N νkµ + Nµkν

k2

)
k0

+
1

2

[
ηνσ(Nµkλ + Nλkµ) + ηνλ(Nµkσ + Nσkµ)

+ηµσ(N νkλ + Nλkν) + ηµλ(N νkσ + Nσkν)
]k0

k2

+
kµkν

k2 NσNλ +
kσkλ

k2 NµN ν , (6.2.22)

∆µν;λσ
2 (k) =

kµkν

k2 NσNλ +
kσkλ

k2 NµNν . (6.2.23)

Here

(Nµ) = (ηµ
0) = (1, 0, 0, 0), (6.2.24)

is a time-like vector. The iε factor in Eq. (6.2.19) corresponds to the Schwinger-

Feynman boundary condition.
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6.3 Positivity Constraint

It is far from obvious that with a non-conserved energy-momentum tensor, the

vacuum-to-vacuum amplitude 〈0+ |0−〉 in Eq. (6.2.17) satisfies the positivity constraint

| 〈0+ |0−〉 |2 ≤ 1. (6.3.1)

The proof of this follows. We rewrite the vacuum-to-vacuum transition amplitude

〈0+ |0−〉 in Eq. (6.2.17) as

〈0+ |0−〉T = exp

[
4πGi

ˆ
(dx)Tµν(x)Hµν(x)

]
, (6.3.2)

with

TµνH
µν = T00H

00 + 2T0iH
0i + TijH

ij, (6.3.3)

i, j = 1, 2, 3, and we may infer from Eq. (5.2.95) that

H00 = − 1

∂2

[
T 00 +

T

2
− 1

2∂2

(
∂0∂0T00 + ∂i∂jTij

)]
, (6.3.4)

T = Tii − T00, (6.3.5)

and H00 is real. Also from Eq. (5.2.85), we may infer that

H0i = − 1

∂2

[
δij − ∂i∂j

∂2

]
T0j, (6.3.6)

which is again real. That is,

exp

[
4πGi

ˆ
(dx)

(
T00(x)H00(x) + 2T0i(x)H0i(x)

)]
, (6.3.7)
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is a phase factor.

On the other hand, we may infer from Eq. (5.2.111) that

H ij =
1

(−2− iε)
Aij,lmTlm − 1

2

1

∂2

(
δij − ∂i∂j

∂2

)
T00, (6.3.8)

and the second term above involving T00 is real, while Aij,lm is given by

Aij,lm =
(δilδjm + δimδjl − δijδlm)

2

− 1

2∂2

[
∂i∂lδjm + ∂i∂mδjl + ∂j∂lδim + ∂j∂mδil

+ ∂i∂jδlm − δij∂l∂m − ∂i∂j∂l∂m

∂2

]
, (6.3.9)

where i, j, l, m = 1, 2, 3.

Accordingly, from Eqs. (6.3.2), (6.3.6) - (6.3.7), we may rewrite

〈0+ |0−〉T = eiG[T ] exp

[
4πGi

ˆ
(dx)Tij(x)

1

(−2− iε)
Aij,lmTlm(x)

]
, (6.3.10)

where exp iG[T ] is a phase factor, i.e.,
∣∣∣ exp iG[T ]

∣∣∣ = 1.

By using the facts that the reality of Tij(x) implies that

Tij(k)∗ = Tij(−k), (6.3.11)

where

(kµ) = (k0,k), (6.3.12)

and the identity

i

2

(
1

k2 − iε
− 1

k2 + iε

)
= −πδ(k2)
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= − π

|k|
[
δ(k0 − |k|) + δ(k0 + |k|)

]
, (6.3.13)

for ε → +0, in the sense of distributions, which follows from the property :

1

k2 ± iε
= P

1

k2
∓ iπδ(k2), (6.3.14)

where as an integral over k0 for a given function f(k) of k, the principal part P of an

integral is defined by:

P
ˆ ∞

−∞

dk0

k2
f(k) =−

ˆ −|k|−ε

−∞

dk0

(k0 − |k|)(k0 + |k|)f(k)

−
ˆ |k|−ε

−|k|+ε

dk0

(k0 − |k|)(k0 + |k|)f(k)

−
ˆ ∞

|k|+ε

dk0

(k0 − |k|)(k0 + |k|)f(k), (6.3.15)

in the limit ε → +0. Thus we obtain

(
1

k2 + iε
− 1

k2 + iε

)
= P

1

k2
− P

1

k2
+ iπδ(k2)− (−iπδ(k2))

= iπδ(k2) + iπδ(k2)

= 2iπδ(k2), (6.3.16)

and

i

2

(
1

k2 + iε
− 1

k2 + iε

)
=

i

2
2iπδ(k2)

= −πδ(k2), (6.3.17)
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since k2 = k2 − k02 , this gives

δ(k2) = δ(k2 − k02

)

= δ[(k− k0)(k + k0)]

=
δ(k0 − |k|) + δ(k0 + |k|)

|k| . (6.3.18)

Finally, this leads to

−πδ(k2) = − π

|k| [δ(k
0 − |k|) + δ(k0 + |k|)]. (6.3.19)

Accordingly we obtain the equality

∣∣∣〈0+ |0−〉T
∣∣∣
2

= exp

[
−8πG

ˆ
dωkT

∗
ij(k)Bij,lm(k)Tlm(k)

]
, (6.3.20)

where now

k0 = +|k|, dωk = d3k/(2π)32|k|, (6.3.21)

and

Bij,lm(k) =
1

2

[
(δil − kikl

k2 )(δjm − kjkm

k2 ) + (δim − kikm

k2 )(δjl − kjkl

k2 )

− (δij − kikj

k2 )(δlm − klkm

k2 )

]
, (6.3.22)

with i, j, l, m = 1, 2, 3 as before.

The verification of the equivalence of the expressions in Eqs. (6.3.22) and (6.3.9)

follows explicitly from

Bij,lm(k) =
1

2

[
(δil − kikl

k2 )(δjm − kjkm

k2 )



120

+ (δim − kikm

k2 )(δjl − kjkl

k2 )

− (δij − kikj

k2 )(δlm − klkm

k2 )

]

=
1

2

[
δilδjm − δil k

jkm

22 − δjm kikl

k2 +
kikl

k2

kjkm

k2

+ δimδjl − δim kjkl

k2 − δjl k
ikm

k2 +
kikm

k2

kjkl

k2 − δijδlm

+ δij k
lkm

k2 + δlm kikj

k2 − kikj

k2

klkm

k2

]
. (6.3.23)

The fourth and the last term of Eq. (6.3.23) cancel each other, and we have

Bij,lm(k) =
δilδjm + δimδjl − δijδlm

2

− 1

2k2

[
kikl + kikmδjl + kjklδim + kjkmδil

− kikjδlm − klkmδij − kikjklkm

k2

]
, (6.3.24)

which corresponds to Eq. (6.3.9).

6.4 Spin Content

For a given 3-vector k, we introduce two orthonormal complex 3-vectors

e+, e−,

e+ · e∗+ = 1 = e− · e∗−,

e+ · e∗− = 0,
(6.4.1)
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such that k/|k|, e+, e− constitute three mutually orthonormal vectors. That is, in

addition to the conditions in Eq. (6.4.1),

k · e+ = 0, k · e− = 0. (6.4.2)

Upon writing

k = |k|
(

cos φ sin θ, sin φ sin θ, cos θ
)
, (6.4.3)

we may set

e+ =
1√
2

(
cos φ cos θ − i sin φ, sin φ cos θ + i cos φ,− sin θ

)
, (6.4.4)

e− =
1√
2

(
cos φ cos θ + i sin φ, sin φ cos θ − i cos φ,− sin θ

)
, (6.4.5)

and note that

e− = e∗+ . (6.4.6)

The above orthogonality relations is established below:

e+ · e∗+ =
1

2

[(
cos φ cos θ − i sin φ, sin φ cos θ + i cos φ, sin θ

)
×

(
cos φ cos θ + i sin φ, sin φ cos θ − i cos φ,− sin θ

)]

=
1

2

[
cos2 φ cos2 θ + cos φ cos θi sin φ− cos φ cos θi sin φ

+ sin2 φ + sin2 φ cos2 θ − sin φ cos θi cos φ
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+ sin φ cos θi cos φ + cos2 φ + sin2 θ

]

=
1

2

[
cos2 φ cos2 θ + sin2 φ cos2 θ + sin2 φ + cos2 φ + sin2 θ

]

=
1

2

[
cos2 θ(cos2 φ + sin2 φ) + 1 + sin2 θ

]

=
1

2

[
cos2 θ + sin2 θ + 1

]

= 1, (6.4.7)

e+ · e∗− =
1

2

[(
cos φ cos θ − i sin φ, sin φ cos θ + i cos φ, sin θ

)
×

(
cos φ cos θ − i sin φ, sin φ cos θ + i cos φ, sin θ

)]

=
1

2

[
cos2 φ cos2 θ − cos φ cos θi sin φ− cos φ cos θi sin φ

− sin2 φ + sin2 φ cos2 θ + sin φ cos θi cos φ

+ sin φ cos θi cos φ− cos2 φ + sin2 θ

]

=
1

2
[cos2 θ(cos2 φ + sin2 φ) + sin2 θ − (cos2 φ + sin2 φ)]

=
1

2
[(cos2 θ + sin2 θ)− (cos2 φ + sin2 φ)]

= 0, (6.4.8)

e− · e∗− =
1

2

[(
cos φ cos θ + i sin φ, sin φ cos θ − i cos φ,− sin θ

)
×
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(
cos φ cos θ + i sin φ, sin φ cos θ − i cos φ,− sin θ

)]

=
1

2

[
cos2 φ cos2 θ − cos φ cos θi sin φ + cos φ cos θi sin φ

+ sin2 φ + cos2 φ + sin2 φ cos2 θ + sin φ cos θi cos φ

− sin φ cos θi cos φ + sin2 θ

]

=
1

2

[
cos2 φ cos2 θ + sin2 φ + sin2 φ cos2 θ + cos2 φ + sin2 θ

]

=
1

2

[
cos2 θ(cos2 φ + sin2 φ) + sin2 φ + cos2 φ + sin2 θ

]

=
1

2

[
cos2 θ + sin2 θ + 1

]

= 1, (6.4.9)

k · e+ =
|k|√

2

[(
cos φ sin θ, sin φ sin θ, cos θ

)
×

(
cos φ cos θ − i sin φ, sin φ cos θ + i cos φ, sin θ

)]

=
|k|√

2

[
cos2 φ sin θ cos θ − cos φ sin θi sin φ

+ sin2 φ sin θ cos θ + sin φ sin θi cos φ− cos θ sin θ

]

=
|k|√

2
[sin θ cos θ(cos2 φ + sin2 φ)− cos θ sin θ]

=
|k|√

2
(0)
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= 0, (6.4.10)

k · e− =
|k|√

2

[(
cos φ sin θ, sin φ sin θ, cos θ

)
×

(
cos φ cos θ + i sin φ, sin φ cos θ − i cos φ,− sin θ

)]

=
|k|√

2

[
cos2 φ sin θ cos θ + cos φ sin θi sin φ + sin2 φ sin θ cos θ

− sin φ sin θi cos φ− cos θ sin θ

]

=
|k|√

2

[
sin θ cos θ(cos2 φ + sin2 φ)− cos θ sin θ

]

=
|k|√

2
(0)

= 0. (6.4.11)

The above allows us to introduce the completeness relation

δij =
∑

λ=±
ei

λe
∗j
λ +

kikj

|k|2

=
∑

λ=±
ei∗

λ ej
λ +

kikj

|k|2 . (6.4.12)

In turn, we may define polarization 3× 3 tensors by

eij
λσ =

1

2

[
ei

λe
j∗
σ + ei∗

σ ej
λ − δλσe

i
αej∗

α

]
, (6.4.13)

with λ, σ, α = ±, and a summation over the repeated index α is assumed, and note
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that after some algebra, Bij,lm in Eq. (6.3.22) may be rewritten as

Bij,lm =
∑

λ,σ=±
eij

λσe
∗lm
λσ . (6.4.14)

Using, in the process, Eq. (6.4.13), we note that

ei j
++ = 0, ei j

−− = 0, (6.4.15)

and

ei j
+− = ei

+ej
+ ≡ εij

+, (6.4.16)

ei j
−+ = ei

−ej
− ≡ εij

− , (6.4.17)

thus defining the two 3× 3 tensors εij
+, εij

−, and rewrite Eq. (6.4.14) as

Bij,lm =
∑

λ=±
εij
λ εlm∗

λ . (6.4.18)

From Eqs. (6.3.20), (6.3.22), (6.4.18), we conclude that, the probability is less

than one as needed,

∣∣∣〈0+ |0−〉T
∣∣∣
2

= exp
[
− 8πG

ˆ
dωk

∑

λ=±

(
T ∗

ijε
ij
λ

) (
εlm∗
λ Tlm

) ]

≤ 1, (6.4.19)

with equality holding in the limit of vanishing Tµν , thus establishing the underlying

positivity constraint, as well as the correct spin content of the theory with the graviton

having only two polarization states described by εij
+, εij

− for a theory with, in general, a

not necessarily conserved external energy-momentum tensor.
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The scalar product in Eq. (6.4.19) may be rewritten from Eq. (6.4.18) as follows

ˆ
dωk

∑

λ=±
(T ∗

ijε
ij
λ )(εlm∗

λ Tlm) =

ˆ
dωkT

∗
ijB

ij,lmTlm

=

ˆ
(dx)(dx′)Tµν(x)Cµν,σρ(x, x′)Tσρ(x

′), (6.4.20)

where

Cµν,σρ(x, x′) =

ˆ
dωke

ik(x−x′)πµν,σρ(k), (6.4.21)

πµν,σρ(k) =
1

2
(βµσβνρ + βµρβνσ − βµνβσρ) , (6.4.22)

βµν(k) =

[
ηµν − kµkν

(Nk)2
− Nµkν

(Nk)
− Nνkµ

(Nk)

]
, (6.4.23)

Nk = Nαkα = −k0 = −|k|. (6.4.24)

6.5 Gravitons and Expectation Value Formalism at

Finite Temperature

For book-keeping purposes, we use the notation

√
8πG εlm∗

λ Tlm(k) ≡ S(k, λ), (6.5.1)

and conveniently introduce a discrete notation (Schwinger,1976; Manoukian, 1986b)

for the momentum variable k by writing, in the process,

(k, λ) ≡ r, (6.5.2)
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for these pairs of variables and in turn use the notation Sr for S(k, λ). A scalar product

as in Eq. (6.4.14) then becomes simply replaced as follows:

8πG

ˆ
dωk

∑

λ=±

(
T ∗

ijε
ij
λ

) (
εlm∗
λ Tlm

) →
∑

r

S∗rSr. (6.5.3)

With the above notation, and for any two, a priori, independent, not necessarily

conserved, sources T 1
µν , T 2

µν , we introduce the functional

F[T 1, T 2] =
∑
N

∑
N1+N2+...=N

〈0− |N ; N1, N2, ...〉T
2 〈N ; N1, N2, ... |0−〉T

1

, (6.5.4)

where N denotes number of gravitons, N1 of which have momentum-polarization index

r1, and so on,

with

〈N ; N1, N2, . . . |0−〉T
1

, (6.5.5)

denoting the amplitude that these N gravitons are emitted by the source T 1,

and is given by

〈N ; N1, N2, ... |0−〉T
1

= 〈0+ |0−〉T
1 (iS1

r1
)N1

√
N1!

(iS1
r2

)N2

√
N2!

... . (6.5.6)

The expression for the functional F[T 1, T 2] may be summed exactly by using,

in the process, Eq. (6.5.6), to give

F[T 1, T 2] =
(
〈0+ |0−〉T

2
)∗ (

〈0+ |0−〉T
1
)

× exp

[
8πG

ˆ
dωk

∑

λ=±

(
T ∗2

ij εij
λ

) (
εlm∗
λ T 1

lm

) ]
, (6.5.7)

where we have restored the integration signs. From Eq. (6.5.4), we realize that for the
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special case that T 1
µν and T 2

µν are equal, we have by unitarity

F[T, T ] = 〈0− |0−〉T = 1, (6.5.8)

which also follows readily from Eq. (6.5.7) and the left-hand side equality in Eq.

(6.4.19).

In the expression for F[T 1, T 2], we write

T 1 = T1 + T ′
1, (6.5.9)

T 2 = T2 + T ′
2, (6.5.10)

where T ′
1 is switched on after T1 is switched off, and T ′

2 is switched on after T2 is

switched off, to obtain from Eqs. (6.5.4) and (6.5.7), respectively,

F[T1 + T ′
1, T2 + T ′

2] =
∑

(N)

〈0− |N ; N1, N2, . . .〉T2+T ′2 〈N ; N1, N2, . . . |0−〉T1+T ′1

=
∑

(N),(M)

〈0− |N ; N1, N2, . . .〉T2 〈N ; N1, N2, . . . |M ; M1,M2, . . .〉T
′
2,T ′1

× 〈M ; M1, M2, . . . |0−〉T1 , (6.5.11)

where

〈N ; N1, N2, . . . |M ; M1,M2, . . .〉T
′
2,T ′1

=
∑

(L)

〈N ; N1, N2, . . . |L; L1, L2, . . .〉T
′
2 × 〈L; L1, L2, . . . |M ; M1,M2, . . .〉T

′
1 ,

(6.5.12)
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with
∑
(N)

denoting a sum over non-negative integers N,N1, N2, . . . such that

N1 + N2 + . . . = N, (6.5.13)

and similarly for
∑
(M)

,
∑
(L)

, and

F[T1 + T ′
1, T2 + T ′

2] = F[T ′
1, T

′
2] exp[S∗2S1]

(
〈0+ |0−〉T2

)∗ (
〈0+ |0−〉T1

)

× exp[S∗2(S
′
1 − S ′2)] exp[−(S

′∗
1 − S

′∗
2 )S1], (6.5.14)

where the scalar product S∗2S1, for example, is defined as on the right-hand side of

Eq. (6.5.3) with a sum over r. Upon comparison of the two equivalent expressions

for F[T1 + T ′
1, T2 + T ′

2] in Eqs. (6.5.11) and (6.5.14), we obtain, in particular, for the

diagonal term

〈N ; N1, N2, . . . |N ; N1, N2, . . .〉T
2,T 1

, (6.5.15)

valid for any two, a priori, independent and not necessarily conserved sources T 1
µν , T

2
µν ,

the expression:

〈N ; N1, N2, . . . |N ; N1, N2, . . .〉T
2,T 1

= (N1!N2! · · · )F[T 1, T 2]

×
∑ ∗ ∏

i

[−(S1∗
ri
− S2∗

ri
)(S1

ri
− S2

ri
)
]Ni−mi

mi![(Ni −mi)!]2
, (6.5.16)

where
∑∗ stands for a summation over all non-negative integers m1, m2, . . . such that

0 ≤ mi ≤ Ni, i = 1, 2, . . . . (6.5.17)
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We now perform a thermal average (Manoukian, 1991) of

〈N ; N1, N2, . . . |N ; N1, N2, . . .〉T
2,T 1

, (6.5.18)

by multiplying, in the process, the latter by the Boltzmann factor

∏
i

(exp−β|ki|), (6.5.19)

and summing over (N), where

β = 1/Kτ, (6.5.20)

and we have used the notation K for the Boltzmann constant and τ for temperature in

order not to confuse it with the trace T of an energy-momentum tensor.

This gives the statistical thermal average:

F[T 1, T 2; τ ]

= F[T 1, T 2; 0] exp
[
− 8πG

ˆ
dωk

∑

λ=±

(T 1∗
ij − T 2∗

ij )εij
λ εlm∗

λ (T 1
lm − T 2

lm)

(eβ|k| − 1)

]
. (6.5.21)

As mentioned above, we have to average the expression on the left-hand side of

Eq. (6.5.16) by the Boltzmann factor. With a normalization constant C introduced in

the product C
∏
i

(exp−β|ki|) determined from the identity (cf. Gradshteyn and Ryzhik,

1985)

∞∑
N=0

∑
N1+N2+···=N

(x1)
N1(x2)

N2 · · · = 1
∞∏
i=1

(1− xi)
, (6.5.22)



131

gives C =
∞∏
i=1

(1− e−βk0
i ). Therefore the thermal average of Eq. (6.5.16) is

F[T 1, T 2] C

∞∑
N=0

∑
N1+N2+···=N

∞∏
i=1

[e−βk0
i ( ∂

∂ai
+ 1)]Ni

Ni!
(ai)

Ni , (6.5.23)

where ai = −|S1
ri
− S2

ri
|2.

To carry out the sum in the expression in Eq. (6.5.23), we use the identity

[e−βk0
( ∂

∂a
+ 1)]N

N !
(a)N =

ˆ ∞

−∞
dρ

ˆ ∞

−∞

dγ

2π

[ρe−βk0
(−iγ + 1)]N

N !
eiγ(ρ−a), (6.5.24)

to obtain

F[T 1, T 2; τ ] = C

∞∑
N=0

∑
N1+N2+···=N

(
∞∏
i=1

(e−βk0
i )Ni) 〈N ; N1, · · · |N,N1, · · ·〉S

= CF[T 1, T 2]
∞∏

j=1

ˆ ∞

−∞
dρj

ˆ ∞

−∞

dγj

2π

× exp

[
ρje

−βk0
j (−iγj + 1) + iγj(ρj − aj)

]

= CF[T 1, T 2]
∞∏

j=1

ˆ ∞

−∞
dρjδ(ρj − ρje

−βk0
j − aj) exp(ρje

−βk0
j )

= F[T 1, T 2]
∞∏

j=1

exp

[
e−βk0

j

1− eβk0
j

aj

]

= F[T 1, T 2] exp

[
−
ˆ

dωk

∑

λ=1,2

(T 1∗
ij − T 2∗

ij )εij
λ εlm∗

λ (T 1
lm − T 2

lm)

eβk0 − 1

]
,

(6.5.25)

this verify Eq. (6.5.21).

In particular, we note from Eqs. (6.5.7), (6.5.8), (6.5.21) that for the special case
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that T 1
µν , T 2

µν are identical, we have the consistent normalization condition

F[T, T ; τ ] ≡ 1. (6.5.26)

We also verify directly from Eq. (6.5.21) that

F[T 1, T 2; 0] = F[T 1, T 2], (6.5.27)

as expected.

As we have not imposed conservation laws on T 1
µν , T 2

µν , we may vary each of

their respective ten components independently to obtain from the quantum dynamical

principle (Schwinger, 1951, 1961; Manoukian, Sukkhasena and Siranan, 2007) as ap-

plied, respectively, and in the process to

〈L; L1, . . . |M ; M1, . . .〉T
1

, (6.5.28)

and

〈N ; N1, . . . |L; L1, . . .〉T
2

, (6.5.29)

in Eq. (6.5.12) with T ′
1, T

′
2 in it replaced by T 1, T 2, the thermal average 〈hµν(x)〉Tτ of

the gravitational field

〈hµν(x)〉Tτ = (−i)
δ

δT 1
µν(x)

F[T 1, T 2; τ ]

∣∣∣∣
T 1=T 2=T

= (i)
δ

δT 2
µν(x)

F[T 1, T 2; τ ]

∣∣∣∣
T 1=T 2=T

, (6.5.30)

generalizing the expression for

〈0−|hµν(x) |0−〉T , (6.5.31)
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given by

〈0− |hµν(x)|0−〉T = (−i)
δ

δT 1
µν(x)

F[T 1, T 2]

∣∣∣∣
T 1=T 2=T

= (i)
δ

δT 2
µν(x)

F[T 1, T 2]

∣∣∣∣
T 1=T 2=T

, (6.5.32)

from zero to finite temperature.

From Eqs. (6.5.21), (6.5.7), (6.4.15), the generating functional F[T 1, T 2; τ ] may

be rewritten as

F[T 1, T 2; τ ] =

(
〈0+ |0−〉T

2

)∗(
〈0+ |0−〉T

1

)

× exp

[
8πG

ˆ
(dx)(dx′)T 2

µν(x)Cµν,σρ(x, x′)T 1
σρ(x

′)
]

× exp

[
− 8πG

ˆ
(dx)(dx′)

(
T 1

µν(x)− T 2
µν(x)

)

×Dµν,σρ(x, x′; τ)

(
T 1

σρ(x
′)− T 2

σρ(x
′)
)]

, (6.5.33)

where Cµν,σρ(x, x′) is defined in Eq. (6.4.21), and

Dµν,σρ(x, x′; τ) =

ˆ
dωke

ik(x−x′) πµν,σρ(k)

(e−β(Nk) − 1)
, (6.5.34)

Nk = Nαkα = −k0 = −|k|, (6.5.35)

where πµν,σρ(k) is given in Eq. (6.4.22).

We note that the temperature dependence occurs only in the last exponential in

Eq. (6.5.33) through Dµν,σρ(x, x′; τ). We eventually set

T 1
µν = T 2

µν , (6.5.36)
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after the relevant functional differentiations with respect to these sources are taken. For

τ → 0, the last exponential in Eq. (6.5.33) is equal to one, giving the relation in Eq.

(6.5.27).

6.6 Covariance of the Induced Riemann Curvature Tensor

The thermal average 〈hµν(x)〉Tτ may be obtained from Eqs. (6.5.30), (6.5.33) to

give

〈hµν(x)〉Tτ = 8πGi

ˆ
(dx′)T σρ(x′)

ˆ
dωkπµν,σρ(k)eik(x−x′)

− 8πGi

ˆ
(dx′)T σρ(x′)

ˆ
dωkπσρ,µν(k)eik(x′−x)

= −16πG

ˆ
(dx′)T σρ(x′)

ˆ
dωk sin k(x− x′)πµν,σρ(k)

≡ 〈0− |hµν(x)|0−〉T , (6.6.1)

for x0 > x′0, where after the functional differentiation was carried out with respect to,

say, T 1µν(x), we have set

T 2µν = T 1µν = T µν . (6.6.2)

We learn that the above expectation value is independent of temperature in the

leading linearized theory as a consequence of the fact that the exponent in the last ex-

ponential in Eq. (6.5.33) does not contribute if a single functional differentiation with

respect to T 1µν is carried out and then by finally setting

T 2
µν − T 1

µν = 0. (6.6.3)

Radiative corrections and explicit temperature dependence will be discussed in the con-
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cluding chapter.

In more detail, we may rewrite Eq. (6.6.1) as:

〈0− |hµν(x)|0−〉T =

{
8πGi

ˆ
dωke

ikx
[
Tµν(k)− gµν

2
T (k)

]
+ c.c.

}

+ ∂µξν(x) + ∂νξµ(x) + ∂µ∂νξ(x), (6.6.4)

for x0 > x′0, where

ξµ(x) =

{
4πG

ˆ
dωke

ikx NµT − 2Tµ
σNσ

(Nk)
+ c.c.

}
, (6.6.5)

ξ(x) =

{
4πG

i

ˆ
dωke

ikx T + 2T νσNνNσ

(Nk)2
+ c.c.

}
, (6.6.6)

and

∂µξν + ∂νξµ + ∂µ∂νξ, (6.6.7)

are the so-called gauge terms (see Eq. (6.2.3)) and are non-covariant depending on the

vector Nµ. The induced Riemann curvature tensor in the leading theory is given by

〈0− |Rµνσλ(x)|0−〉T = 〈0− |∂µ∂σhνλ + ∂ν∂λhµσ − ∂µ∂λhνσ − ∂ν∂σhµλ|0−〉T . (6.6.8)

By substituting the expression Eq. (6.6.4) in Eq. (6.6.8), we obtain

〈0− |Rµνσλ(x)|0−〉T = ∂µ∂σh
0
νλ + 〈0− |∂µ∂σ[∂νξλ + ∂λξν + ∂ν∂λξ]|0−〉

+ ∂ν∂λh
0
µσ + 〈0− |∂ν∂λ[∂µξσ + ∂σξµ + ∂µ∂σξ]|0−〉

− ∂µ∂λh
0
νσ − 〈0− |∂µ∂λ[∂νξσ + ∂σξν + ∂σ∂νξ]|0−〉
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− ∂ν∂σh
0
µλ − 〈0− |∂ν∂σ[∂µξλ + ∂λξµ + ∂µ∂λξ]|0−〉

= ∂µ∂σh
0
νλ + ∂ν∂λh

0
µσ − ∂µ∂λh

0
νσ − ∂ν∂σh

0
µλ, (6.6.9)

where h0
µν(x) corresponds to the first term on the right- hand side of Eq. (6.6.4) within

the curly brackets.

Therefore, all the terms depending on ξµ, ξ cancel in the induced Riemann cur-

vature tensor

〈0− |Rµνσλ(x)|0−〉T , (6.6.10)

thus establishing its covariance. This means that one may restrict

〈0− |hµν(x)|0−〉T , (6.6.11)

to its covariant gauge-independent part defined by the first term on the left-hand side of

Eq. (6.6.4) within the curly brackets, i.e., consider

〈0− |hµν(x)|0−〉T =

{
8πGi

ˆ
dωke

ikx
[
Tµν(k)− ηµν

2
T (k)

]
+ c.c.

}

≡ ho
µν(x), (6.6.12)

in applications. The expression for the latter may be further simplified to

ho
µν(x) =

{
8πGi

ˆ
(dx′)

ˆ
dωke

ik(x−x′)
[
Tµν(x

′)− ηµν

2
T (x′)

]
+ c.c.

}
. (6.6.13)

The k-integration as well as the x0′-one may be explicitly carried out leading to

ho
µν(x) = 2G

ˆ
d3x′

|x− x′|
[
Tµν(x

0 − |x− x′|,x′)− ηµν

2
T (x0 − |x− x′|,x′)

]
.

(6.6.14)
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6.7 Induced Geometric, and Induced Correction to the Metric: Ap-

plication to a Nambu String

The metric of spacetime to the leading contribution in our notation here is defined

(Schwinger, 1976) by

gµν(x) = ηµν + 2ho
µν(x), (6.7.1)

with the 2 factor, where ho
µν(x) is given in Eq. (6.6.14). The leading contribution to the

inverse gµν is then given by

gµν = ηµν − 2hoµν . (6.7.2)

We investigate the contribution to the metric, the induced geometry and corre-

sponding spacetime measurements due to a string. The dynamics of the string is de-

scribed as follows. The trajectory of the string is described by a vector function R(σ, t),

where σ parametrizes the string. The equation of motion of the closed sting considered

is taken to be

∂2

∂t2
R(σ, t)− ∂2

∂σ2
R(σ, t) = 0, (6.7.3)

with constraints

∂tR · ∂σR = 0, (6.7.4)

(∂tR)2 + (∂σR)2 = 1, (6.7.5)

R
(
σ +

2π

ω
, t

)
= R(σ, t), (6.7.6)
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for a constant ω. The general solution to Eqs. (6.7.3), (6.7.4) - (6.7.6) is given by

R(σ, t) =
1

2

[
Φ(σ − t) + Ψ(σ + t)

]
, (6.7.7)

where Φ,Ψ, in particular, satisfy the normalization conditions

(∂σΦ)2 = (∂σΨ)2 = 1. (6.7.8)

To verify that any φ(σ − t) is a solution of Eq. (6.7.3) we define σ − t = u.

Therefore

∂2

∂t2
Φ(σ − t) =

∂

∂t

[
(
∂

∂t
u)

∂

∂u
Φ(u)

]

= − ∂

∂t
Φ′(u)

= (− ∂

∂t
u)Φ′′(u)

= Φ′′(u), (6.7.9)

Similarly,

∂2

∂σ2
Φ(σ − t) =

∂

∂σ
(
∂u

∂σ
)Φ′(u)

=
∂

∂σ
Φ′(u)

= (
∂u

∂σ
)Φ′′(u)

= Φ′′(u). (6.7.10)
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Therefore

(
∂2

∂t2
− ∂2

∂σ2
)Φ(σ − t) = 0, (6.7.11)

for any vector function Φ(σ − t) which is twice differentiable with respect to t and σ

We can also verify that any Ψ(σ + t) is also a solution of Eq. (6.7.3), we set

σ + t = v.

Therefore

∂2

∂t2
Ψ(σ + t) =

∂

∂t

[
∂v

∂t

∂Ψ(v)

∂v

]

=
∂

∂t

∂Ψ(v)

∂v

=
∂

∂v

[
∂

∂t
Ψ(v)

]

=
∂

∂v

[
∂

∂v
Ψ(v)

]

=
∂2

∂v2
Ψ(v)

= Ψ′′(v). (6.7.12)

Similarly,

∂2

∂σ2
Ψ(σ + t) =

∂

∂σ

[
∂v

∂σ

∂Ψ(v)

∂v

]

=
∂

∂σ

∂Ψ(v)

∂v

=
∂

∂v

∂

∂σ
Ψ(v)

=
∂

∂v

[
∂v

∂σ

∂Ψ(v)

∂v

]
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=
∂2

∂v2
Ψ(v)

= Ψ′′(v)

= Ψ′′(σ + t). (6.7.13)

Therefore

(
∂2

∂t2
− ∂2

∂σ2
)Ψ(σ + t) = 0, (6.7.14)

for any vector function Ψ(σ + t) of σ + t which is twice differentiable with respect to t

and σ is also a solution of Eq. (6.7.3).

For the system of Eqs. (6.7.3) - (6.7.6), we consider a solution of the form

(Manoukian, 1991, 1992, 1995, 1998):

R(σ, t) =

(
cos ωσ, sin ωσ, 0

)
sin ωt

ω
, (6.7.15)

describing a radially oscillating circular string in a plane.

We verify that R(σ, t) in Eq. (6.7.15) is of the form in Eq. (6.7.7). To this end,

we use the elementary trigonometric identities

sin A sin B =
1

2

[
cos(A−B)− cos(A + B)

]
, (6.7.16)

cos A sin B =
1

2

[
sin(A + B)− sin(A−B)

]
, (6.7.17)

Therefore,

R(σ, t) =
1

2ω

(
sin ω(σ + t)− sin ω(σ − t), cos ω(σ − t)− cos ω(σ + t), 0

)
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=
1

2

[
1

ω

(
sin ω(σ + t),− cos ω(σ + t), 0

)

+
1

ω

(
cos ω(σ − t),− sin ω(σ − t), 0

)]
, (6.7.18)

which is exactly of the form in Eq. (6.7.7).

The general expression for the energy-momentum tensor of the string is given

by

T µν(x) =
Mω

2π

ˆ 2π/ω

0

dσ
(
∂tR

µ∂tR
ν − ∂σR

µ∂σR
ν
)
δ3

(
r−R(σ, t)

)
, (6.7.19)

where

R0 = t, r = r(cos φ, sin φ, 0), (6.7.20)

and M provides a mass scale.

The various components of the energy-momentum tensor are worked out to be

(Manoukian, 1991a,1992, 1995, 1998)

T 00 =
M

2πr
δ

(
r − | sin ωt|

ω

)
δ(z), (6.7.21)

T 0i =
M

2πr
(cos φ, sin φ, 0)δ

(
r − | sin ωt|

ω

)
δ(z) cos ωt sgn(sin ωt), (6.7.22)

T 11 =
M

2πr
δ

(
r − | sin ωt|

ω

)
δ(z)[cos2 ωt− sin2 φ], (6.7.23)

T 12 =
M

2πr
δ

(
r − | sin ωt|

ω

)
δ(z)

sin 2φ

2
, (6.7.24)

T 22 =
M

2πr
δ

(
r − | sin ωt|

ω

)
δ(z)[cos2 ωt− cos2 φ], (6.7.25)

T µ3 = 0, (6.7.26)
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where

sgn(α) = ± 1, (6.7.27)

for

α ≷ 0, (6.7.28)

is the sign function, i = 1, 2, 3, in Eq. (6.7.22).

We note the normalization condition

ˆ
d3xT 00(x) = M. (6.7.29)

Also for the trace T µ
µ(x) of the energy-momentum tensor we have

T = −M

πr
δ
(
r − | sin ωt|

ω

)
δ(z) sin2 ωt. (6.7.30)

For completeness a Fourier analysis of T µν(t, r, z) follows. To this end we per-

form a multiple Fourier-transform

T µν(t, r, z) =

ˆ
dp0

(2π)

ˆ
d2p

(2π)2

ˆ
dq

(2π)
eip·reiq·ze−ip0tT µν(p0,p, q), (6.7.31)

where we have used cylindrical coordinates with r lying in the plane of the string. Using

the periodicity of T µν in time we can write

T µν(t, r, z) =
∞∑

N=−∞
e−iNMt

ˆ
d2p

(2π)2

ˆ ∞

−∞
dqeip·reiqzBµν(p, N), (6.7.32)

T µν(p0,p, q) ≡ T µν(p0,p) = 2π
∞∑

N=−∞
δ(p0 −mN)Bµν(p, N), (6.7.33)
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where

Bµν(p, N) =
m

2π

ˆ π
m

−π
m

eiNmt

ˆ
d2r

ˆ ∞

−∞
dze−ip·re−iqzT µν(r, z, t), (6.7.34)

with

p = p(cos φ, sin φ, 0), (6.7.35)

p · r = pr cos(φ′ − φ), d2r = rdrdφ′, (6.7.36)

exhibiting the time translation invariance : t → t + 2π
m

, and the q-independence of the

Fourier Transform. We use the following expansion (Gradshteyn and Ryzhik, 1985)

exp

[
iρ cos(φ′ − φ)

]
=

∞∑
n=−∞

ein(φ′−φ)Jn(ρ), (6.7.37)

in terms of Bessel functions Jn(ρ) of integral order n, and the following basic integrals:

ˆ π

−π

eiNT JM(a| sin T |)dT = 2π cos(
Nπ

2
)JM+N

2
(
a

2
), (6.7.38)

ˆ π

π

eiNtsgn(sin T )JM(a| sin T |)dT = 2iπ sin(
Nπ

2
)JM−N

2
(
a

2
)JM+N

2
(
a

2
), (6.7.39)

to obtain after a very lengthy process the following expression for Bµν = Bνµ :

B00 = βnJ2
n(x), (6.7.40)

B0a = βn
p0pa

p2
J2

n(x), a = 1, 2, (6.7.41)
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Bab = βnAnδ
ab + βnEn

papb

p2
, a, b = 1, 2, (6.7.42)

Bµ3 = 0, (6.7.43)

where

An =
1

4

[
J2

n+1(x) + J2
n−1(x)− 2Jn−1(x)Jn+1(x)

]
, (6.7.44)

En = Jn+1(x)Jn−1(x), (6.7.45)

x =
|p|
2m

, (6.7.46)

n =
N

2
, (6.7.47)

βn = m(−1)n cos(nπ), (6.7.48)

and p is defined in Eq. (6.7.35).

Now we verify the explicit equalities Eqs. (6.7.21) - (6.7.26), (6.7.29), (6.7.30).

For example

T 00(x) =
Mω

2π

ˆ 2π/ω

0

dσ(1− 0)δ3

(
r−R(σ, t)

)
, (6.7.49)

T µν =
ω2

2π

ˆ 2π
ω

0

dσ

(
∂tR

µ∂tR
ν − ∂σR

µ∂σR
ν

)
δ3

(
r−R(σ, t)

)
, (6.7.50)
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R(σ, t) =
1

ω
(cos ωσ, sin ωσ, 0) sin ωσ, r = r(cos φ′, sin φ′, 0)

=
| sin ωt|

ω

(
cos ωσ sgn(sin ωt)︸ ︷︷ ︸

cos φ

, sin ωσ sgn(sin ωt)︸ ︷︷ ︸
sin φ

, 0

)
, (6.7.51)

δ3

(
r−R(σ, t)

)
=

r − | sin ωt|
ω

r
δ(φ− φ′)δ(z), φ = φ(σ′), (6.7.52)

T µν =
ω

2πr

ˆ 2π

0

dσ′
(

∂tR
µ∂tR

ν − ∂σR
µ∂σR

ν

)
δ

(
r − | sin ωt|

ω

)
δ(φ− φ′)δ(z),

(6.7.53)





cos φ = cos σ′sgn(sin ωt),

sin φ = sin σ′sgn(sin ωt),

(6.7.54)





sgn(sin ωt) > 0 φ = σ′,

sgn(sin ωt) < 0 φ = σ′ + π,

(6.7.55)

φ = (σ′ +
(1− sgn(sin ωt))

2
π), (6.7.56)
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



sgn(sin ωt) = +1 → φ = σ′,

sgn(sin ωt) = −1 → φ = σ′ + π → cos φ = − sin φ′ , and sin φ = − sin σ′,

(6.7.57)

thus

φ = δ

(
σ′ + (

1− sgn(sin ωt)

2
)π − φ′

)
, (6.7.58)

T µν =
ω

2πr

ˆ 2π

0

dσ′
(

∂tR
µ∂tR

ν − ∂σR
µ∂σR

ν

)
δ

(
r − | sin ωt|

ω

)

× δ

(
σ′ −

[
φ′ − (

1− sgn(sin ωt)

2
)π

])
, (6.7.59)

T 00 =
ω

2πr
δ

(
r − | sin ωt|

ω

)
δ(z), (6.7.60)

T 0i =
ω

2πr

ˆ 2π

0

dσ′(cos ωt)(cos σ′, sin σ′, 0)δ

(
r − | sin ωt|

m

)

× δ

(
σ′ − [φ′ − (

1− sgn(sin ωt)

2
)π]

)
δ(z), (6.7.61)

T 0i =
ω

2πr
(cos ωt)δ

(
r − | sin ωt|

ω

)
δ(z)(cos φ′, sin σ′, 0)sgn(sin ωt) sin(ωt),

(6.7.62)
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Finally

T = T ii − T 00

=
M

2πr
δ

(
r − | sin ωt|

ω

)
δ(z)

[
cos2 ωt− sin2 φ + cos2 ωt− cos2 φ + 0− 1

]
,

(6.7.63)

or

T =
M

πr
δ

(
r − | sin ωt|

ω

)
δ(z)(cos2 ωt− 1), (6.7.64)

T = −M

πr
δ

(
r − | sin ωt|

ω

)
δ(z) sin2 ωt, (6.7.65)

thus checking Eq. (6.7.30) as well.

The explicit demonstration of the conservation of the energy-momentum tensor

associated with the string is worked out through the following steps.

T 0i =
ω

2πr2
0

(x, y, 0) δ

(√
x2 + y2 − r0

)
δ(z) cos ωt sgn(sin ωt), (6.7.66)

∂xT
0x =

ω

2πr2
0

δ(r − r0)

{
1− 1

(r − r0)

x2

r

}
(· · · ), (6.7.67)

∂yT
0y =

ω

2πr2
0

δ(r − r0)

{
1− y2

(r − r0)r

}
(· · · ), (6.7.68)

∂iT
0i =

ω

2πr2
0

δ(r − r0)

{
1− r

r − r0

}
(· · · )

=
ω

2π, r2
0

δ(r − r0)
(r − 2r0)

(r − r0)
(· · · ), (6.7.69)

∂iT
0i =− ω

2πr0

δ(r − r0)

(r − r0)
(· · · ), (6.7.70)



148

∂iT
0i = − ω

2πr0

δ(r − r0)

(r − r0)
cos ωt sgn(sin ωt), (6.7.71)

∂0T
00 = − ω

2πr0

δ(r − r0)

(r − r0)





(−) cos ωt , sgn(sin ωt) > 0

(+) cos ωt , sng(sin ωt) < 0,

(6.7.72)

∂0T
00 =

ω

2πr0

δ(r − r0)

(r − r0)
cos ωt sgn(sin ωt), (6.7.73)

∂µT
0µ =0, (6.7.74)

A similar proof may be carried out for ∂µT
iµ = 0. It is most interesting to

consider spacetime measurements along the most symmetrical direction in the problem,

that is, along the z–(x3–) axis perpendicular to the plane of oscillations. Before doing

so, we note that in the plane of oscillations of the string, gφφ cannot be a function of φ

by symmetry. Also no cross term grφ can occur in this plane, i.e., grφ = 0. The metric

contributions hrr, h00, in the plane of oscillations, are readily obtained. To this end

Eqs. (6.6.14), (6.7.21) - (6.7.26), (6.7.30) lead for

r À 1/ω, (6.7.75)

2h11(x) ' 4G

r

ˆ
d3x′

[
T11(x

0 − r,x′)− T (x0 − r,x′)
2

]

=
2GM

r

' 2h22(x), (6.7.76)
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h12 ' 0, (6.7.77)

where 1/ω is the maximum radial extension of the string, and where the factor 2 multi-

plying h11(x) is due to the definition Eq. (6.7.2).

In detail, the result in Eq. (6.7.76) follows from the explicit integrations in

2h11(x) = 4G

ˆ
d3x′

|x− x′|
[
T11(t− |x− x′|,x′)− 1

2
T (t− |x− x′|,x′)

]
, (6.7.78)

where

T11(t− |x− x′|,x′) =
M

2πr′
δ

(
r′ − | sin ω(t− |x− x′|)|

ω

)

× δ(z′)(cos2 ω(t− |x− x′|)− sin2 φ′), (6.7.79)

T (t− |x− x′|,x′) =− M

πr′
δ

(
r′ − | sin ω(t− |x− x′|)|

ω

)

× δ(z′) sin2 ω(t− |x− x′|), (6.7.80)

and

d3x′ = r′ dr′ dφ′ dz′. (6.7.81)

Therefore

2h11(x) =
2MG

π

ˆ ∞

0

r′ dr′
ˆ 2π

0

dφ′
ˆ ∞

−∞
dz′

M

2πr′
δ

(
r′ − | sin ω(t− |x− x′|)|

ω

)

× δ(z′)
1

|x− x′|
[

cos2 ω(t− |x− x′|)− sin2 φ′ + sin2 ω(t− |x− x′|)
]
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=
2MG

π

ˆ ∞

0

dr′
ˆ 2π

0

dφ′δ
(

r′ − | sin ω(t− |x− x′|)|
ω

)
1

|x− x′| [1− sin2 φ′],

(6.7.82)

r′ = |x′| ≤ 1/ω, hence for points of observation r À 1/ω, |x− x′| ' r, i.e.,

2h11(x) '2MG

πr

ˆ ∞

0

dr′δ
(

r′ − | sin ω(t− r)|
ω

) ˆ 2π

0

dφ′[cos2 φ′]

=
2MG

r
. (6.7.83)

Using the identity which relates polar coordinates to the Cartesian ones:

hrr = cos2 φh11 + sin2 φh22 + sin 2φh12, (6.7.84)

we conclude that the above leads to the following expression for grr:

grr '
(
1 +

2GM

r

)
. (6.7.85)

On the other hand,

2h00(x) ' 4GM

r

ˆ
d3x′

[
T00(x

0 − r,x′) +
T (x0 − r,x′)

2

]

=
4GM

r
cos2 ω(t− r), (6.7.86)

This finally leads to

g00(x) ' −
(
1− 4GM

r
cos2 ω(t− r)

)
, (6.7.87)

where we recall that the Minkowski metric is taken to be [ηµν ] = diag[−1, 1, 1, 1].
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For an observer at a fixed r satisfying

r À 1/ω, (6.7.88)

in the plane of oscillations of the string, then we infer that time slows down by a factor

1

(T2 − T1)

ˆ T2

T1

√−g00dt

= 1− GM

r

{
1 + cos ω(T1 + T2 − 2r)

sin ω(T2 − T1)

ω(T2 − T1)

}
, (6.7.89)

relative to a time lapsed of length (T2 − T1) in empty space.

For spacetime measurements along the z-axis, we have explicitly

2ho
33(x) = 4GM

ˆ ∞

0

dr′√
r′2 + z2

δ

(
r′ − sin ω(t−√r′2 + z2)

ω

)
r′2ω2. (6.7.90)

Again, since r′ does not exceed 1/ω, we have for an observer at

|z| À 1/ω, (6.7.91)

g33(x) ' 1 +
4GM

|z| sin2 ω(t− |z|), (6.7.92)

showing an interesting oscillatory behaviour in the space metric with a relative expan-

sion of length. Here

x = (0, 0, z), (6.7.93)

x′ = (r′ cos φ′, r′ sin φ′, 0), (6.7.94)
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therefore

|x− x′| =
√

x2 + x′2 − 2x · x′, (6.7.95)

But x · x′ = 0, hence

|x− x′| =
√

z2 + r′2. (6.7.96)

Since the maximum radial extension of the string is 1/ω, therefore for |z| À 1/ω,

|x− x′| ' |z|. (6.7.97)

Thus the integral expression for 2h00 becomes:

2h00 ' 4GM

|z|
ˆ

d3r′
[
T00(x

0 − |z|, r′) +
T (x0 − |z|, r′)

2

]
. (6.7.98)

Thus

g00 = η00 + 2h00, (6.7.99)

and from Eq. (6.7.98) leads to

g00 = −1 + 4G

ˆ
d3r′

|x− x′| [T00(x
0 − |x− x′|, r′)− η00

2
T (x0 − |x− x′|, r′)]

= −1 +
4G

|z|
ˆ

d3r′
[
T00(x

0 − |z|, r′) +
T (x0 − |z|, r′)

2

]

= −1 +
4G

|z|
ˆ

d3r′
[

M

2πr′
δ(r′ − | sin ω(t− |z|)|

ω
)δ(z)

− M

2πr′
δ(r′ − | sin ω(t− |z|)|

ω
)δ(z) sin2(ω(t− |z|))

]
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= −1 +
4GM

|z|
ˆ ∞

0

r′dr′dφ′dz

[
1

2πr′
δ(r′ − | sin ω(t− |z|)|

ω
)δ(z)

− 1

2πr′
δ(r′ − | sin ω(t− |z|)|

ω
)δ(z) sin2(ω(t− |z|)

]

= −1 +
4GM

|z| cos2 ω(t− |z|). (6.7.100)

Finally, we obtain

g00(x) ' −
(

1− 4GM

|z| cos2 ω(t− |z|)
)

, (6.7.101)

and time slows by a factor

1

(T2 − T1)

ˆ T2

T1

√−g00 dt

= 1− GM

|z|
[
1 + cos ω(T1 + T2 − 2|z|)sin ω(T2 − T1)

ω(T2 − T1)

]
, (6.7.102)

relative to a time lapsed of length (T2 − T1) in the absence of the string.



CHAPTER VII

CONCLUSION

The present thesis was involved with a systematic analysis of the so-called

closed-time path, also known as the expectation value, formalism of quantum physics

and in more details of quantum field theory in the functional differential treatment via

the application of the celebrated and the powerful tool referred to as the quantum dy-

namical principle. The formalism allows one to obtain expectation values as well as

of probabilities directly by functional differentiations of a generating functional with

respect to external sources coupled to dynamical variables, such as fields, without the

necessity of deriving first transition amplitudes associated with a given theory. The em-

phasis of the application of the general underlying theory in quantum physics was on

the role of the environment and its coupling to quantum systems, while in quantum field

theory the emphasis was on the far more complex problem dealing with gravitons as the

particle excitations of the gravitational field and the graviton propagator which plays a

central role in mediating the gravitational interaction between all particles in nature in

quantum gravity, as well as of the induced geometry of an external agent (source) in

spacetime in a quantum setting. We summarize our most pertinent results and point out

additional technical details related to the work carried out here.

A general expression was obtained in Eqs. (4.2.11), (4.2.15) for the transition

probability, as a closed-time process, from a given state |a; 0〉 to a state |b; t〉 in time t

responding, in the process to the environment, given by

Prob[(a; 0) → (b; t)]E = O(O′)∗ 〈b; t |a; 0〉F1,S1 (〈b; t |a; 0〉F ′1,S′1)∗

F[F2, S2; F
′
2, S

′
2]

∣∣∣∣, (7.1)
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where

O = exp

(
− i

~

ˆ t

0

dτHI

(− i~
δ

δF1(τ)
, i~

δ

δS1(τ)
,−i~

δ

δF2(τ)
, i~

δ

δS2(τ)
, τ

))
, (7.2)

with O′ defined similarly with

F1, S1, F2, S2, (7.3)

replaced by

F ′
1, S

′
1, F

′
2, S

′
2, (7.4)

respectively, and the presence of the letter E attached to the probability on the left-hand

side of Eq. (7.1) is to emphasize the coupling of the environment to the physical system

as the latter evolves in time. The functional F is given by

F[F2, S2; F
′
2, S

′
2] =

∑
n

〈Bn; t |A; 0〉F2,S2

(
〈Bn; t |A; 0〉F ′2,S′2

)∗
, (7.5)

where the closed-time path concept is emphasized in the above expression, where for

time 0 to t we have sources F2, S2, which in the reversed path from t to 0, we have a

priori different set of sources F ′
2 and S ′2. At the end of all manipulations F ′

2 will be set

equal to F2 and S ′2 will be set equal to S2 which will all taken to be zero. Eq. (7.2)

involves functional differentiations, with respect to classical sources, using functional

calculus techniques. It is important to note that as the functional F in Eq. (7.5) cannot

be written as the product of two terms one involving the sources F1, S1, F2, S2, and one

involving the sources F ′
1, S

′
1, F

′
2, S

′
2, one necessarily has to deal directly with transition

probabilities of the physical system as it evolves in time in response to the environment

rather than amplitudes. In case the amplitudes 〈b; t |a; 0〉Fi,Si in Eq. (7.1) are not ex-

plicitly given for the decoupled physical system from the environment, one may use

the integral expression in Eq. (4.2.2) to carry out various approximations suitable for
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the system in consideration. The main analysis shows the power of the functional dif-

ferential treatment, involving functional differentiations with respect to classical, thus

commuting, functions.

We have subsequently derived a novel expression for the graviton propagator,

from Lagrangian field theory, valid for the case when the external source Tµν coupled

to the gravitational field is not a priori necessarily conserved, by working in a gauge

where only two polarization physical states of the graviton arise to ensure positivity

in the quantum treatment thus avoiding non-physical states. That such a conservation

should a priori not to be imposed is a necessary mathematical requirement so that all

the ten components of the external source Tµν may be varied independently in order to

generate interactions of the gravitational field with matter and produce non-linearities of

the gravitational field itself in the functional procedure. The latter requirement arises by

noting that such interactions are generated by the application (Manoukian, 1986a; Lim-

boonsong and Manoukian, 2006) of some functional F [−iδ/δTµν ] to 〈0+ |0−〉T , where

〈0+ |0−〉 corresponding to other particles, as well as functional derivatives of their cor-

responding sources in F , have been suppressed to simplify the notation. Accordingly,

to vary the ten components of Tµν independently, no conservation may a priori be im-

posed. The 1/k2 terms in Eqs. (5.2.149) - (5.2.152) are apparent singularities due to

the sufficient powers in k in the corresponding denominators and the three-dimensional

character of space, in the same way that this happens for the photon propagator in the

Coulomb gauge in quantum electrodynamics, and give rise to static 1/r type interac-

tions complicated by the tensorial character of a spin two object. It is important to note

that for a conserved Tµν , i.e., for ∂µTµν = 0, all the terms in the propagators in Eq.

(5.2.149), with the exception of the terms (ηµληνσ + ηµσηνλ − ηµνησλ)/2, do not con-

tribute in Eq. (5.2.153) since all the other terms in Eqs. (5.2.151), (5.2.152) involve

derivatives of Tµν and the graviton propagator ∆µν;σλ
+ (x, x′) effectively goes over to the
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well documented expression

1

(−2− iε)

(ηµληνσ + ηµσηνλ − ηµνησλ)

2
, (7.6)

which has been known for years (Schwinger, 1970, 1976; Manoukian, 1990, 1997).

This is unlike the corresponding time-ordered product which does not go over to the

result in Eq. (7.6) for ∂µTµν = 0. This may be shown by solving for the time-ordered

product in Eq. (5.1.6) in terms of the propagator and carrying out explicitly, say, the

functional derivatives δh0i/δTµν , δh00/δTµν , as arising on the right-hand side of Eq.

(5.1.6), by using, in the process, Eqs. (5.2.85), (5.2.86). In any case, it is the propagator

∆µν;σλ
+ , as given in Eq. (5.2.149), is the one that appears in the theory and not the time-

ordered product as is often naïvely assumed. After all the functional derivatives with

respect to Tµν are carried out in the theory, one may impose a conservation law on Tµν

or even set Tµν equal to zero if required on physical grounds.

It is unlike the expression in Eq. (7.6) involving only 3 terms as expected naïvely

by imposing, rather incorrectly, first a conservation law ∂µT
µν = 0 and then carrying out

functional differentiations of 〈0+ |0−〉 with respect to T µν . In this respect see also, for

example, Eqs. (6.1.1) - (6.1.3) where a contradictory result is obtained by the incorrect

procedure just described. That the additional terms obtained for our graviton propagator

contribute is easily seen by explicit functional differentiations of 〈0+ |0−〉 given in Eq.

(5.2.153) in defining the correlation functions:

(−i)
δ

δTµ1ν1(x1)
· · · (−i)

δ

δTµnνn(xn)
〈0+ |0−〉

∣∣∣∣
∂µT µν=0

(7.7)

where the conservation law ∂µT
µν = 0 is imposed after all the functional differenti-

ations (−i)δ/δTµ1ν1(x1), · · · , (−i)δ/δTµnνn(xn) are carried out. Such methods have

led to the discovery (Manoukian, 1986; Limboonsong and Manoukian, 2006), in the

functional differential treatment via the quantum dynamical principle differential ap-

proach, of Faddeev–Popov (FP) factors, and of their generalizations, in non-abelian
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gauge theories such as in QCD and in other theories. Re-iterating the discussion above,

the relevance of the analysis and the explicit expression derived for the graviton propa-

gator for, a priori, not conserved external source Tµν : ∂µTµν 6= 0 is immediate. If, in

contrast, a conservation law is a priori, imposed then variations with respect to one of

the components of Tµν would automatically imply, via such a conservation law, varia-

tions with respect some of its other components as well. Also, as mentioned above, the

present method, based on the functional differential treatment, as applied to non-abelian

gauge theories such as QCD (Manoukian, 1986a; Limboonsong and Manoukian, 2006)

leads automatically to the presence of the FP determinant modifying naïve Feynman

rules. The physical relevance of such a factor is important as its omission would lead

to a violation of unitarity. The novel expression for the graviton propagator derived

involved 30 terms as just mentioned and is given in detail in Eqs. (5.2.149) - (5.2.152)

and is too complicated to be reproduced here. It is interesting to extend the analy-

ses in (Manoukian, 1986a; Limboonsong and Manoukian, 2006), as well as of gauge

transformations (Manoukian, 1986a), and covariance (Manoukian, 1987b), to theories

involving gravity. This would be exponentially much harder to do and will be attempted

in future investigations. In this regard, our ultimate interest in the future is in aspects

of renormalizability (Manoukian, 1983) and rules for additional physical applications

that would follow from our, a priori, systematic analysis carried out at the outset, in a

quantum setting with the newly modified propagator, by a functional differential treat-

ment, in the presence of external sources, to generate non-linearities in gravitation and

interactions with matter.

The positivity constraint as well as the spin content of the theory of gravitons

interacting with a priori non-conserved external energy-momentum tensor was estab-

lished. As emphasized throughout, relaxing this conservation law is necessary so that

variations of the ten components of the energy-momentum tensor may be varied inde-

pendently which goes to the heart of the functional differential formalism of quantum

field theory. The expectation value formalism of the theory within the above context
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was derived at finite temperature for gravitons in chapter VI and is given by

F[T 1, T 2; τ ] = (〈0+ |0−〉T
2

)∗(〈0+ |0−〉T
1

)

× exp

[
8πG

ˆ
(dx)(dx′)T 2

µν(x)Cµν,σρ(x, x′)T 1
σρ(x

′)
]

× exp

[
− 8πG

ˆ
(dx)(dx′)(T 1

µν(x)− T 2
µν(x))

×Dµν,σρ(x, x′; τ)(T 1
σρ(x

′)− T 2
σρ(x

′))
]
, (7.8)

where Cµν,σρ(x, x′) is defined by

Cµν,σρ(x, x′) =

ˆ
dωke

ik(x−x′)πµν,σρ(k), (7.9)

and

Dµν,σρ(x, x′; τ) =

ˆ
dωke

ik(x−x′) πµν,σρ(k)

(e−β(Nk) − 1)
, (7.10)

Nk = Nαkα = −k0 = −|k|, (7.11)

where πµν,σρ(k) is given by

πµν,σρ(k) =
1

2
(βµσβνρ + βµρβνσ − βµνβσρ) . (7.12)

and

βµν(k) =

[
ηµν − kµkν

(Nk)2
− Nµkν

(Nk)
− N νkµ

(Nk)

]
, (7.13)

We note that the temperature dependence occurs only in the last exponential in
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Eq. (7.8) through Dµν,σρ(x, x′; τ). We eventually set

T 1
µν = T 2

µν , (7.14)

in applications.

Thermal averages of the generated gravitational field and their correlations may

be then obtained by functional differentiations of the resulting generating functional

at finite temperature which coincide with the corresponding expectation values 〈0−| ·
|0−〉 at zero temperature. The covariance of the induced Riemann curvature tensor was

established in spite of the gauge constraint which ensures only two polarization states

of the graviton. An application was carried out to determine the induced correction to

the Minkowski metric resulting from a closed string arising from the Nambu action as

a solution of a circularly oscillating string.

In addition to several results derived in this context, we have explicitly obtained

an expression for the time slowing factor for an observer situated at a point z along the

vertical axis situated perpendicular to the plane of oscillations of the string above the

center origin for |z| À 1/ω, where ω is the frequency of oscillations of the string, and

in the present units 1/ω denotes the maximum radial extension of the string. This time

slowing factor is given by

1

(T2 − T1)

ˆ T2

T1

√−g00dt = 1− GM

|z|
[
1 + cos ω(T1 + T2 − 2|z|)sin ω(T2 − T1)

ω(T2 − T1)

]
,

(7.15)

relative to a time lapsed of length (T2 − T1) in the absence of the string. Radiative

corrections play an important role as the induced geometry may, in general, depend on

temperature. Technically, this may be seen as follows. The multiplicative factor in the
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generating functional F[T 1, T 2; τ ] in Eq. (7.8) depending on temperature is given by

exp

[
−8πG

ˆ
(dx)(dx′)

(
T 1

µν(x)− T 2
µν(x)

)
Dµν,σρ(x, x′; τ)

(
T 1

σρ(x
′)− T 2

σρ(x
′)
)]

,

(7.16)

where Dµν,σρ(x, x′; τ) is defined in Eqs. (7.10), (7.11) - (7.13). Consider a familiar

correction to the leading order in the Lagrangian density given by hµν(x)
(
τµν + T

(m)
µν

)
,

where τµν , T
(m)
µν are energy-momentum tensors of the gravitational field and matter,

respectively. For example, if T
(m)
µν corresponds to a real scalar field coupled in turn to

an external source K(x), then the multiplicative factor in the corresponding generating

functional of the scalar field depending on temperature is clearly given by

exp

[
−
ˆ

(dx)(dx′)
(
K1(x)−K2(x)

)
∆(+)(x, x′; τ)

(
K1(x′)−K2(x′)

)]
, (7.17)

where

∆(+)(x, x′; τ) =

ˆ
d3keik(x−x′)

(2π)32
√

k2 + m2

(
eβ
√

k2+m2 − 1
)−1

, (7.18)

k0 = +
√

k2 + m2, and m is the mass of the scalar field. Now both τµν and T
(m)
µν are

quadratic in their respective fields. To generate the term hµντµν , we then need to func-

tionally differentiate Eq. (7.16), say, with the external source T 1
µν three times, also ad-

ditively with respect to T 2
µν according to the quantum dynamical principle (Schwinger,

1961; Manoukian, 1987c, 1988b, 1988c, 1991b). On the other, hand to generate T
(m)
µν ,

we have to functionally differentiate Eq. (7.17) twice with respect to the external

sources K1,2 of the scalar field. Finally to generate the thermal average of hµν , we

have to functionally differentiate once more w.r.t. T 1
µν and then set T 1

µν = T 2
µν ≡ Tµν ,

and K1 = K2 ≡ K. That is, all in all, we have an even number of functional dif-

ferentiations with respect to the corresponding external sources to generate the thermal

average 〈hµν〉Tτ before setting the equality of the sources just mentioned and thus gen-
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erate a temperature dependence in 〈hµν〉Tτ . This is unlike the situation in the leading

order in which we have to differentiate only once w.r.t. T 1
µν to generate 〈hµν〉Tτ before

setting T 1
µν −T 2

µν = 0, resulting no temperature dependence in the former expression as

seen in Eq. (6.6.1). The study of higher orders, however, requires a detailed analysis of

Faddeev-Popov-like factors of the type discovered in (Limboonsong and Manoukian,

2006; Manoukian and Sukkhasena, 2007b), as generated in the functional differen-

tial treatment (see Sect.3 in Manoukian and Sukkhasena, 2007b; Manoukian, 1986a,

1987a; Limboonsong and Manoukian, 2006; Manoukian et al., 2007) which would in

turn lead to extra vertices coming from the second term on the right-hand side of Eq.

(6.1.6) and its generalizations and complicates matter quite a bit in gravitation. This

formidable problem as well as convergence aspects (Manoukian, 1983) will be hope-

fully investigated in the future. Physically, temperature dependence of the underlying

induced geometry is also clear. When we perform a thermal average, we introduce in

the process, a background of gravitons, and in general other particles depending on the

matter fields considered. These particles in turn would then act as additional sources

of gravitation contributing to the net induced gravitational field and this happens only

when non-linearities as field interactions are considered, and corresponding radiative

corrections are taken into account.

We hope that our contribution to the expectation value formalism at any temper-

ature for gravitons in the functional differential formalism of quantum field theory will

be important for further developments of the very challenging and long standing prob-

lems of quantum gravity as the progress of the underlying theory has been slow due to

the well known non-renormalizability of Einstein’s theory of gravitation.



REFERENCES



REFERENCES

Albrecht, A. and Turok, N. (1989). Evolution of cosmic string networks . Physical

Review D 40: 973–1001.

Bakshi, P. M. and Mahanthappa, K. T. (1963a). Expectation value formalism in quantum

field theory. I. Journal of Mathematical Physics 4: 1–11.

Bakshi, P. M. and Mahanthappa, K. T. (1963b). Expectation value formalism in quantum

field theory. II. Journal of Mathematical Physics 4: 12–16.

Bezzerides, B. and DuBois, D. F. (1972). Quantum electrodynamics of nonthermal rel-

ativistic plasmas: Kinetic theory. Annals of Physics 70: 10–66.

Bjorken, J. D. (1972). In “ The proceedings of the XVI international conference

on high-energy physics at Chicago-Batavia ” (J. D. Jackson and A. Roberts,

Editors) Vol. 2, 304, National Accelerator Laboratory, batavia, Illinois.

Brenner, S. E., Galimzyanov, R. M. (1982). Czechoslovak Journal of Physics B 32:

316–320.

Brune, M., Haroche S. and Raimond, J. M. (1992). Manipulation of photons in a cavity

by dispersive atom-field coupling: Quantum-nondemolition measurements and

generation of “Schrödinger cat” states. Physical Review A 45: 5193–5214.

Calzetta, E. and Hu, B. L. (1987). Closed-time-path functional formalism in curved

spacetime: Application to cosmological back-reaction problems. Physical Re-

view D 35: 495–509.

Calzetta, E. and Hu, B. L. (1988). Nonequilibrium quantum fields: Closed-time-path

effective action, Wigner function, and Boltzmann equation. Physical Review

D 37: 2878–2900.



165

Cambell, W. B. (1975). Path-integral formulation of scattering theory. Physical Review

D 12: 2363–2369.

Chou, K. C., Su, Z. B., Hao, B. L. and Yu, L. (1985). Equilibrium and nonequilibrium

formalisms made unified. Physics Reports 118: 1–131.

Chuluunbaatar, O., Puzynin, I. V. and Vinitoky, S. I. (2001). Joint Institute for Nuclear

Research Preprint, P11: 2001–2061.

Cooper, F. (1995). Nonequilibrium problems in quantum field theory and

Schwinger’s closed-time path formalism, Talk presented at the international

conference on unified symmetry in the small and in the large, February 2-5. Mi-

ami.

Cooper, F. (1998). In Proceedings of the 6th International Conference, Florenz 1998,

Path Integrals from peV to TeV: 44.

Craig, R. A. (1968). Perturbation expansion for real-time Green’s functions. Journal of

Mathematical Physics 9: 605–611.

de Boer, W. P. H. and van Weert, Ch. G. (1979). A note on Keldysh’s perturbation

formalism. Physica 98A: 579–586.

Deser, S. (1986). Gravity from strings, In “ Proceedings of Nobel symposium 67 ”,

Sweden, (L. Brik, R. Marnelius, J. S. Nielson, P. Salomonson and B.-S. Skager-

stam, Editors). Singapore: World scientific.

Dirac, P. A. M. (1927). The quantum theory of the emission and absorption of radiation.

Proceedings of the Royal Society A, London 114: 243–267.

Dyson, F. J. (1949a). The radiation theories of Tomonaga, Schwinger, and Feynman.

Physical Review 75: 486–502.

Dyson, F. J. (1949b). The S Matrix in quantum electrodynamics. Physical Review 75:

1736–1755.



166

Faddeev, L.D. (1969). The Feynman integral for singular Lagrangians. Advances in

Theoretical and Mathematical Physics 1: 1–13.

Faddeev, L. D. and Popov, V.N. (1967). Feynman diagrams for the Yang-Mills field.

Physics Letters B 25: 29–30.

Fermi, E. (1930). Sopra l’ ellecttrodinamica quantistica. Atti della Reale Accademia

Nazionale dei lincei. 12: 431–435.

Feynman, R. P. (1948). Space-time approach to non-relativistic quantum mechanics.

Reviews of Modern Physics 20: 367–387.

Feynman, R. P. (1949a). The theory of positrons. Physical Review 76: 749–759.

Feynman, R. P. (1949b). Space-time approach to quantum electrodynamics. Physical

Review 76: 769–789.

Feynman, R. P. (1950). Mathematical formulation of the quantum theory of electromag-

netic interaction. Physical Review 80: 440–457.

Feynman, R. P. and Hibbs, A. R. (1965). Quantum mechanics and path integrals.

New York: McGraw-Hill.

Fradkin, E.S. and Tyutin, I.V. (1970). S Matrix for Yang-Mills and gravitational fields.

Physical Review D 2: 2841–2857.

Gelman, D., Spruch, L. (1969). Feynman Path Integrals and Scattering Theory. Journal

of Mathematical Physics 10: 2240–2254

Georgi, H. and Glashow, S. L. (1974). Unity of all elementary-particle forces. Physical

Review Letters 32: 438–441.

Gerry, C. C. and Singh, V. A. (1980). Path-integral formulation of scattering theory:

Central potentials. Physical Review D 21: 2979–2985.



167

Glashow, S. L. (1959). The vector meson in elementary particle decay : Ph.D. Thesis,

Harvard University. Massachusetts: Cambridge. Glashow, S. L. (1961). Partial

symmetries of weak interactions. Nuclear Physics 22: 579–588.

Glashow, S. L. (1980). Toward a unified theory: Threads in a Tapestry, Nobel Lectures

in Physics 1979. Reviews of Modern Physics 52: 539–543.

Goddard, P., Goldstone, Rebbi, J., C. and Thorne, C. B. (1973). Quantum dynamics of

a massless relativistic string. Nuclear Physics B 36: 109–135.

Gradshteyn, I. S. and Ryzhik, I. M. (1985). Table of Integrals, Series and Product,

Academic Press: New York.

Gross, D. (1999). The discovery of asymptotic freedom and the emergence of QCD.

Nuclear Physics Proceedings Supplements 74: 426–446.

Gross, D., Wilczek, F. and Politzer, H. D. (2004). Asymptotic freedom and

quantum chromodynamics: The key to the understanding of the

strong nuclear forces. Nobel lectures in physics. [On- line]. Avail-

able: http://www.ilp.physik.uni-essen.de/ vonderLinde /PDF-Dokumente/ No-

belPhysics2004.pdf

Hall, A. G. (1975). Non-equilibrium Green functions: generalized Wick’s theorem

and diagrammatic perturbation with initial correlations. Journal of Physics A:

Mathematical and General 28: 214–225.

Hewish, A. (1968). Pulsars. Scientific American 219: 25–35.

Hulse, R. A. (1993). The discovery of the binary pulsar. Nobel Lecture, Princton Uni-

versity: USA.

Ioffe, B. (2001). At the frontier of particle physics: Handbook of QCD, (M. Shifman,

Editor), in 3 Volumes. Singapore: World Scientific.



168

Jeffries, A.D., Saulson, P.R., Spero, R.E. and Zucker, M.E. (1987). Gravitational Wave

Observatories. Scientific American 256: 50–56.

Jordan, R. D. (1986a). Effective field equations for expectation values. Physical Review

D 33: 444–454.

Jordan, R. D. (1986b). Expectation values in quantum cosmology. Physical Review

D36: 3604–3613.

Kao, C.-W., Nayak, G. C. and Greiner, W. (2002). Closed-time path integral formal-

ism and medium effects of nonequilibrium QCD matter. Physical Review D 66:

034017–034055.

Keldysh, L. V. (1965). Diagram technique for nonequilibrium processes. Soviet Physics

Journal of Experimental and Theoretical Physics 20: 1018–1026.

Kibble, T. W. B. and Turok, N. (1982). Self-intersection of cosmic strings. Physics

Letters B 116B: 141–143.

Kleppner, D. (1993). The Gem of General Relativity. Physics Today 46 : 9–11.

Korenman, K. (1969). On perturbation expansions for real-time Green’s functions.

Journal of Mathematical Physics 10: 1387–1388.

Korenman, V. (1966). Nonequilibrium quantum statistics; Application to the laser. An-

nals of Physics 39: 72–126.

Lam, C. S. (1965). Feynman rules and Feynman integrals for system with higher-spin

fields. Il Nuovo Cimento 38: 1755–1794.

Limboonsong, K. and Manoukian, E. B. (2006). Action principle and modification of

the Faddeev–Popov factor in gauge theories. International Journal of Theo-

retical Physics 45 (10): 1831–1841.



169

Mahanthappa, K. T. (1962). Multiple production of photons in quantum electrodynam-

ics. Physical Review 126: 329–340.

Manoukian, E. B. (1983). Renormalization. New York: Academic Press.

Manoukian, E. B. (1985). Quantum action principle and path integrals for long range

interactions, Nuovo Cimento A 90: 295–307.

Manoukian, E. B. (1986a). Action principle and quantization of gauge fields. Physical

Review D 34: 3739–3749.

Manoukian, E. B. (1986b). Exact solutions for stimulated emissions by external

sources. International Journal of Theoretical Physics 25: 147–158.

Manoukian, E. B. (1987a). Functional differential equations for gauge theories. Physi-

cal Review D 34: 2047–2048.

Manoukian, E. B. (1987b). On the reltivistic invariance of QED in the Coulomb gauge

and field transformation. Journal of Physics G: Nuclear and Particle Physics

13: 1013–1021.

Manoukian, E. B. (1987c). Quantum action principle and closed-time path formalism

of field theory. Nuovo Cimento A 98: 459–468.

Manoukian, E. B. (1988a). Functional approach to scattering in quantum field theory .

International Journal of Theoretical Physics 27: 401–408.

Manoukian, E. B. (1988b). Solution of the closed-time path formalism of quantum field

theory for multiparticle states. Hadronic Journal 11: 221–226.

Manoukian, E. B. (1988c). Closed-time path formalism of quantum scattering. Nuovo

Cimento A 100: 651–659.

Manoukian, E. B. (1988d). Nuovo Cimento A 100(5): 651.



170

Manoukian, E. B. (1990). A quantum viewpoint of gravitational radiation. General

Relativity and Gravitation 22(5): 501–505.

Manoukian, E. B. (1991a). Electromagnetic radiation from a Nambu string at finite

temperatures. Nuovo Cimento A 104(9):1409–1411.

Manoukian, E. B. (1991b). Derivation of the closed-time path of quantum field theory

at finite temperatures. Journal of Physics G: Nuclear and Particle Physics 17:

L173–L175.

Manoukian, E. B. (1991c). Spacetime formulation of closed-time path of field theory

for multiparticle states. Hadronic Journal 14: 1–7.

Manoukian, E. B. (1992). e−e+ production by a Nambu string. International Journal

of Theoretical Physics 31(6): 1003–1006.

Manoukian, E. B. (1997). On Gravitational Radiation Graviton Number Density: Ap-

plication to a Nambu String. General Relativity and Gravitation 29: 705–714.

Manoukian, E. B. (2006a). Quantum Theory: A Wide Spectrum. Berlin, New

York: Springer, Dordrecht.

Manoukian, E. B. and Sattayatham, P. (1998). Particle correlation in quantum field

theory. II. Fortschritte der Physik 46(2):189–200.

Manoukian, E. B. and Siranan, S. (2005). Action principle and algebraic approach to

gauge transformations in gauge theories. International Journal of Theoretical

Physics 44 (1): 53–62.

168

Manoukian, E. B. and Sukkhasena, S. (2006b). Functional Treatment of Quantum Scat-

tering via the Dynamical Principle. Progress of Theoretical Physics 116 (5):

795–801.



171

Manoukian, E. B. and Sukkhasena, S. (2007a). Coupling of Quantum Systems to the

Environment: Functional Differential Treatment. Advanced Studies in Theo-

retical Physics 1(3): 143–151. (Invited Paper)

Manoukian, E. B. and Sukkhasena, S. (2007b). The graviton propagator with a non-

conserved external generating source. Fortschritte der Physik 55(11–12):

1281–1288.

Manoukian, E. B. and Sukkhasena, S. (2008). Gravitons, induced geometry and expec-

tation value formalism at finite temperature. Fortschritte der Physik 56: 1–15.

(accepted).

Manoukian, E. B. and Yongram, N. (2005). Polarization Correlations in Pair Production

from Charged and Neutral Strings. Modern Physics Letter A 20(8): 623–628.

Manoukian, E. B., Sukkhasena, S. and Siranan, S. (2007). Variational derivatives of

transformation functions in quantum field theory. Physica Scripta 75: 751–754.

Manoukian, E. B., Ungkitchanukit, A. and Eab, C. -H. (1995). Correlation of e+e1 from

a Nambu string and jet-like production: Neutral string. Hadronic Journal 18:

15–28.

Mohapatra, R. N. (1971). Feynman rules for the Yang-Mills field: A canonical quanti-

zation approach. I. Physical Review D 4: 378–392.

Mohapatra, R. N. (1972). Feynman Rules for the Yang-Mills field: A canonical quanti-

zation approach. III. Physical Review D 4: 2215–2220.

Munroe, C., Meekhof, D. M., King, B. E. and Wineland, D. J. Science 297(1996):

1131–1136.

Papanicolaou, N. (1976). Infrared Problems in Quantum Electrodynamics. Physics Re-

ports C 24: 230–250.



172

Pati, J. C. (1973). Unified lepton-hadron symmetry and a gauge theory of the basic

interactions. Physical Review D 8: 1240–1251.

Pazma, V. (1979). Acta Physica Slovaca 29: 249–255.

Sakellariadou, M. (1990). Gravitational waves emitted from infinite strings. Physical

Review D 42: 354–360.

Salam, A. (1968). Weak and electromagnetic interactions in “Elementary Particle

Physics” (N. Svartholm, Editor). World Symposium 8. p. 367. New York: Wiley.

Salam, A. (1980). Gauge unification of fundamental forces. Nobel Lectures in physics

1979. Reviews of Modern Physics 52: 525–538.

Salam, A. and Strathdee, J. (1972). A renormalizable gauge model of lepton interac-

tions. Nuovo Cimento A 11: 397–405.

Sandström, R. (1972). Sound propagation in an anharmonic metal. I. The generalized

transport equations. Annals of Physics 70: 516–588.

Schmutz, M. (1978). Real-time Green’s functions in many body problems. Zeitschrift

für Physik B 30: 97–106.

Schwinger, J. (1948). On quantum- electrodynamics and the magnetic moment of the

electron. Physical Review 73: 416–417.

Schwinger, J. (1949a). On radiative corrections to electron scattering. Physical Review

75: 898–899.

Schwinger, J. (1949b). Quantum electrodynamics. III. The electromagnetic properties

of the electron-radiative corrections to scattering. Physical Review 76: 790–817.

Schwinger, J. (1951a). On the Green’s functions of quantized fields I. The Proceedings

of the National Academy of Sciences USA. 37: 452–455.

Schwinger, J. (1951b). The theory of quantized fields. I. Physical Review 82: 914–927.



173

Schwinger, J. (1951c). On gauge invariance and vacuum polarization. Physical Review

82: 664–679.

Schwinger, J. (1953a). The theory of quantized fields. II. Physical Review 91: 713–728.

Schwinger, J. (1953b). The theory of quantized fields. III. Physical Review 91: 728–

740.

Schwinger, J. (1954). The theory of quantized fields. V. Physical Review 93: 615–628.

Schwinger, J. (1960a). Unitary transformations and the action principle. Proceedings

of the National Academy of Sciences USA 46: 883–897.

Schwinger, J. (1960b). The special canonical group. Proceedings of the National

Academy of Sciences USA 46: 1401–1415.

Schwinger, J. (1961). Brownian motion of a quantum oscillator. Journal of Mathemat-

ical Physics 2: 407–432.

Schwinger, J. (1962). Exterior algebra and the action principle, I. Proceedings of the

National Academy of Sciences USA 48: 603–611.

Schwinger, J. (1970). Particles, Sources and Fields, Addison-Wesley, Reading, Mas-

sachusets.

Schwinger, J. (1972). Nobel Lectures in Physics 1963–1970 Elsevier, Amsterdam.

Schwinger, J. (1976). Gravitons and photons: The methodological unification of source

theory. General Relativity and Gravitation 7(3): 251–256.

Singh, S. R. and Stauffer, A. D. (1975). A convergence proof for the Schwinger varia-

tional method for the scattering amplitude. Journal of Physics A: Mathemati-

cal and General 8: 1379–1383.

Sivaram, C. (1999). On Zero Point Fluctuations, the Cosmological Constant, and the

Graviton Mass. Astrophysical Journal 520: 454–455.



174

Sukumar, C. V. (1984). Path integral method for inelastic scattering-a modified

Pechukas approach. Journal of Physics G: Nuclear Physics 10: 81–89.

Taylor, J. H. (1993). Deep inelastic scattering: The early years. The Nobel Lecture,

Stanford Linear Accelerator Center, Stanford, California, USA.

Taylor, J. H. and Weisberg, J. M. (1989). Further experimental tests of relativistic gravity

using the binary pulsar PSR 1913+16. The Astrophysical Journal 345: 434–

450.

’t Hooft, G. (1986). Strings from gravity, In “Proceedings of Nobel symposium 67”,

Sweden, (L. Brik, R. Marnelius, J. S. Nielson, P. Salomonson and B.-S. Skager-

stam, Editors). Singapore: World Scientific.

Tomonaga, S. (1948). On infinite field reactions in quantum field theory. Physical Re-

view 74: 224–225.

Utiyama, R. and Sakamoto, J. (1977). Canonical quantization of non- abelian gauge

fields. Progress of Theoretical Physics 57: 668–677.

Volkov, A. and Kogan, Sh. (1974). Investigation in superconductivity. Soviet Physics

Journal of Experimental and Theoretical Physics 38: 1018–1035.

Walls, D. F. and Milburn, G. J. (1985). Physical Review A 31: 2403–2408.

Weinberg, S. (1965). Photons and Gravitons in Perturbation Theory: Derivation of

Maxwell’s and Einstein’s Equations. Physical Review 138: B988–B1002.

Weinberg, S. (1967). A model of leptons. Physical Review Letters 19: 1264–1266.

Weinberg, S. (1974). Recent progress in gauge theories of the weak, electromagnetic

and strong interactions. Reviews of Modern Physics 46: 255– 277.

Weinberg, S. (1980). Conceptual foundations of the unified theory of weak and electro-

magnetic interactions, Nobel Lectures 1979. Reviews of Modern Physics 52:

515–523.



175

Weisberg, J. M. and Taylor, J. H. (1981). Gravitational radiation from an orbiting pulsar.

General Relativity and Gravitation 13(1): 1–6.

Weisberg, J.M., Taylor, J.H. and Fowler, L.A. (1981). Gravitational Waves from an

Orbiting Pulsar. Scientific American 245: 74–82.

Will, C.M. (1993). Was Einstein Right ? Putting General Relativity to the Test.

2nd ed. Basic Books.

Xu, H. -H. (1995). Diagonization of Dyson series in the closed-time path formalism of

thermal field theory. Physics Letters B 342: 219–223.

Yosida, K. (1980). Functional analysis (6th ed.) Berlin: Springer-Verlag.

Zubarev, A. L. (1977). Schwinger Variational Principle for Bound States and Scattering

Problems.Theoretical and Mathematical Physics 30: 45–60.

Zubarev, A. L. (1978). Reformulation of the Strong Coupling Method on Basis of the

Schwinger Variational Principle. Yadernaya fizika 18: 566–569.

Zumino, B. (1975). Supersymmetry, In “Gauge theories and modern field theory”,

Proceedings of a conference held at Northeastern University, Boston, (R.

Arnowitt and P. Nath, Editors). Massachusetts: MIT Press, Cambridge.

Zurek, W. H. (1991). Decoherence and the transition from quantum to classical. Physics

Today 44(10): 36–44.



APPENDIX

PUBLICATIONS



177

795

Progress of Theoretical Physics, Vol. 116, No. 5, November 2006

Functional Treatment of Quantum Scattering
via the Dynamical Principle

E. B. Manoukian∗) and S. Sukkhasena

School of Physics, Institute of Science, Suranaree University of Technology,

Nakhon Ratchasima, 30000, Thailand

(Received September 4, 2006)

A careful functional treatment of quantum scattering is given using Schwinger’s dynam-
ical principle which involves a functional differentiation operation applied to a generating
functional written in closed form. For long range interactions, such as for the Coulomb
one, it is shown that this expression may be used to obtain explicitly the asymptotic “free”
modified Green function near the energy shell.

§1. Introduction

The purpose of this communication is to use Schwinger’s6),10)–13) most elegant
quantum dynamical principle to provide a careful functional treatment of quantum
scattering. We derive rigorously an expression for the scattering amplitude involving
a functional differentiation operation applied to a functional, depending on the po-
tential, written in closed form. The main result of this paper is given in Eq. (2.28).
In particular, it provides a systematic starting point for studies of deviations from
so-called straight-line “trajectories” of particles, with small deviation angles, by mere
functional differentiations. An investigation of a time limit of a function related to
this expression shows that the latter may be also used to obtain the asymptotic
“free” modified Green functions for theories with long range potentials such as for
the Coulomb potential with the latter defining the transitional potential between
short and long range potentials. Functional methods have been also introduced ear-
lier in the literature1)–5),9),14)–17) in quantum scattering dealing with path integrals
or variational optimization methods which, however, are not in the spirit of the
present paper based on the dynamical principle. The present study is an adaptation
of quantum field theory methods7) to quantum potential scattering.

§2. Functional treatment of scattering

Given a Hamiltonian

H =
p2

2m
+ V (x) (2.1)

for a particle of mass m interacting with a potential V (x), we introduce a Hamilto-
nian H ′(λ, τ) involving external sources F (τ), S(τ) coupled linearly to x and p as

∗) Corresponding author. E-mail: manoukian eb@hotmail.com
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follows:

H ′(λ, τ) =
p2

2m
+ λV (x)− x · F (τ) + p · S(τ), (2.2)

where λ is an arbitrary parameter which will be eventually set equal to one.
Schwinger’s10)–13),6) dynamical principle states, that the variation of the transfor-
mation function 〈xt |pt′〉 with respect to the parameter λ for the theory governed
by the Hamiltonian H ′(λ, τ) is given by

δ
〈

xt
∣

∣pt′
〉

=

(

−
i

~

)
∫ t

t′
dτ δ

(

λV

(

−i~
δ

δF (τ)

))

〈

xt
∣

∣pt′
〉

. (2.3)

Here V (−i~δ/δF (τ)) denotes V (x) with x in it replaced by −i~δ/δF (τ). Equa-
tion (2.3) may be readily integrated for λ = 1, F (τ), S(τ) set equal to zero, that is
for the theory governed by the Hamiltonian H in (2.1), to obtain

〈

xt
∣

∣pt′
〉

= exp

[

−
i

~

∫ t

t′
dτ V

(

−i~
δ

δF (τ)

)]

〈

xt
∣

∣pt′
〉(0)

∣

∣

∣

∣

F =0,S=0

. (2.4)

The transformation function 〈xt |pt′〉(0) corresponds to a theory developing in
time via the Hamiltonian

H ′(0, τ) =
p2

2m
− x · F (τ) + p · S(τ), (2.5)

to which we now pay special attention.
With p replaced by i~δ/δS(τ), the dynamical principle, exactly as in (2.4), gives

〈

xt
∣

∣pt′
〉(0)

= exp

[

−
i

2m~

∫ t

t′
dτ

(

i~
δ

δS(τ)

)2
]

〈

xt
∣

∣pt′
〉

0
, (2.6)

where the transformation function 〈xt |pt′〉0 is governed by the “Hamiltonian”

Ĥ(τ) = −x · F (τ) + p · S(τ), (2.7)

involving no kinetic energy term.
The Heisenberg equations corresponding to Ĥ(τ) give the equations

x(τ) = x(t)−

∫ t

t′
dτ ′ Θ(τ ′ − τ)S(τ ′), (2.8)

p(τ) = p(t′) +

∫ t

t′
dτ ′ Θ(τ − τ ′)F (τ ′), (2.9)

where Θ(τ) is the step function Θ(τ) = 1 for τ > 0 and = 0 for τ < 0. Using the
relations

0〈xt|x(t) = x 〈xt| , (2.10)

p(t′)
∣

∣pt′
〉

0
=

∣

∣pt′
〉

p, (2.11)
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and the dynamical principle, we obtain from taking the matrix elements of x(τ), p(τ)
in (2.8) and (2.9) between the states 0〈xt| , |pt′〉0, the functional differential equa-
tions

−i~
δ

δF (τ)

〈

xt
∣

∣pt′
〉

0
=

[

x−

∫ t

t′
dτ ′ Θ(τ ′ − τ)S(τ ′)

]

〈

xt
∣

∣pt′
〉

0
, (2.12)

i~
δ

δS(τ)

〈

xt
∣

∣pt′
〉

0
=

[

p +

∫ t

t′
dτ ′ Θ(τ − τ ′)F (τ ′)

]

〈

xt
∣

∣pt′
〉

0
. (2.13)

These equations may be integrated to yield

〈

xt
∣

∣pt′
〉

0
= exp

[

i

~
x ·

(

p +

∫ t

t′
dτ F (τ)

)]

exp

[

−
i

~
p ·

∫ t

t′
dτ S(τ)

]

× exp

[

−
i

~

∫ t

t′
dτ

∫ t

t′
dτ ′ S(τ) · F (τ ′)Θ(τ − τ ′)

]

, (2.14)

satisfying the familiar boundary condition exp(ix · p/~) for F , S set equal to zero.
Since we are interested in (2.4), in particular, for the case when S is set equal

to zero, the functional differentiation in (2.6) may be easily carried out giving

〈

xt
∣

∣pt′
〉(0)

∣

∣

∣

∣

S=0

= exp

[

i

~

(

x · p−
p2

2m
(t− t′)

)]

× exp

[

i

~

∫ t

t′
dτ F (τ) ·

(

x−
p

m
(t− τ)

)

]

× exp

[

−
i

2m~

∫ t

t′
dτ

∫ t

t′
dτ ′ F (τ) · F (τ ′)(t− τ>)

]

, (2.15)

where τ> is the largest of τ and τ ′ : τ = max(τ, τ ′).
We recall from (2.4) that we eventually set F (τ) equal to zero. This allows

us to interchange the exponential factor in (2.4) involving the V (−i~δ/δF (τ)) term
and the last two exponential factors in (2.15). This gives for 〈xt |pt′〉 in (2.4) the
expression

〈

xt
∣

∣pt′
〉

= exp

[

i

~

(

x · p−
p2

2m
(t− t′)

)]

× exp

[

i~

2m

∫ t

t′
dτ

∫ t

t′
dτ ′ [t− τ>]

δ

δF (τ)
·

δ

δF (τ ′)

]

× exp

[

−
i

~

∫ t

t′
dτ V

(

x−
p

m
(t− τ) + F (τ)

)

] ∣

∣

∣

∣

F =0

. (2.16)

Since we finally set F = 0 in (2.16), the theory becomes translational invariant
in time and 〈xt |pt′〉 is a function of t− t′ ≡ T .

For t > t′, we have the definition of the Green function

〈

xt
∣

∣x′t′
〉

= G+(xt, x′t′), (2.17)
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with G+(xt, x′t′)=0 for t < t′, and
〈

xt
∣

∣pt′
〉

= G+(xt, pt′)

=

∫

d3x′ eip·x′/~G+(xt, x′t′). (2.18)

We may now introduce the Fourier transform defined by

G+(p, p′; p0) = −
i

~

1

(2π~)3

∫

∞

0
dT ei(p0+iε)T/~

∫

d3x e−ip·x
〈

xT
∣

∣p′0
〉

, (2.19)

for ε → +0, where 〈xT |p0〉 is given in (2.16) with t − t′ ≡ T . From (2.19) and
(2.16), we may rewrite G+(p, p′; p0) as

G+(p, p′; p0) = −
i

~

1

(2π~)3

∫

∞

0
dα ei[p0

−E(p′)+iε]α/~

∫

d3x e−ix·(p−p′)/~K(x, p′; α),

(2.20)
where E(p) = p2/2m,

K(x, p′; α) = exp

[

i~

2m

∫ t

t′
dτ

∫ t

t′
dτ ′[t− τ>]

δ

δF (τ)
·

δ

δF (τ ′)

]

× exp

[

−
i

~

∫ t

t′
dτ V

(

x−
p′

m
(t− τ) + F (τ)

)]
∣

∣

∣

∣

F =0

(2.21)

with t− t′ ≡ α playing the role of time − a notation used for it quite often in field
theory.

In the α-integrand in the exponential in (2.20), we recognize [p0 −E(p) + iε] as
the inverse of the free Green function in the energy-momentum representation.

The scattering amplitude f(p, p′) for scattering of the particle with initial and
final momenta p′, p, respectively, is defined by

f(p, p′) = −
m

2π~2

∫

d3p′′ V (p− p′′)G+(p′′, p′; p0)[p0 − E(p′)]

∣

∣

∣

∣

p0=E(p′)

, (2.22)

where V (p) =
∫

d3x e−ix·p/~V (x). This suggests to multiply (2.20) by [p0 − E(p′)]
giving

G+(p, p′; p0)[p0 −E(p′)] =−
1

(2π~)3

∫

∞

0
dα

(

∂

∂α
eiα[p0

−E(p′)+iε]/~

)

×

∫

d3x e−ix·(p−p′)/~K(x, p′; α). (2.23)

From the fact that 〈x |p〉 = exp(ix · p/~) and the definition of K(x, p′; α) in
(2.21), we have

K(x, p′; 0) = 1. (2.24)

We now consider the cases for which

lim
α→∞

∫

d3x e−ix·(p−p′)/~K(x, p′; α), (2.25)
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exists. This, in particular, implies that (ε > 0)

lim
α→∞

e−εα

∫

d3x e−ix·(p−p′)/~K(x, p′; α) = 0. (2.26)

We may then integrate over α in (2.23) to obtain simply

G+(p, p′; p0)[p0 − E(p′)]

∣

∣

∣

∣

p0=E(p′)

= lim
α→∞

1

(2π~)3

∫

d3x e−ix·(p−p′)/~K(x, p′; α), (2.27)

on the energy shell p0 = E(p), and for the scattering amplitude, in (2.22), after

integrating over p′′, the expression

f(p, p′) = −
m

2π~2
lim

α→∞

∫

d3x e−ix·(p−p′)/~V (x)K(x, p′; α), (2.28)

with K(x, p′; α) defined in (2.21). Here we recognize that the formal replacement of
K(x, p′; α) by one gives the celebrated Born approximation. On the other hand, part
of the argument [x−p′(t−τ)/m] of V (x−p′(t−τ)/m+F (τ)) in (2.21), represents
a “straight line trajectory” of a particle, with the functional differentiations with
respect to F (τ), as defined in (2.21), leading to deviations of the dynamics from
such a straight line trajectory. With a straight line approximation, ignoring all of
the functional differentiations, with respect to F (τ) and setting the latter equal to
zero, gives the following explicit expression for the scattering amplitude f(p, p′) in
(2.28):

f(p, p′) = −
m

2π~2

∫

d3x e−ix·(p−p′)/~V (x) exp

[

−
i

~

∫

∞

0
dα V

(

x−
p′

m
α

)]

. (2.29)

This modifies the Born approximation by the presence of an additional phase
factor in the integrand in (2.29), depending on the potential, accumulated during the
scattering process. Here one recognizes the expression which leads to scattering with
small deflections at high energies (the so-called eikonal approximation) obtained from
the straight line trajectory approximation discussed above. Deviations from this
approximation may be then systematically obtained by carrying out a functional
power series expansion of V (x− p′(t− τ)/m + F (τ)) in F (τ) and performing the
functional differential operation as dictated by the first exponential in (2.21) and
finally setting F (τ) equal to zero.

We note that formally that the τ -integral, involving the potential V , in (2.21)
increases with no bound for α → ∞ for the Coulomb potential and for potentials
of longer range with the former potential defining the transitional potential between
long and short range potentials. And in case that the limit in (2.25) does not exist,
as encountered for the Coulomb potential, (2.23) cannot be integrated by parts. This
is discussed in the next section.
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§3. Asymptotic “free” Green function

In case the α→∞ limit in (2.25) does not exist, one may study the behaviour
of G+(p,p′; p0) near the energy shell p0 ' p′2/2m directly from (2.20). To this end,
we introduce the integration variable

z =
α

~

[

p0 − E(p′)
]

, (3.1)

in (2.20), to obtain

G+(p,p′; p0)[p0 − E(p′)] = −
i

(2π~)3

∫

∞

0
dz eiz(1+iε)

×

∫

d3x e−ix·(p−p′)/~ K

(

x,p′;
z~

p0 − E(p′)

)

, (3.2)

for ε→ +0. For p0 − E(p′) & 0, i.e., near the energy shell, we may substitute

K
(

x,p′; z~/(p0 − E(p′))
)

' exp

[

−
i

~

∫ z~/(p0
−E(p′))

0
dαV

(

x−
p′

m
α

)

]

, (3.3)

in (3.2) to obtain for the following integral
∫

d3p eip·x/~G+(p,p′; p0) '
−ieix·p′/~

[p0 − E(p′) + iε]

∫

∞

0
dz eiz(1+iε)

× exp

[

−
i

~

∫ z~/(p0
−E(p′))

0
dαV

(

x−
p′

m
α

)

]

, (3.4)

For the Coulomb potential V (x) = λ/|x|,

∫ z~/(p0
−E(p′))

0
dαV

(

x−
p′

m
α

)

'
λm

|p′|
ln

(

2|p′|z~

m(p0 − E(p′))|x|(1− cos θ)

)

, (3.5)

where cos θ = p′ · x/|p′||x|. Hence

exp−
i

~

∫ z~/(p0
−E(p′))

0
dαV

(

x−
p′

m
α

)

'
1

[p0 − E(p′) + iε]−iγ

× exp−iγ ln

(

2p′2z~

m(p′x− p′ · x)

)

, (3.6)

where γ = λm/~p′. Finally using the integral
∫

∞

0
dz eiz(1+iε)(z)−iγ = ieπγ/2Γ (1− iγ), (3.7)

for ε→ +0, where Γ is the gamma function, we obtain from (3.4)
∫

d3p eip·x/~G+(p,p′; p0) ' eix·p′/~ e−iγ ln(2p′2/m)

[p0 − E(p′) + iε]1−iγ

× exp iγ ln

(

p′x− p′ · x

~

)

eπγ/2Γ (1− iγ), (3.8)
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to be compared with earlier results (e.g., Ref. 8)), and for the asymptotic “free”
Green function, in the energy-momentum representation, the expression:

G0
+(p) =

e−iγ ln(2p2/m)

[p0 − E(p) + iε]1−iγ
eπγ/2Γ (1− iγ), (3.9)

showing on obvious modification from the Fourier transform of the free Green func-
tion [p0 − E(p) + iε]−1.

§4. Conclusion

The expression (2.28) provides a functional expression for the scattering ampli-
tude with K(x,p′;α) defined in (2.21) and the latter is obtained by the functional
differential operation carried out on the functional, involving the potential V , of ar-
gument x−p′(t−τ)/m+F (τ), for all t′ ≤ τ ≤ t, represented by the first exponential
in (2.21). The “straight line trajectory” approximation of a particle consisting of
retaining x − p′(t − τ)/m only in the argument of V and neglecting the functional
differentiations with respect to F (τ), with the latter operation leading systemati-
cally to modifications from this linear “trajectory”, gives rise to the familiar eikonal
approximation. The existence of the time limit in (2.25) distinguishes between so-
called potentials of short and long ranges with the Coulomb potential providing the
transitional potential between these two general classes of potentials and belonging
to the latter class. In case the time limit in (2.25) does not exist, corresponding
to potentials of long ranges, (2.20) may be used to obtain the asymptotic “free”
modified Green function near the energy shell as seen in §3. In a subsequent report,
our functional expression in (2.28) for the scattering amplitude will be generalized
for long range potentials as well.
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Abstract

A systematic explicit derivation is given for variational derivatives of transformation functions

in field theory with respect to parameters variations, also known as the quantum dynamical

principle (QDP), by introducing, in the process, two unitary time-dependent operators which

in turn allow an otherwise non-trivial interchange of the orders of the parameters variations of

transformation functions with specific time-dependent ones. Special emphasis is put on

dependent fields, as appearing, particularly, in gauge theories, and on the Lagrangian

formalism. The importance of the QDP and its practicality as a powerful tool in field theory

are spelled out, which cannot be overemphasized, and a complete derivation of it is certainly

lacking in the literature. The derivation applies to gauge theories as well.

PACS numbers: 11.10.Ef, 11.10.Jj, 11.15.−q, 11.15.Bt, 11.10.+t

1. Introduction

The purpose of this study is to derive systematically vari-

ational derivatives of transformation functions, also referred

to as the quantum dynamical principle (QDP), with respect to

parameters occurring in the theory and with respect to exter-

nal sources, coupled to the underlying fields, in quantum field

theory. The very elegant QDP [1–14] is undisputably

recognized as a very powerful tool for carrying out explicit

computations in quantum field theory, and in the quantization

problem, in general. How these applications and constructions

are carried out using variational derivatives of transformation

functions, derived below, and will be spelled out for the

convenience of the reader in the concluding section. In

particular, the QDP has been used to quantize gauge theo-

ries [10–13] in constructing the vacuum-to-vacuum transition

amplitude and the direct generation and derivation [10–13] of

Faddeev–Popov (FP) [15] factors, encountered in non-abelian

gauge theories and their further generalizations [13] with not

much effort and without making an appeal to path integrals or

to commutation rules and without [10–13] even going into the

well known complicated structure of the Hamiltonian [16]. In

particular, it has been shown [13] that the so-called FP factor

needs to be modified in more general cases of gauge theories

and that a gauge invariant theory does not necessarily imply

the familiar FP factor for proper quantization as may be

otherwise naïvely expected based on symmetry arguments.

As the QDP provides the variations of transformation func-

tions with respect to external parameters, such as coupling

constants and external sources coupled to the quantum fields,

upon integrations of the amplitudes over these parameters

yield the expression for the latter (see e.g. [8–14]). To derive

variational derivatives of transformation functions, we intro-

duce in the process, two unitary time-dependent operators

which in turn allow an otherwise non-trivial interchange of the

orders of parameters variations with specific time-dependent

ones. This procedure answers the otherwise rather mysterious

question as to why the variation of a transformation function,

with respect to given parameters, is restricted solely to the

variation of the Lagrangian in question with the states defin-

ing the transformation function, which may depend on these

parameters, kept non-varied! The answer is based, mostly

on equations (6) and (7) below and a key identity derived

in (9) written in terms of the two unitary time-dependent

operators mentioned above. The derivation is an extension of

the corresponding one in quantum mechanics [9] to the more

complicated case of quantum field theory, where now empha-

sis is also put on dependent fields, as occurring, particularly,

in gauge theories and on the Lagrangian formalism. There has

been renewed interest recently in Schwinger’s action principle

(see e.g. [17–20]) emphasizing generally operator aspects

of a theory, as deriving, for example, various commutation

0031-8949/07/060751+04$30.00 © 2007 The Royal Swedish Academy of Sciences Printed in the UK 751
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relations, rather than dealing with the computational aspects
directly related to transformation functions and transition
amplitudes through their variational derivatives as done here,
and most importantly, to be derived in this work. In the
concluding section, we spell out how variational derivatives
of transformation functions are used in various aspects of the
theory, emphasizing the underlying method as a powerful tool
in quantum field theory.

2. The QDP

Consider a Hamiltonian of the general form

H(t, λ)= H1(t)+ H2(t, λ), (1)

where H1(t), H2(t, λ) may be time-dependent but H2(t, λ)

may, in addition, depend on some parameters denoted by λ.
Typically, in quantum field theory, H1(t) may stand for the
free Hamiltonian written in terms of the physically observed
masses referred to renormalized masses and H1(t) will be
time-independent. In this latter case, H2(t, λ) will denote
the remaining part of the Hamiltonian which, in particular,
depends on renormalization constants, coupling constants and
so-called external sources coupled to the quantum fields.
The coupling constants and the external sources will be then
collectively denoted by λ. A derivative of a transformation
function with respect to λ with the latter denoting an
external source will then represent a functional derivative
(see e.g. [10]).

The time evolution operatorU (t, λ), corresponding to the
Hamiltonian H(t, λ), satisfies the equation

ih̄
d

dt
U (t, λ)= H(t, λ)U (t, λ). (2)

For the theory given in a specific description, we have

ih̄
d

dt
〈at | = 〈at |H(t, λ), (3)

where the states 〈at | will depend on the parameters λ.
Typically, the states 〈a|, assumed independent of λ, may
represent multi-particle states of free particles associated
with a given self-adjoint operator such as the momentum
operator, with the single particle energies written in terms
of the observed masses, or may represent the vacuum-state.
One may also introduce the time evolution operator U1(t),
corresponding to H1(t), satisfying the equation

ih̄
d

dt
U1(t)= H1(t)U1(t), (4)

and the states 1〈at | which are independent of the parameters
λ, satisfy

ih̄
d

dt
1〈at | = 1〈at |H1(t). (5)

The states 〈at | of interest are related to the states 1〈at |

by the equation

〈at | = 1〈at |V (t, λ), (6)

where
V (t, λ)=U

†
1 (t)U (t, λ), (7)

with the latter satisfying

ih̄
d

dt
V (t, λ)=U

†
1 (t)H2(t, λ)U (t, λ). (8)

The QDP is involved with the study of the variation
of a transformation function 〈at2|bt1〉, with respect to the
parameters λ.

For τ 6= t2, τ 6= t1 and λ 6= λ′, we have the following
useful key identity in the entire analysis

ih̄
d

dτ

[

V (t2, λ)V †(τ, λ)V (τ, λ′)V †(t1, λ
′)
]

= V (t2, λ)
[

U †(τ, λ)(H(τ, λ′)−H(τ, λ))U (τ, λ′)
]

V †(t1, λ
′),

(9)

which will be subsequently used.
The independent quantum fields of the theory will be

denoted by χ(x) and their canonical conjugate momenta by
π(x), suppressing all obvious indices. The dependent fields
will be denoted by η(x) whose canonical conjugate momenta
vanish, by definition. Here x = (t , x). The Hamiltonian
H(t, λ) may be then written as

H(t, λ)= H(χ, π, λ, t), (10)

which, in particular, is a function of χ(x), π(x) with the latter
defined in the so-called Schrödinger representation at t = 0,
which are independent of λ. In the Heisenberg representation
we have

χ(x)=U †(t, λ)χ(x)U (t, λ), (11)

π(x)=U †(t, λ)π(x)U (t, λ) (12)

having non-trivial dependence on the parameters λ.
Now we integrate the relation in (9) over τ from t1 to t2

to obtain

[

V (t2, λ
′)V †(t1, λ

′)− V (t2, λ)V †(t1, λ)
]

=−

i

h̄
V (t2, λ)

×

[

∫ t2

t1

dτ U †(τ, λ)(H(τ, λ′)− H(τ, λ))U (τ, λ′)

]

V (t1, λ
′).

(13)

By setting λ′ = λ+ δλ, one obtains the variational form of
the above equation

δ[V (t2, λ)V †(t1, λ)]

=−

i

h̄
V (t2, λ)

[ ∫ t2

t1

dτ U †(τ, λ)δH(τ, λ)U (τ, λ)

]

V †(t1, λ).

(14)

Upon defining the Heisenberg representation of H(τ, λ) at
time τ , by

IH(τ, λ)=U †(τ, λ)H(χ, π, τ, λ)U (τ, λ), (15)

we may rewrite (14), as

δ[V (t2, λ)V †(t1, λ)]=−
i

h̄
V (t2, λ)

[∫ t2

t1

dτ δ IH(τ, λ)

]

V †(t1, λ)

(16)
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provided the variations of IH with respect to λ in (16)
are carried out by keeping χ(x), π(x), given in (11) and
(12), fixed.

We take the matrix elements of (16) with respect
to 1〈at2|, |bt1〉1 (see (5)), use (6), and note the λ independence
of 1〈at2|, |bt1〉1, to obtain

δ 〈at2|bt1〉 = −
i

h̄

〈

at2

∣

∣

∣

∣

∫ t2

t1

dτ δ IH(τ, λ)

∣

∣

∣

∣

bt1

〉

, (17)

with the variation in IH , with respect to λ, carried out with
the independent fields χ(x) and their canonical conjugate
momenta π(x) kept fixed.

The Hamiltonian IH in the Heisenberg representation
in (15) may be rewritten as

IH(t, λ)= H(χ(t), π(t), λ, t), (18)

as obtained from the Hamiltonian H(t, λ) in (10) at t , by
carrying out the explicit operation given in (15). Equation (18)
is, in particular, written in terms of the independent
(Heisenberg) fields at time t and their canonical conjugate
momenta. The effective Lagrangian L

∗
of the system is related

to IH by the equation

L
∗
(χ(t), χ̇(t), λ, t)=

∫

d3
xπ(x)χ̇(x)− H(χ(t), π(t), λ, t),

(19)
with a summation over the fields understood.

The canonical conjugate momenta π(x) of the fields are
defined through the equation

L
∗
(χ(t), χ̇(t) + δχ̇(t), λ, t)− L

∗
(χ(t), χ̇(t), λ, t)

=

∫

d3
x π(x)δχ̇(x). (20)

Equations (19) and (20) allow us to consider the variation
of H(χ(τ), π(τ), λ, τ ), with respect to λ, by keeping χ, π

fixed as required in (17), in relationship to the variation of L
∗
.

From (19) and (20), we then obtain, with χ, π kept fixed, that

δL
∗
(χ(τ), χ̇(τ ), λ, τ )=−δH(χ(τ), π(τ), λ, τ ), (21)

upon cancellation of the term on the right-hand side of (20),
where, now the variation of L

∗
in (21) is carried out with

respect to λ by keeping χ(τ) and χ̇(τ ) fixed.
The dependent fields will be denoted by η(x) and their

canonical conjugate momenta vanish, by definition. The
Lagrangian of the underlying field theory may be written as
L(χ(t), χ̇(t), η(t), λ, t), which upon the elimination of η(t)

in favour of χ(t), χ̇(t) and λ generating the Hamiltonian
under study as well as the effective Lagrangian L

∗
. We

consider the variation of L , with respect to λ, by keeping
χ(t), χ̇(t) fixed. Now since η(t) will, in general, depend on
λ, we have

δL = Eη

∂η

∂λ
δλ + δL

∣

∣

∣

∣

χ,χ̇,η

, (22)

where we note that the Lagrangian does not contain terms
depending on η̇, by definition. The first term on the right-
hand side defined as an integral in abbreviated form, Eη in
it corresponds to the Euler–Lagrange equation of η, which
vanishes, and the second term on the right-hand denotes the

variation of L , with respect to λ, by keeping χ , χ̇ and η fixed.
The latter property was first noted in [7]. The Lagrangian
density L =L (x)=L (x, λ) of the system is related to the
Lagrangian L through

L(χ(t), χ̇(t), η(t), λ, t)=

∫

d3
xL (x, λ). (23)

From (21), (22) and (23), we obtain the celebrated QDP or the
Schwinger dynamical (action) principle

δ〈at2|bt1〉 =
i

h̄

〈

at2

∣

∣

∣

∣

∫ t2

t1

(dx) δL (x, λ)

∣

∣

∣

∣

bt1

〉

, (24)

where (dx)= dt d3
x, and the variation δL (x, λ), with respect

to λ, is carried out with the fields, independent and dependent,
and their derivatives ∂µχ, ∇η, all kept fixed. The interesting
thing to note is that although the states |at2〉, |bt1〉 depend on
λ, in the variation of the transformation function 〈at2|bt1〉, the
same (non-varied) states appear on the right-hand side of (24)
with the entire variation being applied to the Lagrangian
density L (x, λ) with the fields and their canonical conjugate
momenta kept fixed. This is thanks to the U and V

operators elaborated upon in (2)–(8), the independence of the
states1 〈at2|,1 〈bt1| of λ, and the key identify given in (9).
In practice the limits t2 → +∞, t1 →−∞ are taken in (24)
in scattering processes.

Now consider an arbitrary function

B(χ(x), π(x), λ, t)≡ IB(t, λ), (25)

of the variables indicated, with χ(x), π(x) in the Heisenberg
representation in (11) and (12). We may write

IB(t, λ)=U †(t, λ)B(χ(x), π(x), λ, t)U (t, λ), (26)

with χ(x), π(x) on the right-hand side in the Schrödinger
representation at time t = 0. We note the identity

V (t2, λ)IB(τ, λ)V †(t1, λ)

= V (t2, λ)V †(τ, λ)U
†
1 (τ )B(χ(x), π(x), λ, τ )

×U1(τ )V (τ, λ)V †(t1, λ). (27)

Hence (14) and (27) give for the following variation with
respect to λ (t1 < τ < τ2)

δ[V (t2, λ)IB(τ, λ)V †(t1, λ)]

=−

i

h̄
V (t2, λ)

∫ t2

τ

dτ ′ δH(τ ′, λ)IB(τ, λ)V †(t1, λ)

+V (t2, λ)δ IB(τ, λ)V †(t1, λ)

−

i

h̄
V (t2, λ)

∫ τ

t1

dτ ′ IB(τ, λ)δH(τ ′, λ)V †(t1, λ), (28)

where according to (28), the variation in δ IB(τ, λ)=

δB(χ(x, τ ), π(x, τ ), λ, τ ), with respect to λ, is carried out by
keeping the (Heisenberg) fields χ(x, τ ), π(x, τ ) fixed.

We may use the definition of the chronological time
ordering product to rewrite (28) in the more compact form

δ[V (t2, λ)IB(τ, λ)V †(t1, λ)]

=−

i

h̄
V (t2, λ)

∫ t2

t1

dτ ′(IB(τ, λ)δH(τ ′, λ))+V
†(t1, λ)

+V (t2, λ)δ IB(τ, λ)V †(t1, λ). (29)
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Upon taking the matrix element of (29) with respect
to 1〈at2|, |bt1〉1, and using (6), (15) and (24) we have for
t1 < τ < t2

δ〈at2|IB(τ, λ)|bt1〉

=

i

h̄

∫ t2

t1

(dx ′)
〈

at2
∣

∣(IB(τ, λ)δL (x ′, λ))+
∣

∣ bt1
〉

+ 〈at2 |δ IB(τ, λ)| bt1〉 , (30)

where in the variation δL (x ′, λ), with respect to λ, all the
fields and their derivatives ∂µχ, ∇η are kept fixed, while in
δ IB(τ, λ), expressed in terms of χ(x, τ ), π(x, τ ), the latter
are kept fixed, and an extra λ-dependence may arise from
the elimination of η in favour of χ ,π . To our knowledge
Equation (30) appears first in [7]. The second term in (30)
is responsible for the generation of the FP factor and its
generalizations in gauge theories (see [10, 12, 13]).

3. Conclusion

The importance of the QDP as a powerful tool in field
theory cannot be overemphasized and a detailed derivation
of it was given by introducing, in the process, two unitary
time-dependent operators. The latter in turn allowed the
interchange of variations of transformation functions with
respect to given parameters with specific time-dependent
operations so crucial for the validity of the QDP. A key
identity has been derived in (9) which was essential for the
entire derivation. For the convenience of the reader we spell
out how variational derivatives of transformation functions
are used in some aspects of an underlying theory. (i) The
integration of (24) for the QDP over λ is carried out by
introducing, in the process, external sources coupled to the
fields, where the external sources (currents) are necessarily
taken initially to be non-conserved so that variations of
all of their components may be varied independently
(see [10, 13]). From the expression of the vacuum-to-vacuum
transition amplitude, for example, thus obtained, transition
amplitudes of all processes may be extracted by factoring
out amplitudes for the emission and absorption of the
underlying particles by the external sources. By functional
differentiation of the vacuum-to-vacuum transition amplitude
with respect to the external sources, integral equations,
such as Schwinger–Dyson equations, relating various Green’s
functions may be derived. We also recall that the path integral
expressions may be derived, for example, directly from the
application of the QDP principle (see e.g. [8, 9]). It is also
far simpler to carry out (functional) differentiations than to
deal with infinite dimensional continual integrals. (ii) In the

presence of dependent fields, with no time derivatives of them
occurring in their respective field equations, these dependent
fields will, in general, be functions of independent fields
(and their conjugate momenta) and external sources. With the
rules set up in (24) and in (30), additional terms will then
occur coming from the second term on the right-hand side
of (30) by taking functional derivatives of matrix elements
of such dependent fields in (30) with respect to external
sources by keeping the independent fields (and their conjugate
momenta) fixed. Such terms lead precisely to FP factors and
their generalizations, for example, in gauge theories, from
the applications of (30), as just mentioned, in the present
formalism (see [8, 10–14]). For such intricate and additional
details, the reader may refer to the just given references
as well as to some of the earlier ones such as [21, 22].
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Coupling of Quantum Systems to the Environment:

Functional Differential Treatment
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Abstract

A functional differential treatment, via the quantum dynamical prin-
ciple, is given for the coupling of quantum systems to the environment.
As one is involved in taking the trace over the dynamical variables of the
environment, the analysis necessarily deals with transition probabilities
rather than with amplitudes. It is shown that the functional differential
treatment is quite suitable for such a study as it involves in carrying
out functional differentiations, with respect to classical sources, on func-
tionals describing decoupled physical systems from the environment.

Mathematics Subject Classification: 35Q40, 49S05, 81Q15, 58D25

Keywords: Functional differential equations and quantum mechanics,
variational methods in function spaces, coupling to the environment and quan-
tum decoherence

1 Introduction

The functional differential treatment [2–9,11–13], via the quantum dynamical
principle, has been a very powerful tool for investigating properties of quan-
tum systems and for carrying out explicit computations. In this regard, it has
been quite successful in gauge theories and of the generation of essential mod-
ifications [2–6] needed for their proper quantization with no much effort. For
a pedagogical treatment of the theory and for several applications of the func-
tional differential method, via the quantum dynamical principle, in quantum
mechanics, the reader may wish to refer to [7, Ch. 11]. The purpose of this
work is to carry out an analysis, using the functional differential approach, of
the coupling of quantum mechanical systems to the environment, understood

1Corresponding author. E-mail: manoukian eb@hotmail.com
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to be surrounding a physical system, as the former systems, in the real world,
are never in isolation from the latter. The incorporation of the environment
in quantum mechanical systems has led to much physical insights into such
fundamental problems as quantum decoherence, Schrödinger’s cat and in mea-
surement theory, in general [7, §8.7, §8.9, §12.7], [1,10,14,15]. We will see, that
the functional differential approach is quite suitable for studying the coupling
of quantum mechanical systems to the environment. It involves in carrying
out functional differentiations, with respect to classical sources, of a functional
describing “decoupled” systems from the environment. As one is involved in
taking the trace over the dynamical variables of the environment in study-
ing the response of physical systems to it, the analysis necessarily involves in
dealing directly with transition probabilities rather than amplitudes. This is
a basic departure from the far simpler case of studying quantum mechanical
systems in isolation. In dealing with probabilities and in taking traces, it turns
out that two different sets of classical sources, coupled to the dynamical vari-
ables of the theory, should, a priori, be introduced. The physically relevant
probabilities are then recovered in the limit as the two sets of sources coincide
and are eventually set equal to zero. The general expression for transition
probabilities of quantum mechanical systems, coupled to the environment, is
given in Eq.(5) involving functional differentiations with respect to these two
sets of classical sources. The method used in this work generalizes to quantum
field theory and will be studied in a forthcoming report.

2 Transition Probabilities and the Role of the

Environment

Typically a quantum mechanical system may be described by a Hamiltonian

H1(t) = H(q, p, t)− qF (t) + pS(t) (1)

written in terms of dynamical variables in the (q, p) language, where F (t) and
S(t) are classical source functions introduced to generate functions of q and
p, respectively. For simplicity of the notation, we have in Eq.(1), suppressed
indices in q and p reflecting the dimensionality of space and of the number of
particles involved in the theory. In most applications, the classical sources F (t),
S(t) are set equal to zero after all relevant functional differentiations in the
theory, with respect to them, are carried out, with H(q, p; t) finally emerging
as the Hamiltonian describing the actual physical system into consideration.

The quantum dynamical principle states [cf. 7, Ch. 11], that a transition
amplitude 〈at2 |bt1〉 for the system governed by (1), from time t1 to time t2, is
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given by

〈at2 |bt1〉 = exp

(

−
i

~

∫ t2

t1

dτH

[

−i~
δ

δF (τ)
, i~

δ

δS(τ)
, τ

])

〈at2 |bt1〉0 (2)

where H in (2) is obtained from H(q, p, τ) by simply replacing q and p in the
latter by the operators of functional differentiations −i~δ/δF (τ), i~δ/δS(τ),
respectively, and 〈at2 |bt1〉0 denotes the transition amplitude governed by the
simple “Hamiltonian” [−qF (t) + pS(t)] only.

To investigate the role of the environment on the quantum mechanical sys-
tem, governed initially by the Hamiltonian H(t) in (1), one modifies the latter
Hamiltonian by including, in the Hamiltonian, the contribution of the envi-
ronment and of its interaction with the physical system at hand. Of particular
interest is in the response of the physical system to the environment. Accord-
ingly, one takes a trace over the dynamical variables of the environment in the
manner to be spelled out below. The Hamiltonian of the combined system is
taken to be of the form

H(t) = H1(q1, p1, t)− q1F1(t) + p1S1(t) + H2(q2, p2, t)− q2F2(t) + p2S2(t)

+ HI(q1, p1, q2, p2, t), (3)

where the indices 1, 2 correspond, respectively, to the physical system and the
environment, and HI specifies the interaction term between them.

The transition amplitude for the combined system to evolve from a state,
say, |a, A; 0〉, initially at time t = 0, to a state, say, |b, B; t〉, at time t > 0, is
then given by

〈b, B; t |a, A; 0〉= exp
(

−i
~

∫ t

0

dτHI

(

− i~
δ

δF1(τ)
, i~

δ

δS1(τ)
,

− i~
δ

δF2(τ)
, i~

δ

δS2(τ)
, t
)

)

〈b; t |a; 0〉F1,S1 〈B; t |A; 0〉F2,S2 (4)

as in (2), where 〈b; t |a; 0〉F1,S1, 〈B; t |A; 0〉F2,S2 are the transition amplitudes of
the decoupled subsystems in the presence of their respective classical sources.

To find the response of the physical system, described by the Hamiltonian
H1(q1, p1, t) in (3), to the environment, it is necessary to work with transition
probabilities, corresponding to the process associated with the expression in
(4), rather than with amplitudes as done in the latter equation, and “trace
out” over the environment. To this end, let {|Bn; t〉} denote a complete set
of states pertaining to the environment, then the probability for the physical
system to make a transition from an initial state |a; 0〉 to a state |b; t〉 in time
t, responding in the process to the environment, emerges as

Prob[(a; 0)→ (b; t)]E = O(O′)∗ 〈b; t |a; 0〉F1,S1 (〈b; t |a; 0〉F
′

1,S′

1)∗

F [F2, S2; F
′

2, S
′

2]

∣

∣

∣

∣

(5)
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where

O = exp

(

−
i

~

∫ t

0

dτHI

(

− i~
δ

δF1(τ)
, i~

δ

δS1(τ)
,−i~

δ

δF2(τ)
, i~

δ

δS2(τ)
, τ

)

)

(6)

with O′ defined similarly with F1, S1, F2, S2 replaced by F ′

1, S
′

1, F
′

2, S
′

2, respec-
tively, and the presence of the letter E attached to the probability on the
left-hand side of (6) is to emphasize the coupling of the environment to the
physical system as the latter evolves in time. The functional F is given by

F [F2, S2; F
′

2, S
′

2] =
∑

n

〈Bn; t |A; 0〉F2,S2

(

〈Bn; t |A; 0〉F
′

2,S′

2

)

∗

. (7)

We note that (7) reduces to the trace over the environment in the special
case for which F ′

2 is set equal to F2, and S ′

2 to S2. One cannot, a priori,
set such equalities until the functional differentiations, with respect to these
sources, as accomplished by the operators O, (O′)∗, are independently carried
out. The bar sign on the right-hand side of (5) refers to the fact that finally
one is to set F = F ′ = 0, S = S ′ = 0, after all the operations of functional
differentiations have been done.

Eq.(5) gives the general expression for the transition probability of a phys-
ical system, as it evolves in time, in response to the environment.

Of significance importance is for systems written in terms of creation and
annihilation operators, which most conveniently describe processes of transi-
tions between their allowed states. Such a typical example is given by the
Hamiltonian

H(t) = H1(t) + H2(t) + H12(t) (8)

with

H1(t) = ~ωa†a− a†F (t)− F ∗(t)a (9)

H2(t) =
∑

k

~ωkb
†

k
bk −

∑

k

(

Kk(t)b
†

k
+ bkK

∗

k(t)
)

(10)

H12(t) = a†

∑

k

λkbk + a
∑

k

λ∗

kb
†

k
(11)

and (a, a†), (bk, b
†

k
), pertaining to the physical system in consideration and the

environment, respectively, [a, a†] = 1, [bk, b
†

k′
] = δkk′ for the corresponding

commutators.
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Suppose that the environment is initially in the ground-state |0; 0〉2. Let
U2(t) denote the time evolution unitary operator describing the time evolu-
tion of the environment in the absence of the physical system. The so-called
Heisenberg operator bk(t) associated with bk is given by

bk(t) = U
†

2(t)bkU2(t) (12)

which works out to be

bk(t) = bke
−iωkt +

i

~

∫ t

0

dτ Kk(τ)e−iωk(t−τ) (13)

The quantum dynamical principle [2–9, 11–13] for the vacuum-to-vacuum
transition amplitude 〈0; t |0; 0〉K2 gives

−i~
δ

δK∗

k
(t′)

〈0; t |0; 0〉K2 = 〈0; t |bk(t
′)|0; 0〉

K

2 (14)

for 0 < t′ < t. From the expression in (13), Eq.(14) simplifies to

−i~
δ

δK∗

k
(t′)

〈0; t |0; 0〉K2 =
i

~
〈0; t |0; 0〉K2

∫ t′

0

dτ Kk(τ)e−iωk(t′−τ) (15)

which integrates out to

〈0; t |0; 0〉K2 = exp

(

−
1

~2

∑

k

∫ t

0

dτ

∫ t

0

dτ ′e−iωk(τ−τ ′)K∗

k(τ)Θ(τ − τ ′)Kk(τ
′)

)

(16)

where Θ(τ − τ ′) is the step function.
The functional F [K, K ′], corresponding to the one in (7), may be worked

out in closed form. To this end, set K(t) = K1(t) + K2(t), with K1(t), K2(t)
localized in time between (0, t), such that K2(t) is “switched on” after the
source K1(t) is “switched off”. That is, in particular, K2(t) and K1(t) do not
overlap in time.

From (16) we may then write

〈0; t |0; 0〉K1+K2

2 = 〈0; t |0; 0〉K2

2 exp

[

∑

k

(
∫

∞

−∞

dτ e−iωkτ i

~
K∗

2 (τ)

)

×

(
∫

∞

−∞

dτ ′ eiωkτ i

~
K1(τ)

)]

〈0; t |0; 0〉K1

2 (17)

where due to the fact that K1(τ), K2(τ
′) are localized in time, we have extended

the time integrations in the middle exponential from −∞ to ∞.
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Let |n; nk1 , nk2, . . . 〉2 denote a state of n excitations, nk1 of which in the
state k1, nk2 of which in state k2, and so on, i.e., such that n = nk1 +nk2 + . . . .
Then upon introducing the unitarity completeness property

〈0; t |0; 0〉K1+K2

2 =

∞
∑

n=0

∑

(nk1
+nk2

+...=n)

〈0; t |n; nk1, nk2 , . . .〉
K2

2 〈n; nk1 , nk2, . . . |0〉
K1

2

(18)

where the intermediate states are evaluated at any time after the switching
off of source K1 and before the switching on of source K2, and the Fourier
transform

Kk(t) =

∫

∞

−∞

dωk

2π
Kk(ω)e−iωkt (19)

we obtain by expanding the middle exponential in powers of the source func-
tions K1k(ωk), K2k(ωk) the expression

〈n; nk1 , nk2, . . . ; t |0; 0〉K2 = 〈0; t |0; 0〉K2

(

i

~
Kk1(ωk1)

)nk1

√

nk1!

(

i

~
Kk2(ωk2)

)nk2

√

nk2 !
. . .

(20)

for a given source K(t). The functional F [K, K ′], corresponding to the one in
(7), is then given by

F [K, K ′] =
∞

∑

n=0

∑

(nk1
+nk2

+...=n)

〈n; nk1 , nk2, . . . ; t |0; 0〉K2

×
(

〈n; nk1, nk2 , . . . ; t |0; 0〉K
′

2

)

∗

(21)

and may be summed exactly over n giving

F [K, K ′] = 〈0; t |0; 0〉K2 exp

[

1

~2

∑

k

(
∫ t

0

dτ eiωkτKk(τ)

)

×

(
∫ t

0

dτ ′ e−iωkτ ′K ′∗

k(τ
′)

)]

(

〈0; t |0; 0〉K
′

2

)

∗

(22)

which cannot be expressed as the product of two functionals one depending
on K and the other on K ′, as expected. Formally one checks the unitarity

condition : F [K, K] = 1 directly from (22).
Suppose that the physical system is initially in the ground-state, i.e., the

vacuum-state |0; 0〉. The vacuum persistence amplitude of the physical system,
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in isolation from the environment, but in the presence of the external sources
F (t), F ∗(t) in (9), may be then inferred from (16) to be

〈0; t |0; 0〉F1 = exp

(

−
1

~2

∫ t

0

dτ

∫ t

0

dτ ′e−iω(τ−τ ′)F ∗(τ)Θ(τ − τ ′)F (τ ′)

)

(23)

From our general expression in (5), we then obtain for the vacuum persis-
tence probability of the physical system, in response to the environment,

Prob[(0; 0)→ (0; t)]E = O (O′)∗ 〈0; t |0; 0〉F1

(

〈0; t |0; 0〉F
′

1

)

∗

F [K, K ′]

∣

∣

∣

∣

(24)

where

O = exp−
i

~

∑

k

∫ t

0

dτ

[

λk

~

i

δ

δF (τ)

~

i

δ

δK∗

k(τ)
+ λ∗k

~

i

δ

δF ∗(τ)

~

i

δ

δKk(τ)

]

(25)

and O′ similarly defined with F, F ∗, Kk, K
∗

k replaced, respectively, by F ′, F ′∗,
K ′

k, K
′∗

k, and F [K, K ′] given by the explicit expression in (22).
To evaluate the expression on the right-hand side of (24), we use, in the

process, the identity

eAeB = exp
(

eABe−A
)

eA (26)

for two operators A, B. We note that δ/δF (τ), δ/δF ∗(τ), in (25), give rise to
translation operators, via O, to functionals of F and F ∗ as given, for example,
in (23), and similarly for δ/δK(τ), δ/δK∗(τ). The functional differentiations
operations in (24) are then readily carried for a physical system weakly coupled
to the environment, and after setting the classical sources equal to zero, we
obtain for the survival probability the expression

Prob[(0; 0)→ (0; t)]E = exp

(

−2
∑

k

|λk|
2

~2

∫ t

0

dτ

∫ τ

0

dτ ′ cos[(ω − ωk)(τ
′ − τ)]

)

(27)

For the environment described by an infinite set of degrees of freedom, we
replace the sum over k by an integral over the frequency ωk → ω, and in turn
introduce a frequency density n(ω′) to rewrite (27) as

Prob[(0; 0)→ (0; t)]E = exp






−

1

~2

∫

∞

0

dω′|λ(ω′)|2 n(ω′)
sin2(ω′ − ω)

t

2
(ω′ − ω)2/4







(28)
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Upon introducing the integration variable x = (ω′−ω)t/2, one may rewrite
the integral in (28) as

2t

∫

∞

−ωt/2

dx

∣

∣

∣
λ(ω(1 +

x

ωt
))

∣

∣

∣

2

n(ω(1 +
x

ωt
))

sin2 x

x2
(29)

If one makes the Markov approximation by assuming that |λ(ω′)|2n(ω′) is
slowly varying around the point ω′ = ω, and hence for ωt � π, it may be
taken outside the integral evaluated at ω, one gets for the integral in (29)

2t|λ(ω)|2n(ω)

∫

∞

−ωt/2

dx
sin2 x

x2
(30)

with increasing accuracy for ωt � π. And for ωt � π, we obtain from (28),
(30) the familiar exponential law

Prob[(0; 0)→ (0; t)]E = e−γt (31)

where γ is the decay constant 2π|λ(ω)|2n(ω)/~
2. This expression is strictly

valid for π/ω � t � 1/γ consistent with the property of the decay of quantum
systems and the Paley-Wiener Theorem [cf. 7, §3.5], that the exponential law
may be valid for intermediate values of t and not in the truly asymptotic limit
t →∞.

3 Conclusion

A general expression was obtained in (5) for the transition probability of quan-
tum systems when coupled to the environment, and in response to it, involv-
ing functional differentiations, with respect to classical sources, using func-
tional calculus techniques. It is important to note that as the functional F in
(7) cannot be written as the product of two terms one involving the sources
F1, S1, F2, S2, and one involving the sources F ′

1, S
′

1, F
′

2, S
′

2, one necessarily has
to deal directly with transition probabilities of the physical system as it evolves
in time in response to the environment rather than amplitudes. In case the
amplitudes 〈b; t |a; 0〉Fi,Si in (5) are not explicitly given for the decoupled phys-
ical system from the environment, one may use the integral expression in (2)
to carry out various approximations suitable for the system in consideration.
The main analysis shows the power of the functional differential treatment,
involving functional differentiations with respect to classical, thus commuting,
functions. The method developed in this work will be extended to quantum
field theories, including gauge theories, in a subsequent report.
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A novel general expression is obtained for the graviton propagator from Lagrangian field theory by taking
into account the necessary fact that in the functional differential approach of quantum field theory, in order
to generate non-linearities in gravitation and interactions with matter, the external source Tµν , coupled to
the gravitational field, should a priori not be conserved ∂

µ
Tµν

6

= 0, so variations with respect to its ten
components may be varied independently. The resulting propagator is the one which arises in the functional
approach and does not coincide with the corresponding time-ordered product of two fields and it includes
so-called Schwinger terms. The quantization is carried out in a gauge corresponding to physical states with
two polarization states to ensure positivity in quantum applications.

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction

Abasic ingredient in quantumgravity computations is the graviton propagator (cf. [1–5]. The latter mediates

the gravitational interaction between all particles to the leading order in the gravitational coupling constant.

In the so-called functional differential treatment [6–9,11] of quantum field theory, referred as the quantum

dynamical principle approach, based on functional derivative techniques with respect to external sources

coupled to the underlying fields in a theory, functional derivatives are taken of the so-called vacuum-to-

vacuum transition amplitude. The latter generates n-point functions by functional differentiations leading

finally to transition amplitudes for various physical processes. For higher spin fields such as the electromag-

netic vector potentialAµ, the gluon fieldAµ

a
, and certainly the gravitational field hµν , the respective external

sources Jµ, J
a

µ
, Tµν , coupled to these fields, cannot a priori taken to be conserved so that their respective

components may be varied independently. The consequences of relaxing the conservation of these external

sources are highly non-trivial. For one thing the corresponding field propagators become modified. Also

they have led to the rediscovery [6,7] of Faddeev-Popov (FP) [12] factors in non-abelian gauge theories and

the discovery [7] of even more generalized such factors, directly from the functional differential treatment,

via the application of the quantum dynamical principle, in the presence of external sources, without making

an appeal to path integrals, without using commutation rules, and without even going to the well known

complicated structures of the underlying Hamiltonians. A brief account of this is given in the concluding

section for the convenience of the reader.

For higher spin fields, the propagator and the time-ordered product of two fields do not coincide as the

former includes so-called Schwinger terms which, in general, lead to a simplification of the expression for

the propagator over the time-ordered one. This is well known for spin 1, and, as shown below, is also true

∗ Corresponding author E-mail: manoukian_eb@hotmail.com

© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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for the graviton propagator. Let hµν denote the gravitational field (see Sect. 2). We work in a gauge

∂ih
iν = 0 , (1)

where i = 1, 2, 3; ν = 0, 1, 2, 3, which guarantees that only two states of polarization occur with the
massless particle and ensures positivity in quantum applications avoiding non-physical states. Let Tµν

denote an external source coupled to the gravitational field hµν (see Sect. 2), and let 〈0+ |0−〉
T

denote

the vacuum-to-vacuum transition amplitude in the presence of the external source. The propagator of the

gravitational field is then defined by

∆µν;σλ

+
(x, x′) = i

(

(−i)
δ

δT
µν(x)

(−i)
δ

δT
σλ(x′)

〈0+ |0−〉
T

)

/

〈0+ |0−〉
T

, (2)

in the limit of the vanishing of the external source Tµν . In more detail we may rewrite (2) as

∆µν;σλ

+
(x, x′) = i

〈

0+

∣

∣

∣

(

hµν(x)hσλ(x′)
)

+

∣

∣

∣
0−

〉

T

〈0+ |0−〉
T

+

〈

0+

∣

∣

∣

∣

∣

δ

δT
µν(x)

hσλ(x′)

∣

∣

∣

∣

∣

0−

〉

T

〈0+ |0−〉
T

(3)

in the limit of vanishing Tµν , where the first term on the right-hand side, up to the i factor, denotes the time-
ordered product. In the second term, the functional derivative with respect to the external source Tµν(x)
is taken by keeping the independent field components of hσλ(x′) fixed. The dependent field components
depend on the external source and lead to extra terms on the right-hand side of (3) in addition to the time-

ordered product and may be referred to as Schwinger terms. For a detailed derivation of the general identity

in (3) see [10] (see also [11]). These additional terms lead to a simplification of the expression for the

propagator over the time-ordered product. Accordingly, the propagator and the time-ordered product do not

coincide and it is the propagator∆µν;σλ

+
that appears in the functional approach and not the time-ordered

product. The derivation of the explicit expression for∆µν;σλ

+
(x, x′) follows by relaxing the conservation of

Tµν and it includes 30 terms in contrast to the well known case involving only 3 terms when a conservation

law of Tµν is imposed. It is important to emphasize that our interest here is in the propagator, the basic

component which appears in the theory, and not the time-ordered product. In the concluding section, some

additional pertinent comments are made regarding our expression for the propagator. A brief account on

how FP factors arise directly in gauge theories in the functional differential formalism, in the presence of

external sources, is also given. Our notation for the Minkowski metric is gµν = diag[−1, 1, 1, 1], also quite
generally we set i, j, k, l = 1, 2, 3, a, b = 1, 2, while µ, ν, σ, λ = 0, 1, 2, 3.

2 The graviton propagator

For the Lagrangian density of the gravitational field hµν coupled to an external source Tµν , we take

L = − 1

2
∂αhµν∂αhµν + 1

2
∂αhσ

σ∂αhβ

β − ∂αhαµ∂µhσ

σ

+ 1

2
∂αhαν∂βhβν + 1

2
∂αhµ

ν∂µhαν + hµνTµν , (4)

where hµν = hνµ, and as a result Tµν is chosen to be symmetric. We consider the ten components of

Tµν to be independent by, a priori, not imposing a conservation law for Tµν . The action corresponding

to the Lagrangian density in (4), in the absence of the external source Tµν , is invariant under the gauge

transformation hµν → hµν + ∂µξν + ∂νξµ + ∂µ∂νξ. The gauge constraint in (1) allows us to solve, say,

h3ν , in terms of other components:

h30 = −(∂3)
−1∂aha0, h3a = −(∂3)

−1∂bhba ,

h33 = −(∂3)
−1∂ah3a = (∂3)

−2∂a∂bhab ,
(5)
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where a, b = 1, 2. Upon substituting the expressions for h3ν in (4), and varying hab, we obtain

(2hab + Tab)−
∂b

∂3

(2ha3 + Ta3)−
∂a

∂3

(2hb3 + Tb3)

+
∂a∂b

(∂3)2
(2h33 + T33) +

[

δab +
∂a∂b

(∂3)2

]

(∂2h00 −2hii) = 0 , (6)

a, b = 1, 2. Upon multiplying (6) by (δab − ∂a∂b/∂2), where ∂2 = ∂i∂i, i = 1, 2, 3, some tedious algebra
leads to

−∂2h00 = −
1

2
2hii +

1

2

(

δij −
∂i∂j

∂2

)

Tij . (7)

On the other hand, with the expressions for h3ν in (5) replaced in (4), variations with respect to h00, h0a,

a = 1, 2, give, respectively,

−∂2hii = T00 , (8)

−∂2h0a +
∂a

∂3

∂2h03 =

(

T0a −
∂a

∂3

T03

)

. (9)

We note that (9) is valid if we formally replace a by 3 since this simply gives 0 = 0. Accordingly, we
may rewrite (9) as

−∂
2
h0i +

∂i

∂3

∂
2
h03 = T0i −

∂i

∂3

T03 , (10)

where i = 1, 2, 3. Upon taking the divergence ∂i of (10) and using (1), we obtain

∂i

∂3

∂2h03 =
∂i

∂2

(

∂jT0j −
∂2

∂3

T03

)

, (11)

which upon substitution in (10) gives

−∂2h0i =

(

δij −
∂i∂j

∂2

)

T0j. (12)

Also upon substitution (8) in (7), and using the fact that 2 = ∂2 − ∂2

0
, we obtain for (7)

−∂
2
h00 = T00 +

T

2
−

1

2∂2

(

∂0∂0T00 + ∂i∂jTij

)

, (13)

where T = gµνTµν = T ν

ν .

Eqs. (8), (12), (13) are not equations of motion as they involve no time derivatives of the corresponding

fields and they yield to constraints which together the gauge condition in (1) give rise to two degrees of

freedom corresponding to two polarization states for the graviton as it should be.

We now substitute the expression for −∂2h00, as given in (13), in (6) and use (8) to obtain an equation

involving hij , i, j = 1, 2, 3. Upon multiplying the resulting equation from (6) by ∂a∂b and using the

expressions for h33 in (5) we obtain after some very tedious algebra
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(2h33 + T33)−
1

2

(

1−
(∂3)

2

∂2

)

T +
1

2∂2

(

−∂0∂0T00 + ∂i∂jTij

)

−
2

∂2
∂i∂3Ti3 +

(∂3)
2

2∂2

(

∂i∂j

∂2
Tij +

∂0∂0

∂2
T00

)

= 0. (14)

Similarly, upon multiplying (6) by ∂a and using the expression for hb3 in (5), we obtain

(2hb3 + Tb3)−
1

∂2

[

∂3∂
iTib + ∂b∂

iTi3 −
∂b∂3

2

(

∂i∂j

∂2
Tij +

∂0∂0

∂2
T00 + T

)]

= 0 . (15)

To obtain the equation for hab, we substitute (14), (15) in (6), to obtain after some lengthy algebra

(2hab + Tab)−
1

2

(

δab −
∂a∂b

∂2

)

T −
1

∂2
(∂a∂iTib + ∂b∂

iTia)

+
δab

2∂
2

(

−∂0∂0T00 + ∂i∂jTij

)

+
∂a∂b

2(∂2)2

(

∂i∂jTij + ∂0∂0T00

)

= 0. (16)

Eqs. (14)–(16) may be now combined in the form

−2hij = Tij −
1

2

(

δij −
∂i∂j

∂2

)(

T +
∂0∂0

∂2
T00

)

−
1

∂2

[

∂i∂
kTkj + ∂j∂

kTki −
1

2

(

δij +
∂i∂j

∂2

)

∂k∂lTkl

]

, (17)

where i, j, k, l = 1, 2, 3.
Eqs. (17), (13), (12) give the equations for the various components ofhµν. To obtain the unifying equation

for hµν , we note that we may write

hµν = gµihijg
jν + gµihi0g

0ν + gµ0h0jg
jν + gµ0h00g

0ν , (18)

with i, j = 1, 2, 3; µ, ν = 0, 1, 2, 3, and use in the process the identity

gµi∂i = (∂µ + Nµ∂0), (19)

where Nµ is the unit time-like vector (NµNµ = −1)

(Nµ) = (gµ

0) = (1, 0, 0, 0). (20)

Finally, we use the identity relating a tensor Aλσ , e.g., to the componentsAij as follows:

gµiAijg
jν =

[

gµλgνσ + NµNλgσν + NνNσgλµ + NµNνNλNσ

]

Aλσ , (21)

and the fact that 2 = ∂2 − ∂0
2

. A lengthy analysis from (12), (13), (17) then gives the following explicit

expression for hµν :

hµν =
1

(−2− iε)

{

gµλgνσ + gµσgνλ − gµνgσλ

2

+
1

2∂2

[

gµν∂σ∂λ + gσλ∂µ∂ν − gνσ∂µ∂λ − gνλ∂µ∂σ − gµσ∂ν∂λ − gµλ∂ν∂σ +
∂µ∂ν∂σ∂λ

∂2

]
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+
1

2

(

gµν +
∂µ∂ν

∂2

)

(

Nσ∂λ + Nλ∂σ

∂2

)

∂0 +
1

2

(

gσλ +
∂σ∂λ

∂2

)

(

Nν∂µ + Nµ∂ν

∂2

)

∂0

−
1

2

[

gνσ(Nµ∂λ + Nλ∂µ) + gνλ(Nµ∂σ + Nσ∂µ)

+ gµσ(Nν∂λ + Nλ∂ν) + gµλ(Nν∂σ + Nσ∂ν)
] ∂0

∂2

+
∂µ∂ν

∂2
NσNλ +

∂σ∂λ

∂2
NµNν

}

Tσλ

+
1

∂2

{

∂µ∂ν

∂2
NσNλ +

∂σ∂λ

∂2
NµNν

}

Tσλ , (22)

ε → +0.
From (22) the explicit expression for the graviton propagator∆µν;σλ

+
(x, x′) emerges as:

∆µν;σλ

+
(x, x′) =

∫

(dk)

(2π)4
eik(x−x

′
)

[

∆µν;σλ

1
(k)

k2 − iε
+

∆µν;σλ

2
(k)

k2

]

, (23)

ε → +0, where (dk) = dk0dk1dk2dk3, k2 = k2 − k0
2

, and

∆µν;λσ

1
(k) =

(gµλgνσ + gµσgνλ − gµνgσλ)

2

+
1

2k2

[

gµνkσkλ + gσλkµkν − gνσkµkλ − gνλkµkσ − gµσkνkλ − gµλkνkσ

+
kµkνkσkλ

k2

]

−
1

2

(

gµν +
kµkν

k2

)

(

Nσkλ + Nλkσ

k2

)

k0 −
1

2

(

gσλ +
kσkλ

k2

)

(

Nνkµ + Nµkν

k2

)

k0

+
1

2

[

gνσ(Nµkλ + Nλkµ) + gνλ(Nµkσ + Nσkµ)

+ gµσ(Nνkλ + Nλkν) + gµλ(Nνkσ + Nσkν)
] k0

k2

+
kµkν

k2
NσNλ +

kσkλ

k2
NµNν , (24)

∆µν;λσ

2
(k) =

kµkν

k2
NσNλ +

kσkλ

k2
NµNν . (25)

The vacuum-to-vacuum transition amplitude for the gravitational field coupled to an external source is

then given by

〈0+ |0−〉
T

= exp

[

i

2

∫

(dx)(dx′)Tµν(x)∆µν;σλ

+
(x, x′)Tσλ(x′)

]

(26)

with the graviton propagator given by the explicit expression in (23)–(25). Now we are ready to make

pertinent comments concerning the graviton propagator thus obtained.
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3 Conclusion

We have derived a novel expression for the graviton propagator, from Lagrangian field theory, valid for

the case when the external source Tµν coupled to the gravitational field is not necessarily conserved, by

working in a gauge where only two polarizationphysical states of the graviton arise to ensure positivity in the

quantum treatment thus avoiding non-physical states. That a conservation should a priori not to be imposed

is a necessary mathematical requirement so that all the ten components of the external source Tµν may be

varied independently in order to generate interactions of the gravitational field with matter and produce

non-linearity of the gravitational field itself in the functional procedure. The latter requirement arises by

noting that such interactions are generated by the application (cf. [6,7]) of some functional F [−iδ/δTµν ]

to 〈0+ |0−〉
T

, where 〈0+ |0−〉 corresponding to other particles, as well as functional derivatives of their

corresponding sources in F , have been suppressed to simplify the notation. Accordingly, to vary the ten

components of Tµν independently, no conservation may a priori be imposed. The 1/k
2

terms in (23)–(25)

are apparent singularities due to the sufficient powers in k in the corresponding denominators and the three-

dimensional character of space, in the same way that this happens for the photon propagator in the Coulomb

gauge in quantum electrodynamics, and give rise to static 1/r type interactions complicated by the tensorial

character of a spin two object. It is important to note that for a conserved Tµν , i.e., for ∂µTµν = 0, all the

terms in the propagator in (23), with the exception of the terms (gµλgνσ + gµσgνλ − gµνgσλ)/2 in (24),

do not contribute in (26) since all the other terms in (24), (25) involve derivatives of Tµν and the graviton

propagator ∆µν;σλ

+
(x, x′) effectively goes over to the well documented expression

1

(−2− iε)

(gµλgνσ + gµσgνλ − gµνgσλ)

2
, (27)

which has been known for years (cf. [1,2]). This is unlike the corresponding time-ordered product which does

not go over to the result in (27) for ∂µTµν = 0. This may be shown by solving for the time-ordered product

in (3) in terms of the propagator and carrying out explicitly, say, the functional derivatives δh0i/δTµν ,

δh00/δTµν , as arising on the right-hand side of (3), by using, in the process, Eqs. (12), (13). In any case,

it is the propagator ∆µν;σλ

+
, as given in (23), is the one that appears in the theory and not the time-ordered

product as is often naïvely assumed. After all the functional derivatives with respect to Tµν are carried

out in the theory, one may impose a conservation law on Tµν or even set Tµν equal to zero if required

on physical grounds. Such methods have led to the discovery [6,7], in the functional quantum dynamical

principle differential approach, of Faddeev-Popov (FP) factors, and of their generalizations, in non-abelian

gauge theories such as in QCD and in other theories.

Re-iterating the discussion above, the relevance of the analysis and the explicit expression derived for

the graviton propagator for, a priori, not conserved external source Tµν : ∂µTµν 6= 0 is immediate. If, in

contrast, a conservation law is, a priori, imposed then variations with respect to one of the components

of Tµν would automatically imply, via such a conservation law, variations with respect some of its other

components as well. A problem that may arise otherwise, may be readily seen from a simple example. The

functional derivative of an expression like [aµν(x)+b(x)∂µ∂ν ]T µν(x), with respect to a componentT σλ(x′)
is (1/2)[aµν(x) + b(x)∂µ∂ν ](δσ

µδλ

ν + δλ

µδσ

ν)δ4(x, x′), where aµν(x), b(x), for example, depend

x, and not (1/2)aµν(x)(δσ

µδλ

ν + δλ

µδσ

ν)δ4(x, x′) as one may naïvely assume by, a priori, imposing

a conservation law. Also, as mentioned above, the present method, based on the functional differential

treatment, as applied to non-abelian gauge theories such as QCD [6,7] leads automatically to the presence

of the FP determinant modifying naïve Feynman rules. The physical relevance of such a factor is important

as its omission would lead to a violation of unitarity. For the convenience of the reader we briefly review,

before closing the concluding section, on how the FP determinant arises in the functional differential

treatment [6,7].

Consider, for simplicity of the demonstration, the non-abelian gauge theory with Lagrangian density

L = −
1

4
Ga

µν
Gµν

a
+ Jµ

a
Aa

µ
, (28)
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where Jµ

a
is an external source taken, a priori, not to be conserved. Here

Ga

µν
= ∂µAa

ν
− ∂νAa

µ
+ gof

abcAb

µ
Ac

ν
. (29)

We work in the Coulomb gauge. The gauge field propagator, in analogy to the graviton one in (24), (25), is

given by

D
µν

ab
= δab[g

µν −
(∂µ∂ν + Nµ∂ν∂0 + Nν∂µ∂0)

∂
2

]
1

(−2− iε)
(30)

with k = 1, 2, 3.
The quantum dynamical principle states that

∂

∂go

〈0+ |0−〉 = i 〈0+|

∫

(dx)
∂

∂go

L (x) |0−〉 , (31)

where, with k = 1, 2, 3,

∂

∂go

L (x) = −fabcAb

k
(Ac

0
Gk0

a
+

1

2
Ac

l
Gkl

a
) (32)

andGkl

a
may be expressed in terms of independent fields, that is, forwhich the canonical conjugatemomenta

do not vanish. On the other hand,Gk0

a
depends on the dependent field A0

a
. By using the identity

(−i)
δ

δJ
µ

a (x′)
〈0+|O(x) |0−〉 = 〈0+| (A

a

µ
(x′)O(x))+ |0−〉 − i 〈0+|

δ

δJ
µ

a (x′)
O(x) |0−〉 (33)

for an operator O(x), where (. . .)+ denotes the time-ordered product, and the functional derivative

δO(x)/δJµ

a
(x′) in the second term on the right-hand side of (33) is taken by keeping the independent

fields and their canonical conjugate kept fixed in O(x), after the latter is expressed in terms of these fields,
together, possibly, in terms of the dependent fields and the external current [7,10].

From the Lagrangian density in (28), the following relation follows

Gk0

a
= πk

a
− ∂kDabJ

0

b
(34)

as a matrix equation, where πk

a
denotes the canonical conjugate momentum of Ak

a
, and Dab is the Green

operator satisfying

[

δac∂2 + gof
abcAb

k
∂k

]

Dcd(x, x′; go) = δ4(x, x′)δad . (35)

Accordingly, with, a priori, non-conserved Jµ

a
(x′), we may vary each of its components independently to

obtain from (34)

δ

δJ
µ

a (x′)
Gk0

a
(x) = −δµ

0∂kDac(x, x′; go) . (36)

Hence from (32), (33), and (36), we may write

〈0+|
∂

∂go

L (x) |0−〉 =

[

(

∂

∂go

L

)

′

+ if bcaA′b
k
∂kD′ac(x, x; go)

]

〈0+ |0−〉 , (37)

where the primes mean to replace Ac

µ
(x) in the corresponding expressions by the functional differential

operator (−i)δ/δJµ

c
(x).
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Clearly, upon an elementary integration over go in (31) by using, in the process, (37) and the equation

forDac in (35), we obtain the FP determinant

exp Tr ln

[

1− igo

1

∂2
A′

k
∂k

]

(38)

as amultiplicativemodifying differential operating factor in 〈0+ |0−〉. For additional related details see [6,7]
and also for further generalizations of the occurrence of such factors in field theory.

It is interesting to extend such analyses [6,7], aswell as of gauge transformations [6], and covariance [13],

to theories involving gravity. Thiswould be exponentiallymuch harder to do andwill be attempted in further

investigations. In this regard, our ultimate interest is in aspects of renormalizability [14] and rules for physical

applications that would follow from our, a priori, systematic analysis carried out at the outset, in a quantum

setting with the newlymodified propagator, by a functional differential treatment, in the presence of external

sources, to generate non-linearities in gravitation and interactions with matter.
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After establishing the positivity constraint and spin content of the theory for gravitons interacting with a
necessarily, and a priori, non-conserved external energy-momentum tensor, the expectation value formal-
ism of the theory is developed at finite temperature in the functional differential treatment of quantum field
theory. The necessity of having, a priori, a non-conserved external energy-momentum tensor is an obvious
technical requirement so that its respective ten components may be varied independently in order to gener-
ate expectation values and non-linearities in the theory. The covariance of the induced Riemann curvature
tensor, in the initial vacuum, is established even for the quantization in a gauge corresponding only to two
physical states of the gravitons as established above. As an application, the induced correction to the metric
and the underlying geometry is investigated due to a closed string arising from the Nambu action as a solu-
tion of a circularly oscillating string as, perhaps, the simplest generalization of a limiting point-like object.
Finally it is discussed on why the geometry of spacetime may, in general, depend on temperature due to
radiative corrections and its physical significance is emphasized.
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1 Introduction

The graviton propagator [1–6] plays a central role in the quantum field theory treatment of gravitation. It

mediates the gravitational interaction between all particles to the leading order in the gravitational cou-

pling constant. It is well known that in the functional differential formalism of quantum field theory,

pioneered by Schwinger [7], functional derivatives (e.g., [7–12]) are taken of the so-called vacuum-to-

vacuum transition amplitude 〈0+ |0−〉 with respect to external sources, via the application, in the process,

of the quantum dynamical (action) principle (e.g., [8, 11, 12]) to generate non-linearities (interactions) in

the theory and n-point functions leading finally to transition amplitudes for various physical processes.

[For a recent modern and a detailed derivation of the quantum dynamical principle see [12].] For higher

spin fields such as the electromagnetic vector potential Aµ, the gluon field Aµ

a
, and, of course, the grav-

itational field hµν , the respective external sources Jµ, Ja

µ
, Tµν , coupled to these fields, cannot a priori

taken to be conserved so that their respective components may be varied independently in the functional

differentiations process. A problem that may arise otherwise, may be readily seen from a simple example

given in [1]: The functional derivative of an expression like [aµν(x) + b(x)∂µ∂ν ]T µν(x), with respect to

T σλ(x′) is (1/2)[aµν(x) + b(x)∂µ∂ν ](δσ

µδλ

ν + δλ

µδσ

ν)δ4(x, x′), where aµν(x), b(x), for example,

depend on x, and not (1/2)aµν(x)(δσ

µδλ

ν + δλ

µδσ

ν)δ4(x, x′) as one may naı̈vely assume by, a priori,

∗ Corresponding author E-mail: manoukian eb@hotmail.com
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imposing a conservation law on T µν(x) prior to functional differentiation. The consequences of relaxing

the conservation of the such external sources are highly non-trivial. For one thing the corresponding field

propagators become modified. Also they have led to the rediscovery [8,9] of Faddeev-Popov (FP) [13]-like

factors in non-abelian gauge theories [8, 9] and the discovery of even further generalizations [9] of such

factors, directly from the functional differential treatment, via the application of the quantum dynamical

principle [12], in the presence of external sources, without making an appeal to path integrals, without us-

ing symmetry arguments which may be broken, and without even going into the well known complicated

structures of the underlying Hamiltonians. An account of this procedure, which is also pedagogical, was

given in the concluding section of [1] for the convenience of the reader and needs not to be repeated.

For higher spin fields, the propagator and time-ordered product of two fields do not, in general, co-

incide as the former includes so-called Schwinger terms which, in general, lead to a simplification for

the propagator over the time-ordered one. This is well known for spin 1 and is also true for the graviton

propagator [1]. Let hµν denote the gravitational field. We work in a gauge

∂ih
iν = 0, (1.1)

where i = 1, 2, 3; ν = 0, 1, 2, 3, which, as established in Sect.3, guarantees that only two states of polar-

ization occur for the graviton even with a non-conserved external source Tµν in the theory.

If we denote the vacuum-to-vacuum transition amplitude for the interaction of gravitons with the exter-

nal source Tµν by 〈0+ |0−〉
T

, then the propagator of the gravitational field is defined by

∆µν;σλ

+
(x, x′) = i

(

(−i)
δ

δTµν(x)
(−i)

δ

δTσλ(x′)
〈0+ |0−〉

T

)

/

〈0+ |0−〉
T

, (1.2)

in the limit of the vanishing of the external source Tµν . In more detail we may rewrite (1.2) as

∆µν;σλ

+
(x, x′) = i

〈

0+

∣

∣

∣

(

hµν(x)hσλ(x′)
)

+

∣

∣

∣
0−

〉

T

〈0+ |0−〉
T

+

〈

0+

∣

∣

∣

∣

δ

δTµν(x)
hσλ(x′)

∣

∣

∣

∣

0−

〉

T

〈0+ |0−〉
T

(1.3)

in the limit of vanishing Tµν , where the first term on the right-hand side, up to the i factor, denotes the

time-ordered product. In the second term, the functional derivative with respect to Tµν(x) is taken by

keeping the independent field components of hσλ(x′) fixed. The dependent field components depend on

the external source and lead to extra terms on the right-hand side of (1.3) in addition to the time-ordered

product and may be referred to as Schwinger terms. For a detailed derivation of the general identity in

(1.3) is given in [12] (see also [11]). It is the propagator ∆µν;σλ

+
that appears in this formalism and not the

time-ordered product. The propagator ∆µν;σλ

+
(x, x′) has been derived in [1] and will be elaborated upon in

Sect. 2. It includes 30 terms in contrast to the well known one involving only 3 terms when a conservation

law of Tµν is imposed. The positivity constraint of the vacuum persistence probability | 〈0+ |0−〉 |
2 ≤ 1, as

well as the correct spin content of the theory is established in Sect.3 for, a priori, non-conserved external

energy-momentum tensor.

The expectation value formalism, pioneered by Schwinger [14], also known as the closed-time path

formalism, in quantum field theory has been a useful tool in performing expectation values without first

evaluating transition amplitudes. For a partial list of studies of the expectation value formalism, the reader

may refer to [15,16] in the functional differential formalism. See also related work in [17–20] emphasizing

on non-equilibrium phenomenae and [21–23] emphasizing Feynman path integrals.

In order to study gravitational effects such as the induced geometry due to external sources and even due

to fluctuating quantum fields, the expectation value formalism turns out to be of practical value. In Sect. 4,

we develop the expectation value formalism for gravitons interacting with an external energy-momentum

tensor Tµν at finite temperature with a priori not conserved Tµν , so that variations with respect to its ten
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components may be varied independently in order to generate expectation values. After all the relevant

functional differentiations with respect to Tµν are carried out, the conservation law on Tµν may be then

imposed. We establish the covariance of the induced Riemann curvature tensor, in the initial vacuum, due to

the external source, in spite of the quantization carried out in a gauge which ensures only two polarization

states for the graviton. As an application, we investigate the induced correction to the metric and the

underlying geometry due a closed string arising from the Nambu action (e.g., [24–26]) as a solution of a

circularly oscillating string [27–30] as, perhaps, the simplest generalization of a limiting point-like object.

Finally, it is discussed on why the geometry of spacetime may, in general, depend on temperature due

to radiative corrections and its physical significance is emphasized. The Minkowski metric is denoted by

[ηµν ]=diag[-1,1,1,1], and we use units such that ~ = 1, c = 1.

2 Graviton propagator and vacuum-to-vacuum transition amplitude

The action for the gravitational field hµν coupled to an external energy-momentum tensor source Tµν is

taken to be

A =
1

8πG

∫

(dx)L (x) +

∫

(dx)hµν(x)Tµν(x), (2.1)

with

L = −
1

2
∂αhµν∂αhµν +

1

2
∂αhσ

σ∂αhβ

β − ∂αhαµ∂µhσ

σ

+
1

2
∂αhαν∂βhβν +

1

2
∂αhµ

ν∂µhαν , (2.2)

and G is Newton’s gravitational constant. The action part
∫

(dx)L is invariant under gauge transformations

hµν(x) → hµν(x) + ∂µξν(x) + ∂νξµ(x) + ∂µ∂νξ(x), (2.3)

As mentioned above the external energy-momentum tensor Tµν is, a priori, taken to be not conserved

so that variations of its respective ten components may be varied independently - a necessary technical

requirement. Details on dependent fields due to the gauge constraints are spelled out in [12] as well as

in [1].

The vacuum-to-vacuum transition amplitude is then given by [1]

〈0+ |0−〉
T

= exp

[

4πGi

∫

(dx)(dx′)Tµν(x)∆µν;σλ

+
(x, x′)Tσλ(x′)

]

, (2.4)

(dx) = dx0dx1dx2dx3. (2.5)

Here we note that the exponent is scaled by the factor 8πG to satisfy the boundary condition that the

gravitational attraction of two widely separated static sources is given by Newton’s law [2]. The graviton

propagator ∆µν;σλ

+
(x, x′) contains 30 terms and not only just the first 3 terms as may be naı̈vely expected,

and is given by

∆µν;σλ

+
(x, x′) =

∫

(dk)

(2π)4
eik(x−x

′
)

[

∆µν;σλ

1
(k)

k2 − iε
+

∆µν;σλ

2
(k)

k2

]

, (2.6)
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ε → +0, where (dk) = dk0dk1dk2dk3, k2 = k2 − k0
2

, and

∆µν;λσ

1
(k) =

(ηµληνσ + ηµσηνλ − ηµνησλ)

2

+
1

2k2

[

ηµνkσkλ + ησλkµkν − ηνσkµkλ − ηνλkµkσ

− ηµσkνkλ − ηµλkνkσ +
kµkνkσkλ

k2

]

−
1

2

(

ηµν +
kµkν

k2

)

(

Nσkλ + Nλkσ

k2

)

k0

−
1

2

(

ησλ +
kσkλ

k
2

)

(

Nνkµ + Nµkν

k
2

)

k0

+
1

2

[

ηνσ(Nµkλ + Nλkµ) + ηνλ(Nµkσ + Nσkµ)

+ ηµσ(Nνkλ + Nλkν) + ηµλ(Nνkσ + Nσkν)
] k0

k2

+
kµkν

k2
NσNλ +

kσkλ

k2
NµNν , (2.7)

∆µν;λσ

2
(k) =

kµkν

k2
NσNλ +

kσkλ

k2
NµNν . (2.8)

Here (Nµ) = (ηµ

0) = (1, 0, 0, 0). The iε factor in (2.6) corresponds to the Schwinger-Feynman boundary

condition.

It is far from obvious that with a non-conserved energy-momentum tensor, the vacuum-to-vacuum am-

plitude 〈0+ |0−〉 in (2.4) satisfies the positivity constraint | 〈0+ |0−〉 |
2 ≤ 1. This together with the correct

spin content of the theory is established in the next section.

3 Positivity constraint and spin content

We rewrite the vacuum-to-vacuum transition amplitude 〈0+ |0−〉 in (2.4) as

〈0+ |0−〉
T

= exp

[

4πGi

∫

(dx)Tµν(x)Hµν(x)

]

, (3.1)

with

TµνHµν = T00H
00 + 2T0iH

0i + TijH
ij , (3.2)

i, j = 1, 2, 3, and we may infer from Eq.(13) in [1] that

H00 = −
1

∂2

[

T 00 +
T

2
−

1

2∂2

(

∂0∂0T00 + ∂i∂jTij

)

]

, (3.3)

T = Tii − T00, and H00 is real. Also from Eq.(12) in [1], we may infer that

H0i = −
1

∂2

[

δ
ij −

∂i∂j

∂2

]

T0j , (3.4)

c© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.fp-journal.org



209

Fortschr. Phys. (2008) 5

which is again real. That is,

exp

[

4πGi

∫

(dx)
(

T00(x)H00(x) + 2T0i(x)H0i(x)
)

]

(3.5)

is a phase factor.

On the other hand, we may infer from Eq.(17) in [1] that

Hij =
1

(−2− iε)
Aij,lmTlm −

1

2

1

∂2

(

δ
ij −

∂i∂j

∂2

)

T00, (3.6)

and the second term above involving T00 is real, while Aij,lm is given by

Aij,lm =
(δil

δ
jm + δ

im

δ
jl − δ

ij

δ
lm)

2
−

1

2∂2

[

∂i∂l

δ
jm + ∂i∂m

δ
jl + ∂j∂l

δ
im + ∂j∂m

δ
il

+ ∂i∂j

δ
lm − δ

ij

∂l∂m −
∂i∂j∂l∂m

∂2

]

, (3.7)

where i, j, l, m = 1, 2, 3.

Accordingly, from (3.1), (3.5)-(3.7), we may rewrite

〈0+ |0−〉
T = eiG[T ] exp

[

4πGi

∫

(dx)Tij(x)
1

(−2− iε)
Aij,lmTlm(x)

]

, (3.8)

where exp iG[T ] is a phase factor.

By using the facts that the reality of Tij(x) implies that Tij(k)∗ = Tij(−k), where (kµ) = (k0,k), and

the identity

i

2

(

1

k2 − iε
−

1

k2 + iε

)

= −πδ(k2) = −
π

|k|

[

δ(k0 − |k|) + δ(k0 + |k|)
]

(3.9)

for ε→ +0, in the sense of distributions, we obtain that

∣

∣

∣
〈0+ |0−〉

T

∣

∣

∣

2

= exp

[

−8πG

∫

dωkT ∗
ij

(k)Bij,lm(k)Tlm(k)

]

, (3.10)

where now k0 = +|k|, dωk = d3k/(2π)32|k|, and

Bij,lm(k) =
1

2

[

(δil −
kikl

k
2

)(δjm −
kjkm

k
2

) + (δim −
kikm

k
2

)(δjl −
kjkl

k
2

)

− (δij −
kikj

k2
)(δlm −

klkm

k2
)

]

, (3.11)

with i, j, l, m = 1, 2, 3 as before.

For a given 3-vector k, we introduce two orthonormal complex 3-vectors e+, e−,

e+ · e
∗

+
= 1 = e− · e

∗

−
, e+ · e

∗

−
= 0 (3.12)

such that k/|k|, e+, e− constitute three mutually orthonormal vectors. That is, in addition to the conditions

in (3.12),

k · e+ = 0, k · e− = 0 (3.13)
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Upon writing

k = |k|(cos φ sin θ, sin φ sin θ, cos θ) (3.14)

we may set

e+ =
1
√

2
(cosφ cos θ − i sin φ, sin φ cos θ + i cosφ,− sin θ), (3.15)

e− =
1
√

2
(cosφ cos θ + i sinφ, sin φ cos θ − i cosφ,− sin θ), (3.16)

and note that

e− = e∗
+

. (3.17)

The above allows us to introduce the completeness relation

δ
ij =

∑

λ=±

ei

λ
e
∗j

λ
+

kikj

|k|2

=
∑

λ=±

ei∗

λ
e

j

λ
+

kikj

|k|2
. (3.18)

In turn, we may define polarization 3x3 tensors by

e
ij

λσ
=

1

2

[

ei

λ
ej∗

σ
+ ei∗

σ
e

j

λ
− δλσei

α
ej∗

α

]

(3.19)

with λ, σ, α = ±, and a summation over the repeated index α is assumed, and note that after some algebra,

Bij,lm in (3.11) may be rewritten as

Bij,lm =
∑

λ,σ=±

e
ij

λσ
e∗lm

λσ
, . (3.20)

Using, in the process, (3.19), we note that

e
i j

++
= 0, e

i j

−−
= 0, (3.21)

and

e
i j

+−
= ei

+
e

j

+
≡ ε

ij

+
, (3.22)

e
i j

−+
= ei

−
e

j

−
≡ ε

ij

−
(3.23)

thus defining the two 3x3 tensors ε
ij

+
, ε

ij

−
, and rewrite (3.20) as

Bij,lm =
∑

λ=±

ε
ij

λ
εlm

∗

λ
. (3.24)

From (3.10), (3.11), (3.24), we conclude that

∣

∣

∣
〈0+ |0−〉

T

∣

∣

∣

2

= exp



−8πG

∫

dωk

∑

λ=±

(

T ∗
ij

ε
ij

λ

) (

εlm∗

λ
Tlm

)



 ≤ 1 (3.25)
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with equality holding in the limit of vanishing Tµν , thus establishing the underlying positivity constraint, as

well as the correct spin content of the theory with the graviton having only two polarization states described

by ε
ij

+
, ε

ij

−
for a theory with, in general, a not necessarily conserved external energy-momentum tensor.

The scalar product in (3.25) may be rewritten from (3.24) as follows
∫

dωk

∑

λ=±

(T ∗
ij

ε
ij

λ
)(εlm∗

λ
Tlm) =

∫

dωkT ∗
ij

Bij,lmTlm

=

∫

(dx)(dx′)Tµν(x)Cµν,σρ(x, x′)Tσρ(x
′), (3.26)

where

Cµν,σρ(x, x′) =

∫

dωkeik(x−x
′
)πµν,σρ(k), (3.27)

πµν,σρ(k) =
1

2
(βµσβνρ + βµρβνσ − βµνβσρ) , (3.28)

βµν(k) =

[

ηµν −
kµkν

(Nk)2
−

Nµkν

(Nk)
−

Nνkµ

(Nk)

]

, (3.29)

Nk = Nαkα = −k0 = −|k|. (3.30)

4 Gravitons and expectation value formalism at finite temperature

For book-keeping purposes, we use the notation

√
8πG εlm∗

λ
Tlm(k) ≡ S(k, λ), (4.1)

and conveniently introduce a discrete notation [2, 31] for the momentum variable k by writing, in the

process, (k, λ) ≡ r for these pairs of variables and in turn use the notation Sr for S(k, λ). A scalar product

as in (3.25) then becomes simply replaced as follows:

8πG

∫

dωk

∑

λ=±

(

T ∗
ij

ε
ij

λ

)(

εlm∗

λ
Tlm

)

→
∑

r

S∗
r
Sr . (4.2)

With the above notation, and for any two, a priori, independent, not necessarily conserved, sources T 1

µν
,

T 2

µν
, we introduce the functional

F [T 1, T 2] =
∑

N

∑

N1+N2+...=N

〈0− |N ; N1, N2, ...〉
T

2

〈N ; N1, N2, ... |0−〉
T

1

, (4.3)

where N denotes number of gravitons, N1 of which have momentum-polarization index r1, and so on,

with 〈N ; N1, N2, . . . |0−〉
T

1

denoting the amplitude that these N gravitons are emitted by the source T 1,

and is given by

〈N ; N1, N2, ... |0−〉
T

1

= 〈0+ |0−〉
T

1 (iS1

r1
)N1

√
N1!

(iS1

r2
)N2

√
N2!

... . (4.4)

The expression for the functional F [T 1, T 2] may be summed exactly by using, in the precess, (4.4), to

give

F [T 1, T 2] =
(

〈0+ |0−〉
T

2
)

∗
(

〈0+ |0−〉
T

1
)

exp

[

8πG

∫

dωk

∑

λ=±

(

T ∗2
ij

ε
ij

λ

)

×
(

εlm∗

λ
T 1

lm

)

]

, (4.5)
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where we have restored the integration signs. From (4.3), we realize that for the special case that T 1

µν
and

T 2

µν
are equal, we have by unitarity

F [T, T ] = 〈0− |0−〉
T

= 1 , (4.6)

which also follows readily from (4.5) and the left-hand side equality in (3.25).

In the expression for F [T 1, T 2], we write T 1 = T1 + T ′
1
, T 2 = T2 + T ′

2
, where T ′

1
is switched on

after T1 is switched off, and T ′
2

is switched on after T2 is switched off, to obtain from (4.3) and (4.5),

respectively,

F [T1 + T ′
1
, T2 + T ′

2
] =

∑

(N)

〈0− |N ; N1, N2, . . .〉
T2+T

′

2 〈N ; N1, N2, . . . |0−〉
T1+T

′

1

=
∑

(N),(M)

〈0− |N ; N1, N2, . . .〉
T2 〈N ; N1, N2, . . . |M ; M1, M2, . . .〉

T
′

2
,T

′

1

× 〈M ; M1, M2, . . . |0−〉
T1 , (4.7)

where

〈N ; N1, N2, . . . |M ; M1, M2, . . .〉
T

′

2
,T

′

1 =
∑

(L)

〈N ; N1, N2, . . . |L; L1, L2, . . .〉
T

′

2

× 〈L; L1, L2, . . . |M ; M1, M2, . . .〉
T

′

1 , (4.8)

with
∑

(N)
denoting a sum over non-negative integers N, N1, N2, . . . such that N1 + N2 + . . . = N , and

similarly for
∑

(M)
,
∑

(L)
, and

F [T1 + T ′
1
, T2 + T ′

2
] = F [T ′

1
, T ′

2
] exp[S∗

2
S1]

(

〈0+ |0−〉
T2

)

∗
(

〈0+ |0−〉
T1

)

× exp[S∗
2
(S′

1
− S′

2
)] exp[−(S

′
∗

1
− S

′
∗

2
)S1] , (4.9)

where the scalar product S∗
2
S1, for example, is defined as on the right-hand side of (4.2) with a sum

over r. Upon comparison of the two equivalent expressions for F [T1 + T ′
1
, T2 + T ′

2
] in (4.7) and (4.9),

we obtain, in particular, for the diagonal term 〈N ; N1, N2, . . . |N ; N1, N2, . . .〉
T

2
,T

1

, valid for any two, a

priori, independent and not necessarily conserved sources T 1

µν
, T 2

µν
, the expression:

〈N ; N1, N2, . . . |N ; N1, N2, . . .〉
T

2
,T

1

= (N1!N2! · · · )F [T 1, T 2]

×
∑

∗

∏

i

[

−(S1∗

ri
− S2∗

ri
)(S1

ri
− S2

ri
)
]

Ni−mi

mi![(Ni −mi)!]2
. (4.10)

where
∑

∗

stands for a summation over all non-negative integers m1, m2, . . . such that 0 ≤ mi ≤ Ni,

i = 1, 2, . . ..

We now perform a thermal average [16] of 〈N ; N1, N2, . . . |N ; N1, N2, . . .〉
T

2
,T

1

by multiplying, in the

process, the latter by the Boltzmann factor
∏

i
(exp−β|ki|) and summing over (N), where β = 1/Kτ ,

and we have used the notation K for the Boltzmann constant and τ for temperature in order not to confuse

it with the trace T of an energy-momentum tensor. This gives the statistical thermal average:

F [T 1, T 2; τ ] = F [T 1, T 2; 0] exp



−8πG

∫

dωk

∑

λ=±

(T 1∗

ij
− T 2∗

ij
)εij

λ
εlm∗

λ
(T 1

lm
− T 2

lm
)

(eβ|k| − 1)



 . (4.11)
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In particular, we note from (4.5), (4.6), (4.11) that for the special case that T 1

µν
, T 2

µν
are identical, we

have the consistent normalization condition

F [T, T ; τ ] ≡ 1. (4.12)

We also verify directly from (4.11) that

F [T 1, T 2; 0] = F [T 1, T 2], (4.13)

as expected.

As we have not imposed conservation laws on T 1

µν
, T 2

µν
, we may vary each of their respective ten com-

ponents independently to obtain from the quantum dynamical principle [7, 12, 14] as applied, respectively,

and in the process to 〈L; L1, . . . |M ; M1, . . .〉
T

1

and 〈N ; N1, . . . |L; L1, . . .〉
T

2

in (4.8) with T ′
1
, T ′

2
in it

replaced by T 1, T 2, the thermal average 〈hµν(x)〉T
τ

of the gravitational field

〈hµν(x)〉
T

τ
= (−i)

δ

δT 1
µν

(x)
F [T 1, T 2; τ ]

∣

∣

∣

∣

T
1=T

2=T

= (i)
δ

δT 2
µν

(x)
F [T 1, T 2; τ ]

∣

∣

∣

∣

T
1=T

2=T

, (4.14)

generalizing the expression for 〈0−|h
µν(x) |0−〉

T

given by

〈0− |h
µν(x)|0−〉

T

= (−i)
δ

δT 1
µν

(x)
F [T 1, T 2]

∣

∣

∣

∣

T
1=T

2=T

= (i)
δ

δT 2
µν

(x)
F [T 1, T 2]

∣

∣

∣

∣

T
1=T

2=T

, (4.15)

from zero to finite temperature.

From (4.11), (4.5), (3.26), the generating functional F [T 1, T 2; τ ] may be rewritten as

F [T 1, T 2; τ ] = (〈0+ |0−〉
T

2

)∗(〈0+ |0−〉
T

1

)

× exp

[

8πG

∫

(dx)(dx′)T 2

µν
(x)Cµν,σρ(x, x′)T 1

σρ
(x′)

]

× exp

[

−8πG

∫

(dx)(dx′)(T 1

µν
(x) − T 2

µν
(x))Dµν,σρ(x, x′; τ)(T 1

σρ
(x′)− T 2

σρ
(x′))

]

, (4.16)

where Cµν,σρ(x, x′) is defined in (3.27), and

Dµν,σρ(x, x′; τ) =

∫

dωkeik(x−x
′
)

πµν,σρ(k)

(e−β(Nk) − 1)
, (4.17)

Nk = Nαkα = −k0 = −|k|, where πµν,σρ(k) is given in (3.28).

We note that the temperature dependence occurs only in the last exponential in (4.16) through

Dµν,σρ(x, x′; τ). We eventually set T 1

µν
= T 2

µν
after the relevant functional differentiations with respect

to these sources are taken. For τ → 0, the last exponential in (4.16) is equal to one, giving the relation in

(4.13).
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5 Covariance of the induced Riemann curvature tensor

The thermal average
〈

hµν(x)
〉

T

τ

may be obtained from (4.14), (4.16) to give

〈

hµν(x)
〉

T

τ

= 8πGi

∫

(dx′)T σρ(x′)

∫

dωkπµν,σρ(k)eik(x−x
′
)

− 8πGi

∫

(dx′)T σρ(x′)

∫

dωkπσρ,µν(k)eik(x
′
−x)

= −16πG

∫

(dx′)T σρ(x′)

∫

dωk sink(x− x′)πµν,σρ(k)

≡
〈

0−
∣

∣hµν(x)
∣

∣0−
〉

T

(5.1)

for x0 > x′0, where after the functional differentiation was carried out with respect to, say, T 1µν , we have

set T 2µν = T 1µν = T µν . We learn that the above expectation value is independent of temperature in the

leading linearized theory as a consequence of the fact that the exponent in the last exponential in (4.16)

does not contribute if a single functional differentiation w.r.t. T 1µν is carried out and then by finally setting

T 2

µν
− T 1

µν
= 0. Radiative corrections and explicit temperature dependence will be discussed in Sect. 7.

In more detail, we may rewrite (5.1) as:

〈

0−
∣

∣hµν(x)
∣

∣0−
〉

T

=

{

8πGi

∫

dωkeikx

[

Tµν(k)−
ηµν

2
T (k)

]

+ c.c.

}

+ ∂µξν(x) + ∂νξµ(x) + ∂µ∂νξ(x) (5.2)

ξµ(x) =

{

4πG

∫

dωkeikx
NµT − 2Tµ

σNσ

(Nk)
+ c.c.

}

(5.3)

ξ(x) =

{

4πG

i

∫

dωkeikx
T + 2T νσNνNσ

(Nk)2
+ c.c.

}

(5.4)

and ∂µξν + ∂νξµ + ∂µ∂νξ are the so-called gauge terms (see (2.3)) and are non-covariant depending on

the vector Nµ. Also in this section, since we are not carrying out further functional differentiations with

respect to the sources we have finally imposed the conservation law ∂µT µν = 0 in (5.2).

The induced Riemann curvature tensor in the leading theory is given by

〈

0−
∣

∣Rµνσλ(x)
∣

∣0−
〉

T

=
〈

0−
∣

∣∂µ∂σhνλ + ∂ν∂λhµσ − ∂µ∂λhνσ − ∂ν∂σhµλ

∣

∣0−
〉

T

(5.5)

By substituting the expression (5.2) in (5.5), we see that all the terms depending on ξµ, ξ cancel in the

induced Riemann curvature tensor
〈

0−
∣

∣Rµνσλ(x)
∣

∣0−
〉

T

thus establishing its covariance. This means that

one may restrict
〈

0−
∣

∣hµν(x)
∣

∣0−
〉

T

to its covariant gauge-independent part

〈

0−
∣

∣hµν(x)
∣

∣0−
〉

T

=

{

8πGi

∫

dωkeikx[Tµν(k)−
ηµν

2
T (k)] + c.c.

}

≡ ho

µν
(x) (5.6)

in applications. The expression for the latter may be further simplified to

ho

µν
(x) =

{

8πGi

∫

(dx′)

∫

dωkeik(x−x
′
)[Tµν(x′)−

ηµν

2
T (x′)] + c.c.

}

(5.7)

The k-integration as well as the x0
′

-one may be explicitly carried out leading to

ho

µν
(x) = 2G

∫

d3x′

|x− x′|
[Tµν(x0 − |x− x′|,x′)−

ηµν

2
T (x0 − |x− x′|,x′)]. (5.8)

c© 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.fp-journal.org



215

Fortschr. Phys. (2008) 11

6 The induced correction to the metric: Application to a Nambu string

The metric of spacetime to the leading contribution in our notation here is defined [2] by

gµν(x) = ηµν + 2ho

µν
(x), (6.1)

with the 2 factor, where ho

µν
(x) is given in (5.8). The leading contribution to the inverse gµν is then given

by gµν = ηµν − 2hoµν .

We investigate the contribution to the metric, the induced geometry and corresponding spacetime mea-

surements due to a string. The dynamics of the string is described as follows. The trajectory of the string

is described by a vector function R(σ, t), where σ parametrizes the string. The equation of motion of the

closed sting considered is taken to be

∂2

∂t2
R(σ, t) −

∂2

∂σ2
R(σ, t) = 0, (6.2)

with constraints

∂tR · ∂σR = 0, (∂tR)2 + (∂σR)2 = 1, R(σ +
2π

ω
, t) = R(σ, t), (6.3)

for a constant ω. The general solution to (6.2), (6.3) is given by

R(σ, t) =
1

2
[Φ(σ − t) + Ψ(σ + t)], (6.4)

where Φ,Ψ, in particular, satisfy the normalization conditions (∂σΦ)2 = (∂σΨ)2 = 1. For the system

(6.2)-(6.4), we consider a solution of the form [27–30]

R(σ, t) = (cos ωσ, sin ωσ, 0)
sin ωt

ω
(6.5)

describing a radially oscillating circular string in a plane. The general expression for the energy-momentum

tensor of the string is given by

T µν(x) =
Mω

2π

∫

2π/ω

0

dσ(∂tR
µ∂tR

ν − ∂σRµ∂σRν)δ3(r −R(σ, t)), (6.6)

where R0 = t, r = r(cos φ, sin φ, 0), and M provides a mass scale. The various components of the

energy-momentum tensor are worked out to be [27–30]

T 00 =
M

2πr
δ

(

r −
| sin ωt|

ω

)

δ(z), (6.7)

T 0i =
M

2πr
(cosφ, sin φ, 0)δ

(

r −
| sinωt|

ω

)

δ(z) cosωt sgn(sin ωt), (6.8)

T 11 =
M

2πr
δ

(

r −
| sin ωt|

ω

)

δ(z)[cos2 ωt− sin2 φ], (6.9)

T 12 =
M

2πr
δ

(

r −
| sin ωt|

ω

)

δ(z)
sin 2φ

2
, (6.10)

T 22 =
M

2πr
δ

(

r −
| sin ωt|

ω

)

δ(z)[cos2 ωt− cos2 φ], (6.11)
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T µ3 = 0 , (6.12)

where sgn(α) = ±1 for α ≷ 0 is the sign function, i = 1, 2, 3.

We note the normalization condition
∫

d3xT 00(x) = M. (6.13)

Also for the trace T µ

µ(x) of the energy-momentum tensor we have

T = −
M

πr
δ

(

r −
| sin ωt|

ω

)

δ(z) sin2 ωt. (6.14)

It is most interesting to consider spacetime measurements along the most symmetrical direction in the

problem, that is, along the z − (x3−) axis perpendicular to the plane of oscillations. Before doing so, we

note that in the plane of oscillations of the string, gφφ cannot be a function of φ by symmetry. Also no

cross term grφ can occur in this plane, i.e., grφ = 0. The metric contributions hrr, h00, in the plane of

oscillations, are readily obtained. To this end (5.8), (6.7)-(6.12), (6.14) lead for r � 1/ω

2h11(x) '
4G

r

∫

d3x′

[

T11(x
0 − r,x′)−

T (x0 − r,x′)

2

]

=
2GM

r

' 2h22(x), h12 ' 0 , (6.15)

where 1/ω is the maximum radial extension of the string. Using the identity hrr = cos2 φh11+sin2 φh22+
sin 2φh12, it leads to

grr '

(

1 +
2GM

r

)

. (6.16)

On the other hand,

2h00(x) '
4GM

r

∫

d3x′

[

T00(x
0 − r,x′) +

T (x0 − r,x′)

2

]

=
4GM

r
cos2 ω(t− r) (6.17)

or

g00(x) ' −

(

1−
4GM

r
cos2 ω(t− r)

)

, (6.18)

where we recall that the Minkowski metric is taken to be [ηµν ]=diag[-1,1,1,1].

For an observer at a fixed r � 1/ω in the plane of oscillations of the string, then time slows down by a

factor

1

(T2 − T1)

∫

T2

T1

√
−g00dt = 1−

GM

r

{

1 + cosω(T1 + T2 − 2r)
sin ω(T2 − T1)

ω(T2 − T1)

}

(6.19)

relative to a time lapsed of length (T2 − T1) in empty space.

For spacetime measurements along the z-axis, we have explicitly

2ho

33
(x) = 4GM

∫

∞

0

dr′
√

r′2 + z2
δ

(

r′ −
| sinω(t−

√
r′2 + z2)|

ω

)

r′2ω2. (6.20)
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Again, since r′ does not exceed 1/ω, we have for an observer at |z| � 1/ω

g33(x) ' 1 +
4GM

|z|
sin2 ω(t− |z|), (6.21)

showing an interesting oscillatory behaviour in the space metric with a relative expansion of length.

Similarly, we obtain

g00(x) ' −

(

1−
4GM

|z|
cos2 ω(t− |z|)

)

. (6.22)

7 Conclusion

The positivity constraint as well as the spin content of the theory of gravitons interacting with a priori

non-conserved external energy-momentum tensor was established. As emphasized throughout, relaxing

this conservation law is necessary so that variations of the ten components of the energy-momentum tensor

may be varied independently which goes to the heart of the functional differential formalism of quantum

field theory. The expectation value formalism of the theory within the above context was derived at finite

temperature for gravitons. Thermal averages of the generated gravitational field and their correlations may

be then obtained by functional differentiations of the resulting generating functional at finite temperature

which coincide with the corresponding expectation values 〈0−|·|0−〉 at zero temperature. The covariance of

the induced Riemann curvature tensor was established in spite of the gauge constraint which ensures only

two polarization states of the graviton. An application was carried out to determine the induced correction

to the Minkowski metric resulting from a closed string arising from the Nambu action as a solution of a

circularly oscillating string. Radiative corrections play an important role as the induced geometry may, in

general, depend on temperature. Technically, this may be seen as follows. The multiplicative factor in the

generating functional F [T 1, T 2; τ ] in (4.16) depending on temperature is given by

exp

[

−8πG

∫

(dx)(dx′)(T 1

µν
(x)− T 2

µν
(x))Dµν,σρ(x, x′; τ)(T 1

σρ
(x′)− T 2

σρ
(x′))

]

, (7.1)

where Dµν,σρ(x, x′; τ) is defined in (4.17), (3.28)-(3.30). Consider a familiar correction to the leading

order in the Lagrangian density given by hµν(x)
(

τµν + T
(m)

µν ), where τµν , T
(m)

µν are energy-momentum

tensors of the gravitational field and matter, respectively. For example, if T
(m)

µν corresponds to a real scalar

field coupled in turn to an external source K(x), then the multiplicative factor in the corresponding gener-

ating functional of the scalar field depending on temperature is clearly given by

exp

[

−

∫

(dx)(dx′)(K1(x) −K2(x))∆+(x, x′; τ)(K1(x′)−K2(x′))

]

, (7.2)

where

∆+(x, x′; τ) =

∫

d3keik(x−x
′
)

(2π)32
√

k2 + m2

(eβ

√
k2+m

2

− 1)−1, (7.3)

k0 = +
√

k2 + m2, and m is the mass of the scalar field. Now both τµν and T
(m)

µν are quadratic in

their respective fields. To generate the term hµντµν , we then need to functionally differentiate (7.1), say,

with the external source T 1

µν
three times, also additively w.r.t. T 2

µν
according to the quantum dynamical

principle [14–16]. On the other, hand to generate T
(m)

µν , we have to functionally differentiate (7.2) twice

with respect to the external sources K1,2 of the scalar field. Finally to generate the thermal average of
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hµν , we have to functionally differentiate once more w.r.t. T 1

µν
and then set T 1

µν
= T 2

µν
≡ Tµν , and

K1 = K2 ≡ K . That is, all in all, we have an even number of functional differentiations w.r.t. the

corresponding external sources to generate the thermal average
〈

hµν

〉

T

τ

before setting the equality of the

sources just mentioned and thus generate a temperature dependence in
〈

hµν

〉

T

τ

. This is unlike the situation

in the leading order in which we have to differentiate only once w.r.t. T 1

µν
to generate

〈

hµν

〉

T

τ

before

setting T 1

µν
− T 2

µν
= 0, resulting no temperature dependence in the former expression as seen in (5.1).

The study of higher orders, however, requires a detailed analysis of Faddeev-Popov-like factors of the

type discovered in [1, 9], as generated in the functional differential treatment (see Sect.3 in [1, 8, 9], [12])

which would in turn lead to extra vertices coming from the second term on the right-hand side of (1.3)

and its generalizations and complicates matter quite a bit in gravitation. This formidable problem as well

as convergence aspects [32] will be investigated in a future report. Physically, temperature dependence of

the underlying induced geometry is also clear. When we perform a thermal average, we introduce in the

process, a background of gravitons, and in general other particles depending on the matter fields considered.

These particles in turn would then act as additional sources of gravitation contributing to the net induced

gravitational field and this happens only when non-linearities as field interactions are considered, and

corresponding radiative corrections are taken into account.
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