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## CHAPTER I

## INTRODUCTION

Fluid mechanics is a field that seeks to describe the behavior of fluid waves, as understanding these behaviors can aid in predicting fluid motion phenomena. One specific area of fluid dynamics is magnetogasdynamics, which investigates the motion of electrically conducting fluids in a magnetic field. The magnetogasdynamics equations (MGD), also referred to as magnetohydrodynamics equations (MHD), describe various phenomena related to plasma flows, such as plasma confinement, solar, and heliospheric plasma.

The MGD equations in Eulerian coordinates are presented in many books, for example, Kulikovskii and Lyubimov (1965), Landau and Lifshitz (1987), Webb (2018) and many others. However, the study of MGD equations in Lagrangian coordinates has been less successful, with limited publications available in the literature. Thus, there is a need to investigate the MGD equations in Lagrangian coordinates to better understand the principles and develop more models of fluid behavior.

In this thesis, we consider the plane one-dimensional MGD equations of a polytropic gas, which can represent the motion of an MGD fluid. We assume that the fluids are inviscid with infinite electrical conductivity. Additionally, for the one-dimensional case, the magnetic field $\mathrm{H}=\left(H_{1}, H_{2}, H_{3}\right)$ has the property of a constant $H_{1}$. We examine the equations in mass Lagrangian coordinates, aiming to identify a Lagrangian and perform group classification. Our research's objective is to construct conservation laws by applying Noether's theorem (Noether, 1918).

### 1.1 Research Objective

The research objective is to find the general form of a Lagrangian for plane one-dimensional flows of magnetogasdynamics equations, to obtain their group
classification and use them for constructing conservation laws by Noether's theorem.

### 1.2 Scope and Limitations

This project focuses on one-dimensional equations that model the behavior of MGD. We specifically consider cases where $H_{1}=0$ and investigate the case of a polytropic gas.

### 1.3 Research Procedure

In this study, we first examine the magnetogasdynamics equations and investigate the relations between Eulerian and Lagrangian coordinates. Following this, we aim to find a Lagrangian and make group classification. Lastly, the conservation laws are constructed by using Noether's theorem.

## CHAPTER II

## LITERATURE REVIEW

This section introduces the magnetogasdynamics equations, focusing on their application to one-dimensional flows. It then proceeds to explain the group analysis method, the derivation of prolongation formulas, the process of group classification, and the application of Noether's theorem.

### 2.1 Magnetogasdynamics equations

The equations of magnetogasdynamics (MGD) describe motion of electrically conducting fluids under the action of the internal forces related with a magnetic field.

### 2.1.1 Three-dimensional MGD

The magnetogasdynamics equations (MGD) in Eulerian coordinates can be written in many forms. In this work we take the dimensionless form of the MGD equations with infinite conductivity

$$
\begin{gather*}
1 / \mathrm{g} \rho_{t}+\operatorname{div}(\rho \mathrm{u}) \in 0,  \tag{2.1a}\\
\mathrm{u}_{t}+(\mathrm{u} \cdot \nabla) \mathrm{u}=-\frac{1}{\rho} \nabla p+(\nabla \times \mathrm{H}) \times \mathrm{H},  \tag{2.1b}\\
\epsilon_{t}+(\mathrm{u} \cdot \nabla) \epsilon=-\frac{p}{\rho} \operatorname{div}(\mathrm{u}),  \tag{2.1c}\\
\mathrm{H}_{t}=\nabla \times[\mathrm{u} \times \mathrm{H}], \quad \operatorname{div}(\mathrm{H})=0 . \tag{2.1d}
\end{gather*}
$$

Here $\rho$ is the density, $p$ is the pressure, $\epsilon$ is the internal energy per unit volume, $\mathrm{x}=$ $(x, y, z)$ is the coordinates, $\mathrm{u}=(u, v, w)$ is the velocity, and $\mathrm{H}=\left(H_{1}, H_{2}, H_{3}\right)$ is the magnetic field (the dependent variables $\rho, \mathrm{u}, \epsilon, \mathrm{H}$ are functions of the independent
variables $(t, x, y, z))$;

$$
\nabla=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right)
$$

is the gradient operator, and

$$
\operatorname{div}=\frac{\partial}{\partial x}+\frac{\partial}{\partial y}+\frac{\partial}{\partial z}
$$

is the divergence operator. Equations (2.1a)-(2.1c) are equations of conservation Laws of mass, momentum, and energy, respectively, and equations (2.1d) are Faraday's law and Gauss's law. Here, we denote the patial derivative of the dependent variable with respect to the independent variable by using subscript by the dependent variable. For example,

$$
\rho_{t}=\frac{\partial \rho}{\partial t}, \quad \rho_{x}=\frac{\partial \rho}{\partial x}, \quad \rho_{y}=\frac{\partial \rho}{\partial y}, \quad \rho_{z}=\frac{\partial \rho}{\partial z} .
$$

### 2.1.2 First thermodynamics law

The first law of thermodynamics is a formulation of the law of conservation of energy, adapted for thermodynamic processes. For a reversible process, the relation between the change in the internal energy of a closed system, the quantity of heat, and the quantity of work performed by the system on the surrounding, the 1 -st thermodynamics law can be written in the form

$$
\begin{equation*}
T d S=d \epsilon+p d \frac{1}{\rho} \tag{2.2}
\end{equation*}
$$

where $T$ is the temperature, and $S$ is entropy.
A two-parametric model is a model that specifies two parameters as arbitrary, and the others are functions of them. From these two parameters, the other parameter can be found by using the first law of thermodynamics. The MGD system (2.1) should be complemented by an equation of state, which takes the form:

$$
\epsilon=\epsilon(\rho, S) .
$$

We examine a medium characterized by an ideal gas, which obeys the BoyleMariotte law

$$
\begin{equation*}
p=\rho R T \tag{2.3}
\end{equation*}
$$

here $R$ is the specific gas constant.

### 2.1.3 Polytropic gas

The polytropic ideal gas is defined by a linear relation between the internal energy function $\epsilon$ and the temperature (Chorin et al., 1990), (Ovsiannikov, 2003),

$$
\begin{equation*}
\epsilon=c_{v} T \text {, } \tag{2.4}
\end{equation*}
$$

where $c_{v}$ is the specific heat of the gas at constant volume, which is constant.
The 1-st thermodynamics form (2.2) changes to

$$
\begin{equation*}
T d S=c_{v} d T+p d \frac{1}{\rho} \tag{2.5}
\end{equation*}
$$

Next, apply the two-parameter model, where $\epsilon=\epsilon(\rho, S)$ and $T=T(\rho, S)$ to equation (2.4), and then apply the result to equation (2.5)

$$
T d S=\epsilon_{\rho} d \rho+\epsilon_{S} d S-\frac{p}{\rho^{2}} d \rho
$$

thus, we get

$$
\begin{equation*}
\epsilon_{S}=T \quad \text { and } \quad \epsilon_{\rho}=\frac{R T}{\rho}, \tag{2.6}
\end{equation*}
$$

where the subindex means derivative, for example $\epsilon_{S}=\frac{\partial \epsilon}{\partial S}, \epsilon_{\rho}=\frac{\partial \epsilon}{\partial \rho}$. Substituting $\epsilon$ from equation (2.4) into equation (2.6), we have

$$
\begin{equation*}
T=c_{v} T_{S}, \quad \frac{R T}{\rho}=c_{v} T_{\rho} \tag{2.7}
\end{equation*}
$$

Integrating equation (2.7), we get

$$
T=C e^{\frac{1}{c_{v}} S}
$$

where $C=C(\rho)$ is an arbitrary function, and

$$
\frac{R T}{\rho}=c_{v} T_{\rho}
$$

Substituting the function $T$ that we get into the equation above, we get

$$
\begin{aligned}
\frac{R C e^{\frac{S}{c_{v}}}}{\rho} & =c_{v} C^{\prime} e^{\frac{S}{c_{v}}} \\
C^{\prime} & =\frac{R}{c_{v}} \frac{C}{\rho}
\end{aligned}
$$

then

$$
C=K \rho^{\frac{R}{c v}}
$$

where $K$ is constant.
Substituting $C$ back into the function $T$ we obtain the result

$$
T=K \rho^{\frac{R}{c_{v}}} e^{\frac{S}{c_{v}}}, \quad \text { and } \quad p=R K \rho^{\frac{R}{c_{v}}+1} e^{\frac{S}{c_{v}}} .
$$

Let

$$
\gamma=\frac{R}{c_{v}}+1 \quad \text { and } \quad K=e^{-\frac{S_{0}}{c_{v}}},
$$

where $S_{0}$ is constant.
Following that, the pressure is

$$
p=A(S) \rho^{\gamma},
$$

where $A(S)=R e^{\frac{S-S_{0}}{c_{v}}}$ and $c_{v}=\frac{R}{\gamma-1}$.
Then, the internal energy becomes

$$
\begin{equation*}
\epsilon=\frac{R T}{\gamma-1} . \tag{2.8}
\end{equation*}
$$

We consider the system of equations described by the polytropic gas. From equation (2.3) and equation (2.8), we obtain the equation of state

$$
\begin{equation*}
\epsilon=\frac{1}{\gamma-1} \frac{p}{\rho} \tag{2.9}
\end{equation*}
$$

The pressure, the density and the entropy are related by the equation

$$
\begin{equation*}
p=\tilde{S} \rho^{\gamma} \tag{2.10}
\end{equation*}
$$

where $\tilde{S}=A(S)$ and $\gamma>1$ is the polytropic exponent (further the sign " $\sim$ " is omitted).

The equation of conservation of energy (2.1c) can be written in different forms. It can be the equation for the pressure $p$

$$
\begin{equation*}
p_{t}+(\mathrm{u} \cdot \nabla) p+\gamma p \operatorname{div}(\mathrm{u})=0, \tag{2.11}
\end{equation*}
$$

or the equation for the entropy $S$

$$
\begin{equation*}
S_{t}+(\mathrm{u} \cdot \nabla) S=0 \tag{2.12}
\end{equation*}
$$

Rewrite system (2.1)

$$
\begin{gather*}
\frac{d}{d t} \rho+\rho \operatorname{div}(\mathrm{u})=0  \tag{2.13a}\\
\frac{d}{d t} \mathrm{u}+\frac{1}{\rho} \nabla\left(p+\frac{1}{2} \mathrm{H}^{2}\right)-\frac{1}{\rho}(\mathrm{H} \cdot \nabla) \mathrm{H}=0  \tag{2.13b}\\
\frac{d}{d t} \epsilon+\frac{p}{\rho} \operatorname{div}(\mathrm{u})=0  \tag{2.13c}\\
\frac{d}{d t} \mathrm{H}=(\mathrm{H} \cdot \nabla) \mathrm{u}-\mathrm{H} \operatorname{div}(\mathrm{u}), \quad \operatorname{div}(\mathrm{H})=0 \tag{2.13d}
\end{gather*}
$$

here $\frac{d}{d t}=\frac{\partial}{\partial t}+(u \cdot \nabla)$ is the material derivative.
Equation (2.11) and equation (2.12) get rewritten as

$$
\begin{equation*}
\frac{d}{d t} p+\gamma p \operatorname{div}(\mathrm{u})=0 \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t} S=0 \tag{2.15}
\end{equation*}
$$

### 2.1.4 Plane one-dimensional equations

The plane one-dimensional MGD equations represent one-dimensional MGD flows (Kulikovskii et at., 1965). The system of equations contains all dependent variables, which are functions of only two independent scalar variables: $t$ and $x$. Note that in this project, one-dimensional means that the variables depend on single-direction variable and one time-variable. In this case, the equations

$$
\left(H_{1}\right)_{t}=0, \quad \text { and } \quad \operatorname{div}(\mathrm{H})=\left(H_{1}\right)_{x}=0,
$$

yield that $H_{1}$ is constant.
System of equations (2.13), equation (2.14), and equation (2.15) are reduced
to

$$
\begin{gather*}
\rho_{t}+u \rho_{x}+\rho u_{x}=0,  \tag{2.16a}\\
\rho\left(u_{t}+u u_{x}\right)+\left(\frac{1}{2}\left(H_{2}^{2}+H_{3}^{2}\right)+p\right)_{x}=0,  \tag{2.16b}\\
\rho\left(v_{t}+u v_{x}\right)=H_{1}\left(H_{2}\right)_{x},  \tag{2.16c}\\
\rho\left(w_{t}+u w_{x}\right)=H_{1}\left(H_{3}\right)_{x},  \tag{2.16d}\\
\left(H_{2}\right)_{t}+\left(u H_{2}\right)_{x}=H_{1} v_{x}  \tag{2.16e}\\
\left(H_{3}\right)_{t}+\left(u H_{3}\right)_{x}=H_{1} w_{x}  \tag{2.16f}\\
S_{t}+u S_{x}=0 . \tag{2.16~g}
\end{gather*}
$$

An equation of the form

$$
(\phi)_{t}+(\psi)_{x}=G
$$

is called a conservation law, where $\phi, \psi$, and $G$ are arbitrary functions.
In the case that $G$ is zero, we can apply Noether's theorem to identify the conservation law.

Next, we aim to express the equations in conservation form, as it makes them simpler to analyze and identify the conservation law. Hence, system (2.16) becomes

$$
\begin{gather*}
(\rho u)_{t}+\left(\rho u^{2}+\frac{1}{2}\left(H_{2}^{2}+H_{3}^{2}\right)+p\right)_{x}=0,  \tag{2.17a}\\
(\rho v)_{t}+\left(\rho u v-H_{1} H_{2}\right)_{x}=0,  \tag{2.17b}\\
(\rho w)_{t}+\left(\rho u w-H_{1} H_{3}\right)_{x}=0,  \tag{2.17c}\\
\left(H_{2}\right)_{t}+\left(u H_{2}-H_{1} v\right)_{x}=0,  \tag{2.17d}\\
\left(H_{3}\right)_{t}+\left(u H_{3}-H_{1} w\right)_{x}=0,  \tag{2.17e}\\
\left(\rho\left(\epsilon+\frac{1}{2} u^{2}\right)\right)_{t}+\left(\rho u\left(\epsilon+\frac{1}{2} u^{2}\right)+u\left(p+\frac{1}{2}\left(H_{2}^{2}+H_{3}^{2}\right)\right)\right)_{x}=0 . \tag{2.17f}
\end{gather*}
$$

### 2.2 Lagrangian coordinates

In this part, we scope on one-dimensional space. In continuum mechanics, there are two ways for analyzing a field $\mathcal{F}$, when fluid is moving. The first one is called the Eulerian way, where the field $\mathcal{F}$ is expressed in $(x, t)$. Here $t$ is the time and $x$ is the position in the fixed coordinate system at the time $t_{0}$.

The second way is called the Lagrangian way. In this case, the function $\mathcal{F}$ depends on $(\xi, t)$, where the position $\xi$ is considered in the coordinate, which is moving with a particle. The coordinate $x=\xi$ at the time $t_{0}$.

Relations between the Eulerian and Lagrangian coordinates are defined by the function $\varphi(\xi, t)$

$$
\begin{equation*}
x=\varphi(\xi, t) \tag{2.18}
\end{equation*}
$$

The velocity of a particle labeled by position $\xi$ is $\tilde{u}(\xi, t)=\varphi_{t}(\xi, t)$. The velocities in Lagrangian coordinate system $\tilde{u}(\xi, t)$ and in Eulerian coordinate system $u(x, t)$ are related by the formula

$$
\tilde{u}(\xi, t)=u(\varphi(\xi, t), t)
$$

A similar relation between the density of fluid, presented in Eulerian coordinates $\rho(x, t)$, and in Lagrangian coordinates $\tilde{\rho}(\xi, t)$ is

$$
\rho(\varphi(\xi, t), t)=\tilde{\rho}(\xi, t) .
$$

The advantage of using Lagrangian coordinates is that the equations of conservation law of mass and conservation law of energy can be integrated

$$
\tilde{\rho}(\xi, t)=\frac{\rho_{0}(\xi)}{\varphi_{\xi}(\xi, t)}, \quad \text { and } \quad S=S(\xi)
$$

where $\rho_{0}(\xi)$ is a function of integration.
Introducing the variable $s$ such that $\xi=\alpha(s)$, where

$$
\alpha^{\prime}(s)=\rho_{0}(\alpha(s))
$$

The first equation is simplified to coordinate of $(s, t)$

$$
\begin{equation*}
\hat{\rho}(s, t)=\frac{1}{\hat{\varphi}_{s}(s, t)}, \tag{2.19}
\end{equation*}
$$

where $\hat{\varphi}(s, t)=\varphi(\alpha(s), t)$ and $\hat{\rho}(s, t)=\tilde{\rho}(\alpha(s), t)$.
Note also that

$$
\hat{u}(s, t)=\tilde{u}(\alpha(s), t)=\hat{\varphi}_{t}(s, t) .
$$

Summarizing, the following independent variables are used:
$(x, t)$ are Eulerian coordinates, $(\xi, t)$ are Lagrangian coordinates, $(s, t)$ are mass Lagrangian coordinates. Further the sign " $\wedge$ " is omitted for mass Lagrangian coordinates.

By using these relations, system (2.17) becomes

$$
\begin{gather*}
\varphi_{t t}+\left(\frac{1}{2}\left(H_{2}^{2}+H_{3}^{2}\right)+p\right)_{s}=0,  \tag{2.20a}\\
\left(H_{2} \varphi_{s}\right)_{t}=0,  \tag{2.20b}\\
\left(H_{3} \varphi_{s}\right)_{t}=0,  \tag{2.20c}\\
S_{t}=0 . \tag{2.20d}
\end{gather*}
$$

### 2.3 Group analysis method

The group analysis method is one of the methods for finding exact solutions and properties of differential equations. For ordinary differential equations, it can reduce the order of the equations. For partial differential equations, it provides a representation of an invariant solution with a reduced number of the independent variables. We review here the basic concepts of group analysis. Details can be found in the books Ovsiannikov (1982), Ibragimov (1985), and Olver (1986). For the simplicity, we consider $s, t$, and $\varphi$ are variables.

Definition 2.1. Let $T_{a}$ be a set of invertible transformations depending on a real valued parameter $a \in \triangle \subset R,(s, t, \varphi) \in D \subset R^{3}$,

$$
\begin{aligned}
& \bar{s}=f(s, t, \varphi, a), \\
& \bar{t}=g(s, t, \varphi, a), \\
& \bar{\varphi}=q(s, t, \varphi, a),
\end{aligned}
$$

where $\triangle$ is a symmetric interval around $0,(\bar{s}, \bar{t}, \bar{\varphi}) \in D$, and $D \subset R^{3}$ is an open set.
A local one-parameter Lie group of transformations requires to have the following four properties:

1. For $a=0$ the transformation $T_{0}$ is the identity transformation:

$$
\begin{aligned}
& f(s, t, \varphi, 0)=s, \\
& g(s, t, \varphi, 0)=t, \\
& q(s, t, \varphi, 0)=\varphi .
\end{aligned}
$$

2. A composition of two transformations satisfies the property:

$$
T_{b} T_{a}=T_{a+b},
$$

for any $a, b, a+b \in \triangle$ and $(s, t, \varphi) \in D$. That is for all $(s, t, \varphi) \in D$ and $a, b, a+b \in \triangle$ one has

$$
\begin{aligned}
f(f(s, t, \varphi, a), g(s, t, \varphi, a), q(s, t, \varphi, a), b) & =f(s, t, \varphi, a+b), \\
g(f(s, t, \varphi, a), g(s, t, \varphi, a), q(s, t, \varphi, a), b) & =g(s, t, \varphi, a+b), \\
q(f(s, t, \varphi, a), g(s, t, \varphi, a), q(s, t, \varphi, a), b) & =q(s, t, \varphi, a+b) .
\end{aligned}
$$

3. If for $\forall(s, t, \varphi) \in D$ one has

$$
\begin{aligned}
& \text { C } f\left(s, t, \varphi, a_{0}\right)=s \text {, } \\
& g\left(s, t, \varphi, a_{0}\right)=t, \\
& \text { คยาลิ } q\left(s, t, \varphi, a_{0}\right)=\text { \& } \text {, }
\end{aligned}
$$

then

$$
a_{0}=0 .
$$

4. The functions $f, g, q$ are sufficiently smooth.

A local one-parameter Lie group is simply called a Lie group.
Definition 2.2. Let $(f, g, q)$ compose a Lie group of transformations. The infinitesimal generator

$$
X=\xi(s, t, \varphi) \frac{\partial}{\partial s}+\eta(s, t, \varphi) \frac{\partial}{\partial t}+\zeta(s, t, \varphi) \frac{\partial}{\partial \varphi},
$$

where

$$
\begin{aligned}
\xi(s, t, \varphi) & =\left(\frac{\partial}{\partial a} f(s, t, \varphi, a)\right)_{\left.\right|_{a=0}}, \\
\eta(s, t, \varphi) & =\left(\frac{\partial}{\partial a} g(s, t, \varphi, a)\right)_{\left.\right|_{a=0}}, \\
\zeta(s, t, \varphi) & =\left(\frac{\partial}{\partial a} q(s, t, \varphi, a)\right)_{\left.\right|_{a=0}},
\end{aligned}
$$

is called the generator of the group of transformations.
On the other hand, a Lie group can be reconstructed from its generator by solving the Lie equations

$$
\begin{aligned}
& \frac{\partial f}{\partial a}=\xi(f, g, q), \\
& \frac{\partial g}{\partial a}=\eta(f, g, q) \\
& \frac{\partial q}{\partial a}=\zeta(f, g, q),
\end{aligned}
$$

with the initial conditions

$$
\begin{aligned}
& f_{l_{a=0}}=s, \\
& g_{\left.\right|_{a=0}}=t, \\
& q_{\left.\right|_{a=0}}=\varphi .
\end{aligned}
$$

### 2.4 Prolongations formulas

Consider that $\varphi$ is a dependent variable and $(t, s)$ are independent variables.

Definition 2.3. Let the generator be

$$
X=\xi \frac{\partial}{\partial s}+\eta \frac{\partial}{\partial t}+\zeta \frac{\partial}{\partial \varphi},
$$

then the generator

$$
X^{p}=X+\zeta^{\varphi_{s}} \frac{\partial}{\partial \varphi_{s}}+\zeta^{\varphi_{t}} \frac{\partial}{\partial \varphi_{t}}+\zeta^{\varphi_{s s}} \frac{\partial}{\partial \varphi_{s s}}+\zeta^{\varphi_{t s}} \frac{\partial}{\partial \varphi_{t s}}+\zeta^{\varphi_{t t}} \frac{\partial}{\partial \varphi_{t t}},
$$

with the coefficients

$$
\begin{aligned}
& \xi(s, t, \varphi), \quad \eta(s, t, \varphi), \quad \zeta(s, t, \varphi), \\
& \zeta^{\varphi_{s}}=D_{s} \zeta-\varphi_{s} D_{s} \xi-\varphi_{t} D_{s} \eta, \\
& \zeta^{\varphi_{t}}=D_{t} \zeta-\varphi_{s} D_{t} \xi-\varphi_{t} D_{t} \eta, \\
& \zeta^{\varphi_{s s}}=D_{s} \zeta^{s}-\varphi_{s s} D_{s} \xi-\varphi_{t s} D_{s} \eta, \\
& \zeta^{\varphi_{t s}}=D_{s} \zeta^{t}-\varphi_{t s} D_{s} \xi-\varphi_{t t} D_{s} \eta, \\
& \zeta^{\varphi_{t t}}=D_{t} \zeta^{t}-\varphi_{t s} D_{t} \xi-\varphi_{t t} D_{t} \eta,
\end{aligned}
$$

is called the second-order prolongation of the generator $X$
Here $D_{t}$ and $D_{s}$ are total differentiation operators with respect to $t$ and $s$, respectively.

### 2.5 Group classification

A Lie group and the equations in this study are related by the notion of an admitted Lie group

### 2.5.1 Admitted Lie group

The first step of the group analysis method consists of finding the admitted Lie group. One of the definitions of the Lie group admitted by a system of differential equations is defined by the property that a solution of the differential equation is mapped by a transformation from a Lie group into a solution of the same equation.

Consider a system of differential equations defined by the equation

$$
F\left(t, s, \varphi, \varphi_{t}, \varphi_{s}, \varphi_{t t}, \varphi_{t s}, \varphi_{s s}\right)=0
$$

where $F$ is a vector-function.
A Lie group of transformations satisfying the determining equation

$$
X^{p} F_{\mid F=0}=0,
$$

is called a Lie group admitted by equation $F=0$, or simply an admitted Lie group.

Most differential equations of fluid dynamics include arbitrary elements denoted here by $f$, which can be functions and constants. A Lie group admitted by differential equations including these elements depends on concrete choice of these elements. Further the concept of the group classification is discussed.

### 2.5.2 Equivalence transformation

Let the studied equation be

$$
F\left(t, s, \varphi, \varphi_{t}, \varphi_{s}, \varphi_{t t}, \varphi_{t s}, \varphi_{s s}, f\right)=0
$$

One of the problems of group analysis is to find transformations which change arbitrary element $f$, but do not change the structure of the equations

$$
F\left(\bar{t}, \bar{s}, \bar{\varphi}, \bar{\varphi}_{\bar{t}}, \bar{\varphi}_{\bar{s}}, \bar{\varphi}_{\bar{t}}, \bar{\varphi}_{\bar{t} \bar{s}}, \bar{\varphi}_{\bar{s} \bar{s}}, \bar{f}\right)=0
$$

Such transformations are called equivalence transformations. A local Lie group of equivalence transformations is called an equivalence group.

Two systems of equations are called equivalent if there exists an equivalence transformation from the equivalence group mapping one into another. This property also defines an equivalence between admitted Lie groups. Separation of the systems of equations into classes of equivalent systems is called the group classification.

### 2.5.3 Equivalence group

A set of equivalence transformations composes a Lie group, called an equivalence group. A generator of an equivalence group is denoted as $X^{e}$ and takes the form

$$
X^{e}=\xi^{s}(s, t, \varphi, f) \partial_{s}+\xi^{t}(s, t, \varphi, f) \partial_{t}+\zeta^{\varphi}(s, t, \varphi, f) \partial_{\varphi}+\zeta^{f}(s, t, \varphi, f) \partial_{f}
$$

where $f=f(s, t, \varphi)$ is an arbitrary element contained in the equations studied.
Prolongation formulas of a generator of an equivalence group

$$
\tilde{X}^{e}=X^{e}+\zeta^{\varphi_{s}} \partial_{\varphi_{s}}+\zeta^{\varphi_{t}} \partial_{\varphi_{t}}+\zeta^{f_{s}} \partial_{f_{s}}+\zeta^{f_{t}} \partial_{f_{t}}+\zeta^{f_{\varphi}} \partial_{f_{\varphi}}
$$

differ from prolongation formulas of an admitted generator. The coordinates related to the dependent functions are

$$
\zeta^{\varphi_{\mu}}=D_{\mu}^{e} \zeta^{\varphi}-\varphi_{s} D_{\mu}^{e} \xi^{s}-\varphi_{t} D_{\mu}^{e} \xi^{t}, D_{\mu}^{e}=\partial_{\mu}+\varphi_{\mu} \partial_{\varphi}+\left(f_{\varphi} \varphi_{\mu}+f_{\mu}\right) \partial_{f},
$$

where $\mu=s$ and $\mu=t$. The formulas define the coordinates of the prolonged generator $\tilde{X}^{e}$, that are related with the arbitrary elements

$$
\zeta^{f_{\lambda}}=\tilde{D}_{\lambda}^{e} \zeta^{f}-f_{s} \tilde{D}_{\lambda}^{e} \xi^{s}-f_{t} \tilde{D}_{\lambda}^{e} \xi^{t}-f_{\varphi} \tilde{D}_{\lambda}^{e} \zeta^{\varphi}, \tilde{D}_{\lambda}^{e}=\partial_{\lambda}+f_{\lambda} \partial_{f}
$$

where $\lambda=s, \lambda=t$ and $\lambda=\varphi$.
The determining equation is constructed by applying the prolonged generator $\tilde{X}^{e}$ to the equations studied

$$
\tilde{X}^{e} F_{\left.\right|_{F=0}}=0 .
$$

Remark 2.1. For finding an equivalence group, the equations studied can be extended by additional equations corresponding to the conditions related with arbitrary elements. For example, if the function $S=S(s)$ only depends on $s$, where the dependent variable $\varphi(s, t)$ depends on $s$ and $t$, then the additional equations are

$$
S_{t}=0 \text { and } S_{\varphi}=0
$$

### 2.5.4 Lie algebra

Let $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in V$, where $V$ be an open set in $R^{n}$, and

$$
X_{i}=\zeta_{i}^{\alpha}(z) \partial_{z_{\alpha}}, \quad(i=1, \ldots, m)
$$

be a set of generators. We use the standard notation: summation with respect to a repeated index for all values of the index.

Definition 2.4. The generator

$$
\left[X_{i}, X_{j}\right]=\zeta_{i j}^{\alpha}(z) \partial_{z_{\alpha}}
$$

with the coefficients

$$
\zeta_{i j}^{\alpha}=X_{i}\left(\zeta_{j}^{\alpha}\right)-X_{j}\left(\zeta_{i}^{\alpha}\right)
$$

is called the commutator of the generators $X_{i}$ and $X_{j}$.
The operation of commutation has the following properties:

1. $\left[X_{i}, X_{i}\right]=0$.
2. $\left[X_{i}, X_{j}\right]=-\left[X_{j}, X_{i}\right]$.

Definition 2.5. A vector space of generators which is closed with respect to commutation is called a Lie algebra. The set of admitted generators of a system of differential equations composes a Lie algebra (Ovsiannikov, 1982).

### 2.5.5 Inner automorphisms

Two Lie algebras $\tilde{L}$ and $L$ are called isomorphic if there exists an isomorphism $\kappa$ of vector spaces of $L$ and $\tilde{L}$

$$
\kappa: \tilde{L} \rightarrow L,
$$

conserving the commutators

$$
[\kappa(X), \kappa(Y)]_{L}=\kappa\left([X, Y]_{\tilde{L}}\right)
$$

In the case when $\tilde{L}$ equals to $L, \kappa$ is called an automorphism. Choose a generator $Y$ and observe changes of other generators along the trajectory of $Y$. This can be described by the following formulas

$$
\begin{equation*}
\frac{d}{d t} \hat{X}=[\hat{X}, Y], \quad \hat{X}_{\mid t=0}=X \tag{2.21}
\end{equation*}
$$

In the particular case, where $L$ has a finite dimension, we aim to express elements of $L$ through a basis. Let $L_{n}$ be an $n$-th dimensional Lie algebra of generators with a basis $X_{1}, X_{2}, \ldots, X_{n}$. Any generator $X$ can be written in the following form

$$
X=x_{\alpha} X_{\alpha}
$$

As $L_{n}$ is closed under the commutation, the commutator of any two generators can be expressed as a linear combination of the basis generators

$$
\left[X_{i}, X_{j}\right]=C_{i j}^{\gamma} X_{\gamma},
$$

where $C_{i j}^{\gamma}$ are called structure constants.

For the Lie algebra $L_{n}$ it is possible to construct an isomorphic Lie algebra defined on the space $R^{n}$ :

$$
\kappa\left(X_{i}\right)=e_{i}, \quad(i=1,2, \ldots, n)
$$

where $\left\{e_{i}\right\}_{i=1}^{n}$ is a basis in $R^{n}$.
The commutator on the space $R^{n}$ is defined by the formula

$$
\left[e_{i}, e_{j}\right]=C_{i j}^{\alpha} e_{\alpha}, \quad(i, j=1,2, \ldots, n)
$$

Formula (2.21) becomes

$$
\begin{equation*}
\frac{d}{d t} \hat{x}_{\gamma}=[\hat{x}, y]_{\gamma}=\hat{x}_{\alpha} C_{\alpha k}^{\gamma}, \hat{x}_{\left.\gamma\right|_{t=0}}=x_{\gamma}, \quad(\gamma=1,2, \ldots, r), \tag{2.22}
\end{equation*}
$$

where $\hat{X}=\hat{x}_{\gamma} X_{\gamma}$.
Due to the linearity of the Cauchy problem (2.22), its solution can be represented in the matrix form

$$
\hat{x}=A_{y}(t) x
$$

The latter is an automorphism, which is called an inner automorphism. Equation (2.22) can be rewritten in form

$$
\begin{equation*}
x_{\alpha} C_{\alpha k}^{\gamma} \partial_{x_{\gamma}} \tag{2.23}
\end{equation*}
$$

### 2.5.6 Classification of the Lie algebra

Definition 2.6. A vector subspace $L^{\prime} \subset L$ of a Lie algebra $L$ is called a subalgebra if it is a Lie algebra.

Similar subalgebras of the same dimension constitute a class. This means that if one considers two elements from the same class $L_{1}$ and $L_{2}$ then there exists an isomorphism $A$ such that $A L_{1}=L_{2}$.

Definition 2.7. A set of all representatives (one representative from each class) is called an optimal system of subalgebras.

### 2.6 Noether's theorem

Noether's theorem is used for finding conservation laws of variational equations with symmetries. Here, we present a simplified version of this theorem restricted to second-order PDEs with the two independent variables $(t, s)$. Consider a Lagrangian depending on first-order derivatives

$$
\mathcal{L}=\mathcal{L}\left(t, s, \varphi, \varphi_{t}, \varphi_{s}\right), \quad \varphi=\left(\varphi^{1}, \ldots, \varphi^{m}\right)
$$

The Lagrangian provides the second-order Euler-Lagrange equations

$$
\begin{equation*}
\frac{\delta \mathcal{L}}{\delta \varphi^{i}}=0, \quad(i=1, \ldots, m) \tag{2.24}
\end{equation*}
$$

The operator

$$
\frac{\delta}{\delta \varphi^{i}}=\frac{\partial}{\partial \varphi^{i}}-D_{t} \frac{\partial}{\partial \varphi_{t}^{i}}-D_{s} \frac{\partial}{\partial \varphi_{s}^{i}}
$$

is called the variational operator.
Let a Lie group of equation (2.24) be given by the generator

$$
X=\xi^{t}(t, s, \varphi) \frac{\partial}{\partial t}+\xi^{s}(t, s, \varphi) \frac{\partial}{\partial s}+\eta^{i}(t, s, \varphi) \frac{\partial}{\partial \varphi^{i}}
$$

The generator $X$ is prolonged to the second-order derivatives, contained in the EulerLagrange equation, according to the standard prolongation formulas.

Noether's theorem (Noether, 1918) is based on the following identities. The first identity relates the invariance of the elementary action with invariance of the Lagrangian

$$
X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)=\left(\eta^{i}-\xi^{t} \varphi_{t}^{i}-\xi^{s} \varphi_{s}^{i}\right) \frac{\delta \mathcal{L}}{\delta \varphi^{i}}+D_{t}\left(N^{t} \mathcal{L}\right)+D_{s}\left(N^{s} \mathcal{L}\right)
$$

where

$$
N^{t}=\xi^{t}+\left(\eta-\xi^{t} \varphi_{t}^{i}-\xi^{s} \varphi_{s}^{i}\right) \frac{\partial}{\partial \varphi_{t}^{i}}, \quad N^{s}=\xi^{s}+\left(\eta-\xi^{t} \varphi_{t}^{i}-\xi^{s} \varphi_{s}^{i}\right) \frac{\partial}{\partial \varphi_{s}^{i}}
$$

which are called Noether's operators (the details on symmetries and conservation laws can found in Ibragimov (2011)).

If the generator $X$ and the Lagrangian $\mathcal{L}$ satisfy the condition

$$
X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)=0
$$

then the symmetry $X$ is called a variational symmetry.
If $X$ and $\mathcal{L}$ satisfy the condition

$$
X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)=D_{t} B_{1}+D_{s} B_{2}
$$

with nontrivial $B_{1}(t, s, \varphi)$ and $B_{2}(t, s, \varphi)$, we say that $X$ is a divergence symmetry (Bassel-Hagen, 1921).

Another identity relates the invariance of the Lagrangian with the invariance of the Euler-Lagrange equations:

$$
\begin{aligned}
& \frac{\delta}{\delta \varphi^{j}}\left(X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)\right) \\
= & X\left(\frac{\delta \mathcal{L}}{\delta \varphi^{j}}\right)+\left(\frac{\partial \eta^{k}}{\partial \varphi^{j}}-\frac{\partial \xi^{t}}{\partial \varphi^{j}} \varphi_{t}^{k}-\frac{\partial \xi^{s}}{\partial \varphi^{j}} \varphi_{s}^{k}+\delta_{j k}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)\right) \frac{\delta \mathcal{L}}{\delta \varphi^{k}}, \quad j=1,2, \ldots, m,
\end{aligned}
$$

where $\delta_{j k}$ is the Kronecker symbol.
Noether's theorem is formulated as follows:
Theorem 2.1. Let the Lagrangian function $\mathcal{L}$ satisfies the equation

$$
\begin{equation*}
X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)=D_{t} B_{1}+D_{s} B_{2} \tag{2.25}
\end{equation*}
$$

where $X$ is a generator and $B_{i}=B_{i}(t, s, \varphi), i=1,2$.
Then the generator $X$ is a symmetry of the Euler-Lagrange equations, and the Euler-Lagrange equations possess the conservation law

$$
\begin{equation*}
D_{t}\left(N^{t} \mathcal{L}-B_{1}\right)+\bar{D}_{s}\left(N^{s} \mathcal{L}-B_{2}\right)=0 . \tag{2.26}
\end{equation*}
$$

## CHAPTER III

## RESEARCH METHODOLOGY

This chapter outlines the process employed in this research. Firstly, the equations are transformed from their Eulerian forms to Lagrangian forms. Secondly, we identify the Lagrangian. Lastly, we explain Noether's condition.

### 3.1 Tools

In this research the experiments have been performed on the Reduce computer algebra system (Hearn, 1987) programming on a computer with Windows 1064 bit OS with an Intel (R) Core (TM) i5-10400F CPU @ 2.90 GHz with Memory 16 GB and equipped with NVIDIA GeForce RTX 3060 Ti.

### 3.2 Transform the equations from Eulerian form into Lagrangian form

The magnetogasdynamics equations (2.17a)-(2.17g) are/presented in the Eulerian form. In order to apply Noether's theorem, we need to rewrite the magnetogasdynamics equations in mass Lagrangian coordinates. We use relations (2.18) and (2.19) to transform system (2.17). After integration equations (2.20a)-(2.20d), they reduce to the equation

$$
\begin{equation*}
\varphi_{t t}+\left(B \varphi_{s}^{-2}+S \varphi_{s}^{-\gamma}\right)_{s}=0 \tag{3.1}
\end{equation*}
$$

where $B=\frac{1}{2}\left(H_{20}^{2}+H_{30}^{2}\right), H_{20}=H_{20}(s), H_{30}=H_{30}(s)$ and $S=S(s)$.

### 3.3 Find a Lagrangian

For finding a Lagrangian for which the studied equation is the Euler-Lagrange equation we have to solve the following problem. Let $\mathcal{L}\left(t, s, \varphi, \varphi_{t}, \varphi_{s}\right)$ be a corresponding

Lagrangian. Substituting $\mathcal{L}$ and $\varphi_{t t}$ found from equation (3.1), into the equation $\frac{\delta \mathcal{L}}{\delta \varphi}=0$, and splitting it with respect to the parametric derivatives we obtain an overdetermined system of equations for the function $\mathcal{L}$.

During solving this overdetermined system we have to solve equations, which have the following forms.

1. Consider an equation of the form

$$
P(x, y)=0,
$$

where

$$
P(x, y)=\sum_{j=0}^{n} a_{j}(x) y^{j},
$$

and $y \in R^{1}$. The general solution of this equation is

$$
a_{j}(x)=0, \quad(j=0,1, \ldots, n)
$$

This operation is called splitting.
2. If $\mathcal{K}_{x}=0$, where $\mathcal{K}=\mathcal{K}(x, y)$, then $\mathcal{K}$ does not depend on $x$.
3. The general solution of an equation of the form

$$
\begin{gathered}
\mathcal{K}_{x x}(x, y)=0, \\
\underset{\mathcal{K}(x, y)=a(y) x+b(y),}{ }
\end{gathered}
$$

is
where $a(y)$ and $b(y)$ are arbitrary functions.
4. If the equation is

$$
\mathcal{K}_{x y}(x, y)=0,
$$

then its general solution is

$$
\mathcal{K}(x, y)=a(x)+b(y),
$$

where $a(x)$ and $b(y)$ are arbitrary functions.
5. If the equation is

$$
\mathcal{K}_{t}-\mathcal{P}_{x}=0,
$$

then its general solution is

$$
\mathcal{K}=h_{x},
$$

and

$$
\mathcal{P}=h_{t},
$$

where $h=h(x, t)$ is an arbitrary function

After solving all the equations, the found Lagrangian is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \varphi_{t}^{2}-\frac{S_{0}}{\gamma-1} \varphi_{s}^{1-\gamma}-\frac{B}{\varphi_{s}} . \tag{3.2}
\end{equation*}
$$

Further steps of the research consist of finding the equivalence group and group classification. Results of the latter study are applied for constructing conservation laws by using Noether's theorem.

### 3.4 Noether's condition

Let $X_{i},(i=1,2, \ldots, n)$ be admitted generators, and a linear combination of these generators be

$$
X=k_{i} X_{i},
$$

where $k_{i}$ are constant.
In order to check Noether's condition we apply the variational derivative to the expression $X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)$ :

$$
\begin{equation*}
\frac{\delta}{\delta \varphi}\left(X \mathcal{L}+\mathcal{L}\left(D_{t} \xi^{t}+D_{s} \xi^{s}\right)\right)=0 \tag{3.3}
\end{equation*}
$$

This gives conditions for the constants $k_{i}$.

## CHAPTER IV

## RESULTS AND DISCUSSION

This chapter is devoted to the main results obtained and discussions. Among the main results we focus on the group classification of equations (3.1).

### 4.1 Group Classification

Group classification consists of 2 steps.

1. Find the equivalence group, which is used for separation of equation (3.2) into equivalence classes with respect to the group. For equivalence group, equation $\frac{\delta \mathcal{L}}{\delta \varphi}=0$ should be extended by the equations

$$
\begin{equation*}
S_{t}=0, \quad S_{\varphi}=0, \quad B_{t}=0, \quad B_{\varphi}=0 . \tag{4.1}
\end{equation*}
$$

The equivalence group is found by solving the determining equation

$$
\tilde{X}^{e}(F)_{\mid F=0}=0,
$$

where $F$ consists of the equations $\frac{\delta \mathcal{L}}{\delta \varphi}=0$, and equations (4.1).
2. Find the admitted Lie group for each class

$$
\begin{equation*}
X^{p}\left(\frac{\delta \mathcal{L}}{\delta \varphi}\right)_{\left.\right|_{\frac{\delta \mathcal{L}}{}=0} ^{\delta \varphi}}=0 \tag{4.2}
\end{equation*}
$$

### 4.1.1 Equivalence group

The equivalence transformations for equation (4.2) have generators of the form

$$
X^{e}=\xi^{t} \frac{\partial}{\partial t}+\xi^{s} \frac{\partial}{\partial s}+\eta^{\varphi} \frac{\partial}{\partial \varphi}+\eta^{S} \frac{\partial}{\partial S}+\eta^{B} \frac{\partial}{\partial B}
$$

where all coefficients depend on $(t, s, \varphi, S, B)$.

Computations provide the generators

$$
\begin{gathered}
X_{1}^{e}=\frac{\partial}{\partial t}, \quad X_{2}^{e}=\frac{\partial}{\partial s}, \\
X_{3}^{e}=\frac{\partial}{\partial \varphi}, \quad X_{4}^{e}=t \frac{\partial}{\partial \varphi}, \\
X_{5}^{e}=t \frac{\partial}{\partial t}+s \frac{\partial}{\partial s}+\varphi \frac{\partial}{\partial \varphi}, \quad X_{6}^{e}=t \frac{\partial}{\partial t}-2 s \frac{\partial}{\partial s}+2(\gamma-2) S \frac{\partial}{\partial S}, \\
X_{7}^{e}=(1-\gamma) t \frac{\partial}{\partial t}-2 s \frac{\partial}{\partial s}+2(\gamma-2) B \frac{\partial}{\partial B},
\end{gathered}
$$

where $X_{1}^{e}, X_{2}^{e}$, and $X_{3}^{e}$ are shift of $t, s$, and $\varphi$, respectively, $X_{4}^{e}$ is Gallilean transformation, $X_{5}^{e}, X_{6}^{e}$, and $X_{7}^{e}$ are scaling.

There are also two involutions

$$
\begin{align*}
& E_{1}: \tilde{s}=-s, \quad \tilde{\varphi}=-\varphi  \tag{4.3}\\
& E_{2}: \tilde{t}=-t
\end{align*}
$$

### 4.1.2 Admitted Lie group

Partially solving the determining equation we obtain that an admitted generator has the following form

$$
X=\sum_{i=1}^{i=7} x_{i} X_{i}
$$

where $X_{1}=\varphi \partial_{\varphi}, \quad X_{2}=\partial_{t}, \quad X_{3}=t \partial_{t}, \quad X_{4}=\partial_{\varphi}, X_{5}=t \partial_{\varphi}, \quad X_{6}=\partial_{s}, \quad X_{7}=s \partial_{s}$, $x_{i}$ are constants. The generators $X_{2}, X_{4}, X_{5}$ are admitted for all arbitrary elements, they are basis generators of the kernel. The generators $X_{i},(i \neq 1, \ldots, 7)$ compose a Lie algebra $L_{7}$. The remaining equations, which are not solved, are called classifying equations. The classifying equations are

$$
\begin{gather*}
-3 B x_{1}+2 B x_{3}+B_{s} x_{6}+\left(s B_{s}+B\right) x_{7}=0  \tag{4.4a}\\
S(\gamma+1) x_{1}-2 S x_{3}-S_{s} x_{6}+\left(S-\gamma S-s S_{s}\right) x_{7}=0 \tag{4.4b}
\end{gather*}
$$

Latter equations contain constants $x_{i}$ and functions $B$ and $S$. We have to solve equation (4.4a) and equation (4.4b) with respect to the constants and the functions together.

If $x_{6}=0$ and $x_{7}=0$, then this leads to the contradiction that $X=0$. Indeed, let $x_{6}=0, x_{7}=0: X=x_{1} X_{1}+x_{3} X_{3},\left(x_{1}^{2}+x_{3}^{2} \neq 0\right)$. Equations (4.4a) and (4.4b)
become

$$
B\left(-3 x_{1}+2 x_{3}\right)=0, \quad S\left((\gamma+1) x_{1}-2 x_{3}\right)=0 .
$$

As $B S \neq 0$, then for ${ }^{*} \gamma \neq 2$ the latter equations lead to the contradiction

$$
x_{1}=0, \quad x_{3}=0
$$

For solving the classifying equations we use the algebraic approach.
For the algebraic approach we note that action of equivalence transformations is equivalent to the inner automorphisms. The set of inner automorphisms is constructed on the base of commutator table.

Table 4.1 The commutator table.

|  | $X_{1}$ | $X_{3}$ | $X_{6}$ | $X_{7}$ | $X_{2}$ | $X_{4}$ | $X_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | 0 | 0 | 0 | $-X_{4}$ | $-X_{5}$ |
| $X_{3}$ | 0 | 0 | 0 | 0 | $-X_{2}$ | 0 | $X_{5}$ |
| $X_{6}$ | 0 | 0 | 0 | $X_{6}$ | 0 | 0 | 0 |
| $X_{7}$ | 0 | 0 | $-X_{6}$ | 0 | 0 | 0 | 0 |
| $X_{2}$ | 0 | $X_{2}$ | 0 | 0 | 0 | 0 | $X_{4}$ |
| $X_{4}$ | $X_{4}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $X_{5}$ | $X_{5}$ | $-X_{5}$ | 0 | 0 | $-X_{4}$ | 0 | 0 |
|  | D8y7 |  |  |  |  |  |  |

*The case $\gamma=2$ corresponds to the classical gas dynamics equations, which are excluded from our consideration.

The inner automorphisms are

$$
\begin{aligned}
& A_{1}: x_{4} \partial_{x_{4}}+x_{5} \partial_{x_{5}} \Rightarrow \tilde{x}_{4}=x_{4} e^{a_{1}}, \tilde{x}_{5}=x_{5} e^{a_{1}}, \\
& A_{2}: x_{3} \partial_{x_{2}}+x_{5} \partial_{x_{4}} \Rightarrow \tilde{x}_{2}=x_{2}+a_{2} x_{3}, \tilde{x}_{4}=x_{4}+a_{2} x_{5}, \\
& A_{3}:-x_{2} \partial_{x_{2}}+x_{5} \partial_{x_{5}} \Rightarrow \tilde{x}_{2}=x_{2} e^{-a_{3}}, \tilde{x}_{5}=x_{5} e^{a_{3}}, \\
& A_{4}: x_{1} \partial_{x_{4}} \Rightarrow \tilde{x}_{4}=x_{4}+a_{4} x_{1}, \\
& A_{5}:\left(x_{1}-x_{3}\right) \partial_{x_{5}}-x_{2} \partial_{x_{4}} \Rightarrow \tilde{x}_{5}=x_{5}+a_{5}\left(x_{1}-x_{3}\right), \tilde{x}_{4}=x_{4}+a_{5} x_{2}, \\
& A_{6}: x_{7} \partial_{x_{6}} \Rightarrow \tilde{x}_{6}=x_{6}+a_{6} x_{7}, \\
& A_{7}:-x_{6} \partial_{x_{6}} \Rightarrow \tilde{x}_{6}=x_{6} e^{a_{7}} .
\end{aligned}
$$

To find the four-dimensional and higher-dimensional optimal system of subalgebras of the Lie algebra $L_{7}$, we aim to simplify all the coefficients of the generator

$$
X=x_{1} X_{1}+x_{3} X_{3}+x_{6} X_{6}+x_{7} X_{7}
$$

Other three generators are basis generators of the kernel of the admitted Lie algebras. Hereinafter, the generators from the kernel are omitted. Considering the inner automorphisms, one notes that $x_{7}$ is invariant of the inner automorphisms.

## Case $x_{7} \neq 0$

In the first case, we assume that $x_{7} \neq 0$. Using the inner automorphism $A_{6}$, we can reduce $x_{6}=0$. Dividing each term in the generator $X$ by $x_{7}$, we obtain

$$
X=\alpha_{1} X_{1}+\beta_{1} X_{3}+X_{7}
$$

where $\alpha_{1}$ and $\beta_{1}$ are constant.

Case $x_{7}=0$
In the second case, assuming $x_{7}=0$, we get

$$
\begin{equation*}
X=x_{1} X_{1}+x_{3} X_{3}+x_{6} X_{6} \tag{4.5}
\end{equation*}
$$

Let $x_{6} \neq 0$. In this case, we can assume that $x_{6}=1$. Considering the condition $x_{1} \neq 0$ and using involution $E_{1}$ of (4.3) and the inner automorphism $A_{7}$, we can reduce $x_{1}=1$. Generator (4.5) becomes

$$
X=X_{1}+\beta_{2} X_{3}+X_{6}
$$

where $\beta_{2}$ is constant.
For another case, where $x_{1}=0$, generator (4.5) becomes

$$
X=\alpha_{3} X_{3}+X_{6}
$$

where $\alpha_{3}$ is constant. Similar to the previous case, using $E_{1}$ and $A_{7}$, the latter generator can be reduced to either

$$
X=X_{3}+X_{6} \quad \text { or } \quad X=X_{6} .
$$

As noted earlier, the basis elements of an admitted subalgebras of $L_{7}$ should contain either the generator $X_{6}$ or $X_{7}$, thus it is not necessary to analyze the case

$$
x_{1} X_{1}+x_{3} X_{3}
$$

For higher dimensional subalgebras of the Lie algebra $L_{7}$, which are admitted, we have to analyze the only case

$$
\{X, Y\},
$$

where

$$
\begin{gathered}
X=X_{7}+\alpha X_{1}+\beta X_{3} \\
Y=X_{6}+x_{1} X_{1}+x_{3} X_{3}
\end{gathered}
$$

Taking the commutator

$$
[X, Y]=-X_{6}
$$

and using the condition for the generators to compose a Lie algebra, we have

$$
-X_{6}=h X+\mu Y,
$$

where $h$ and $\mu$ are constant. The latter leads to $x_{1}=0, x_{3}=0$. This gives the subalgebra

$$
\left\{X_{6}, X_{7}+\alpha X_{1}+\beta X_{3}\right\}
$$

Therefore, for solving equation (4.4a) and equation (4.4b), we only use the subalgebras with the basis generators

$$
\begin{align*}
& \left\{\alpha_{1} X_{1}+\beta_{1} X_{3}+X_{7}\right\}, \quad\left\{X_{1}+\beta_{2} X_{3}+X_{6}\right\}  \tag{4.6}\\
& \left\{X_{3}+X_{6}\right\}, \quad\left\{X_{6}\right\}, \quad\left\{X_{6}, X_{7}+\alpha X_{1}+\beta X_{3}\right\}
\end{align*}
$$

All of these subalgebras also include the generators $X_{2}, X_{4}, X_{5}$. From the optimal system of subalgebras (4.6) the coefficients of the classifying equations (4.4a) and (4.4b) can be found. This is explained further.

1. At first, we consider the subalgebra from the optimal system

$$
\begin{equation*}
\left\{\alpha_{1} X_{1}+\beta_{1} X_{3}+X_{7}, X_{2}, X_{4}, X_{5}\right\} \tag{4.7}
\end{equation*}
$$

From this subalgebra, we get $x_{1}=\alpha_{1}, x_{3}=\beta_{1}, x_{7}=1$, and $x_{2}=x_{4}=x_{5}=1$, then the classifying equations (4.4a) and (4.4b) become

$$
\begin{gather*}
s B_{s}+\left(2 \beta_{1}-3 \alpha_{1}+1\right) B=0,  \tag{4.8}\\
s S_{s}-\left((\gamma+1) \alpha_{1}-2 \beta_{1}+(1-\gamma)\right) S=0 . \tag{4.9}
\end{gather*}
$$

Integrating equations (4.8) and (4.9), we obtain

$$
B=C_{1} s^{\left(3 \alpha_{1}-2 \beta_{1}-1\right)}, \quad S=C_{2} s^{\left((\gamma+1) \alpha_{1}-2 \beta_{1}+(1-\gamma)\right)}
$$

where $C_{1}$ and $C_{2}$ are constant.
2. Consider the case in which the subalgebra is

$$
\begin{equation*}
\left\{X_{1}+\beta_{2} X_{3}+X_{6}, X_{2}, X_{4}, X_{5}\right\} \tag{4.10}
\end{equation*}
$$

From subalgebra (4.10), we have $x_{1}=x_{6}=1, x_{3}=\beta_{2}$, and $x_{2}=x_{4}=x_{5}=1$, Then the classifying equations (4.4a) and (4.4b) become

$$
\begin{gather*}
B_{s}+\left(2 \beta_{2}-3\right) B=0,  \tag{4.11}\\
S_{s}-\left((\gamma+1)-2 \beta_{2}\right) S=0 . \tag{4.12}
\end{gather*}
$$

Integrating equations (4.11) and (4.12), we get

$$
B=C_{3} e^{\left(3-2 \beta_{2}\right)}, \quad S=C_{4} e^{\left((\gamma+1)-2 \beta_{2}\right)},
$$

where $C_{3}$ and $C_{4}$ are constant.
3. Choosing the subalgebra

$$
\begin{equation*}
\left\{X_{3}+X_{6}, X_{2}, X_{4}, X_{5}\right\} \tag{4.13}
\end{equation*}
$$

from the optimal system, the coefficients are $x_{3}=x_{6}=1, x_{1}=x_{7}=0$, and $x_{2}=x_{4}=x_{5}=1$. Then the classifying equations (4.4a) and (4.4b) become

$$
\begin{gather*}
B_{s}+2 B=0  \tag{4.14}\\
S_{s}+2 S=0 \tag{4.15}
\end{gather*}
$$

Integrating equations (4.14) and (4.15), we have

$$
B=C_{5} s^{-2}, \quad S=C_{6} s^{-2}
$$

where $C_{5}$ and $C_{6}$ are constant.
4. One more subalgebra from the optimal system is

$$
\begin{equation*}
\left\{X_{6}, X_{2}, X_{4}, X_{5}\right\} . \tag{4.16}
\end{equation*}
$$

From subalgebra (4.16), we get $x_{6}=1, x_{1}=x_{3}=x_{7}=0$, and $x_{2}=x_{4}=x_{5}=1$. The classifying equations (4.4a) and (4.4b) lead to

$$
\begin{align*}
& B_{s}=0,  \tag{4.17}\\
& S_{s}=0 . \tag{4.18}
\end{align*}
$$

The general solution of equations (4.17) and (4.18) is

$$
\text { คยาล̆ยル } B=C_{7}, S=C_{8}
$$

where $C_{7}$ and $C_{8}$ are constant.
5. Lastly, the subalgebra of the optimal system is

$$
\begin{equation*}
\left\{X_{6}, X_{7}+\alpha X_{1}+\beta X_{3}, X_{2}, X_{4}, X_{5}\right\} . \tag{4.19}
\end{equation*}
$$

From subalgebra (4.19), we get two cases for the coefficients. The first case is $x_{6}=1, x_{1}=x_{3}=x_{7}=0$, and $x_{2}=x_{4}=x_{5}=1$, then the classifying equations (4.4a) and (4.4b) become

$$
\begin{equation*}
B_{s}=0, \tag{4.20}
\end{equation*}
$$

$$
\begin{equation*}
S_{s}=0 . \tag{4.21}
\end{equation*}
$$

Hence, as in the previous case

$$
B=C_{7}, \quad S=C_{8}
$$

The second case gives $x_{1}=\alpha, x_{3}=\beta, x_{6}=0, x_{7}=1$, and $x_{2}=x_{4}=x_{5}=1$. As from the first case, we get that $B$ and $S$ are constant, then by virtue of the condition $B S \neq 0$, the classifying equations (4.4a) and (4.4b) reduce to the equations

$$
\begin{gather*}
-3 x_{1}+2 x_{3}+1=0  \tag{4.22}\\
(\gamma+1) x_{1}-2 x_{3}+(1-\gamma)=0 \tag{4.23}
\end{gather*}
$$

Summing equation (4.22) and equation (4.23), we obtain

$$
(\gamma-2)\left(x_{1}-1\right)=0
$$

From the condition that $\gamma \neq 2$, we get

$$
x_{1}=1 \quad \text { and } \quad x_{3}=1
$$

A summary of the calculations above is presented in Table 4.2.

Table 4.2 Representations of the functions $S(s)$ and $B(s)$.


### 4.2 Application of Noether's theorem

### 4.2.1 Noether's condition

Applying the Lagrangian (3.2) and the data from Table 4.2, the conservation laws are found. However, Noether's conditions must be satisfied. A summary of solving of these conditions is presented in Table 4.3.

Table 4.3 Additional variational symmetries of $S(s)$ and $B(s)$.

| Case | $S(s)$ | $B(s)$ | Symmetry Extensioin | Conditions |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $S_{0}$ | $B_{0}$ | $\partial_{s}$ |  |
|  |  |  |  | $\alpha^{2}+\beta^{2} \neq 0$, |
| 2 | $S_{0} s^{\alpha}$ | $B_{0} s^{\beta}$ | $(2 \beta+5) t \partial_{t}-s \partial_{s}+(\beta+3) \varphi \partial_{\varphi}$ | $\alpha+\beta(\gamma-3)=-4(\gamma-2)$ |
|  |  |  |  |  |
|  |  |  |  |  |
| 3 | $S_{0} e^{p s}$ | $B_{0} e^{q s}$ |  |  |
|  |  |  |  |  |
| (Note that $\gamma \neq 3$ if $\alpha=0)$ |  |  |  |  |

### 4.2.2 Conservation laws

Here the conservation laws of equation (3.1) are discussed.
The symmetries of the basis generators $X_{2}=\partial_{t}, X_{4}=\partial_{\varphi}$, and $X_{5}=t \partial_{\varphi}$ provide conservation laws of energy, momentum and motion of the center of mass, respectively. They represent

- conservation laws of energy

$$
\begin{equation*}
D_{t}^{L}\left(\frac{u^{2}}{2}+\frac{1}{\gamma-1} \frac{p}{\rho}+\frac{H_{20}^{2}+H_{30}^{2}}{2 \rho}\right)+D_{s}\left(u\left(p+\frac{H_{20}^{2}+H_{30}^{2}}{2}\right)\right)=0 \tag{4.24}
\end{equation*}
$$

- conservation laws of momentum:

$$
\begin{equation*}
D_{t}^{L}(u)+D_{s}\left(p+\frac{H_{20}^{2}+H_{30}^{2}}{2}\right)=0 \tag{4.25}
\end{equation*}
$$

- conservation laws of motion of the center of mass:

$$
\begin{equation*}
D_{t}^{L}(t u-x)+D_{s}\left(t\left(p+\frac{H_{20}^{2}+H_{30}^{2}}{2}\right)\right)=0 . \tag{4.26}
\end{equation*}
$$

The additional symmetries provide the following conservation laws:

1. Case $(S(s), B(s))=\left(S_{0}, B_{0}\right)$. In this case the extension of the kernel of admitted Lie algebras is defined by the generator $\partial_{s}$.

The conservation law in Lagrangian coordinates is

$$
\begin{equation*}
D_{t}^{L}\left(\varphi_{s} \varphi_{t}\right)+D_{s}\left(-\frac{\varphi_{t}^{2}}{2}+\frac{\gamma S}{\gamma-1} \varphi_{s}^{1-\gamma}+\frac{2 B}{\varphi_{s}}\right)=0 \tag{4.27}
\end{equation*}
$$

and using the physical variables, we get

$$
\begin{equation*}
D_{t}^{L}\left(\frac{u}{\rho}\right)+D_{s}\left(-\frac{u^{2}}{2}+\frac{\gamma S}{\gamma-1} \rho^{\gamma-1}+\frac{\left(H_{20}^{2}+H_{30}^{2}\right)}{\rho}\right)=0 . \tag{4.28}
\end{equation*}
$$

2. Case $(S(s), B(s))=\left(S_{0} s^{\alpha}, B_{0} s^{\beta}\right)$, where the extension is given by the generator $(2 \beta+5) t \partial_{t}-s \partial_{s}+(\beta+3) \varphi \partial_{\varphi}$

The conservation law in Lagrangian coordinates is

$$
\begin{array}{r}
D_{t}^{L}\left((2 \beta+5) t\left(\frac{\varphi_{t}^{2}}{2}+\frac{S}{\gamma-1} \varphi_{s}^{1-\gamma}+\frac{B}{\varphi_{s}}\right)-s \varphi_{s} \varphi_{t}-(\beta+3) \varphi \varphi_{t}\right) \\
+D_{s}\left(\left((2 \beta+5) t \varphi_{t}-(\beta+3) \varphi\right)\left(S \varphi_{s}^{-\gamma}+\frac{B}{\varphi_{s}^{2}}\right)\right.  \tag{4.29}\\
\left.+s\left(\frac{\varphi_{t}^{2}}{2}-\frac{\gamma S}{\gamma-1} \varphi_{s}^{1-\gamma}-\frac{2 B}{\varphi_{s}}\right)\right)=0,
\end{array}
$$

and using the physical variables, we have

$$
\begin{array}{r}
D_{t}^{L}\left((2 \beta+5) t\left(\frac{u^{2}}{2}+\frac{S}{\gamma-1} \rho^{\gamma-1}+\frac{H_{20}^{2}+H_{30}^{2}}{2 \rho}\right)-s \frac{u}{\rho}-(\beta+3) x u\right) \\
+D_{s}\left\{((2 \beta+5) t u-(\beta+3) x)\left(S \rho^{\gamma}+\frac{H_{20}^{2}+H_{30}^{2}}{2}\right)\right.  \tag{4.30}\\
\left.\quad+s\left(\frac{u^{2}}{2}-\frac{\gamma S}{\gamma-1} \rho^{\gamma-1}-\frac{H_{20}^{2}+H_{30}^{2}}{\rho}\right)\right\}=0 .
\end{array}
$$

3. Case $(S(s), B(S))=\left(S_{0} e^{p s}, B_{0} e^{q s}\right)$. The generator used for this case is $2 q t \partial_{t}-$ $\partial_{s}+q \varphi \partial_{\varphi}$.

The conservation law in Lagrangian coordinates is

$$
\begin{align*}
& D_{t}^{L}\left(2 q t\left(\frac{\varphi_{t}^{2}}{2}+\frac{S}{\gamma-1} \varphi_{s}^{1-\gamma}+\frac{B}{\varphi_{s}}\right)-\varphi_{s} \varphi_{t}-q \varphi \varphi_{t}\right) \\
& +D_{s}\left(q\left(2 t \varphi_{t}-\varphi\right)\left(S \varphi_{s}^{-\gamma}+\frac{B}{\varphi_{s}^{2}}\right)+\frac{\varphi_{t}^{2}}{2}-\frac{\gamma S}{\gamma-1} \varphi_{s}^{1-\gamma}-\frac{2 B}{\varphi_{s}}\right)=0 \tag{4.31}
\end{align*}
$$

and using the physical variables, we obtain

$$
\begin{align*}
D_{t}^{L}\left(2 q t \left(\frac{u^{2}}{2}+\right.\right. & \left.\left.\frac{S}{\gamma-1} \rho^{\gamma-1}+\frac{H_{20}^{2}+H_{30}^{2}}{2 \rho}\right)-\frac{u}{\rho}-q x u\right) \\
& +D_{s}\left\{q(2 t u-x)\left(S \rho^{\gamma}+\frac{H_{20}^{2}+H_{30}^{2}}{2}\right)\right.  \tag{4.32}\\
& \left.+\frac{u^{2}}{2}-\frac{\gamma S}{\gamma-1} \rho^{\gamma-1}-\frac{H_{20}^{2}+H_{30}^{2}}{\rho}\right\}=0 .
\end{align*}
$$

## CHAPTER V

## CONCLUSION AND RECOMMENDATION

The focus of this research is on Lie group analysis and conservation laws of onedimensional magnetogasdynamics equations, which are described in the mass Lagrangian coordinates, and case of infinite conductivity. We found a Lagrangian and applied the group analysis method. The conservation laws were found using Noether's theorem in Lagrangian coordinates. Finally, the additional conservation laws are written in Lagrangian coordinates using the physical variables.

In the future, we plan to expand our study to consider the three-dimensional case, and the case of finite conductivity.
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