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Abstract 

 
Knowledge discovery is the process of extracting useful and previously unknown 

information from the very large data set. But extracting knowledge from a large data set is 
computationally inefficient. Using a sample from the original data can speed up the data mining 
process, but this is only acceptable if it does not reduce the quality of the induced information. 
We thus investigate the behavior of learning algorithms on different sampling sizes to decide 
which sample is sufficiently similar to the original data. We observe the accuracy of the induced 
rules extracted from training samples of decreasing sizes and use these results to determine when 
a sample is sufficiently small, yet maintain the acceptable accuracy rate. We evaluate random 
and stratified sampling methods on data from the UCI repository with three learning algorithms. 
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