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Abstracts

The research performed in the project can be formally separated in three parts.
All these parts are related by the method of the study and the sequence of
discoveries. The first part of the project deals with modeling in fluid dynamics.
A systematic application of the group analysis method for modeling fluids with
internal inertia is presented. The group classification separates these models into
73 different classes. The second part of the project deals with applications of the
group analysis method to integro-differential equations. The research deals with
an evolutionary integro-differential equation describing nonlinear waves. We
discuss new approaches developed in modern group analysis and apply them to
the general model considered in the present paper. Reduced equations and exact
solutions are also presented. Another application of the group analysis method to
integro-differential equations related with the Boltzmann equation. The group
classification with respect to sources is carried out for the equations under
consideration using the algebraic method. The third part of the first project is
focused on the study of two problems: (a) on first integrals of second-order
ordinary differential equations; (b) the complete group classification of systems
of two linear second-order/;ordinary . differential equations with constant
coefficients. Here we discuss first 'integrals of a particular representation
associated with second-order ordinary differential equations. The relationship
between the integral form, the associated equations, equivalence transformations,
and some examples are considered as part of the discussion illustrating some
important aspects and properties. For group classification the present project
corrects the way of using Jordan canonical forms for studying the symmetry
structures of systems of linear second-order ordinary differential equations with
constant coefficients applied in (Wafo Soh (2010)). The approach is
demonstrated for a system consisting of two equations.
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Chapter 1

Introduction

1.1 Background and Significance

Many important physical processes in nature are governed by partial differential equations
(PDEs). For this reason, the knowledge of the mathematical character and properties of
the governing equations are required. Properties of PDEs can be effectively studied by
using their exact solutions. Therefore, there is interest in finding exact solutions of PDEs.
In general, it is not easy to obtain exact solutions of PDEs. One of the methods for
obtaining exact solutions is the group analysis method. It is well-known that the group
analysis method is a powerful and direct approach to construct exact solutions of PDEs.

The research performed in the project cam be formally separated in three parts. All
this parts are related by the method of the study and the sequence of discoveries.

1.1.1 Fluids with internal inertia

The first part of the project deals with modeling in fluid dynamics.

Developing new technology requires developing new models in fluid dynamics. Equa-
tions of fluids with internal inertia is the new theory considered in the fluid dynamics.
These equations are obtained on the base of Euler-Lagrange principle. Among fluids with
internal inertia there are intensively-studied two elasses of models. This project is focused
on group classification of a class of dispersive models [1]!

(1.1)

where t is time, V is the gradient operator with respect to space variables, p is the fluid
density, u is the velocity field, W (p, p, S) is a given potential, "dot” denotes the material
time derivative: f = % = fi +uVf and % denotes the variational derivative of W
with respect to p at a fixed value of u. These models include the non-linear one-velocity
model of a bubbly fluid (with incompressible liquid phase) at small volume concentration
of gas bubbles (Iordanski (1960) [2], Kogarko (1961) [3],Wijngaarden (1968) [4]), and the
dispersive shallow water model (Green & Naghdi (1975) [5], Salmon (1998) [6]). Equations
(1.1) were obtained in [1] using the Lagrangian of the form

1 )

1See also references therein.



This is an example of a medium behavior dependent not only on thermodynamical vari-
ables but also on their derivatives with respect to space and time. In this particular case
the potential function depends on the total derivative of the density which reflects the
dependence of the medium on its inertia. Another example of models where the medium
behavior depends on the derivatives is constructed in [7] by assuming that the Lagrangian
is of the form:

1
L= 3lul’ =, [Vpl, ).

One of the methods for studying properties of differential equations is group analysis
[8, 9, 10]. This method is a basic method for constructing exact solutions of partial
differential equations. A wide range of applications of group analysis to partial differential
equations are collected in [11, 12, 13]. Group analysis, besides facilitating the construction
of exact solutions, provides a regular procedure for mathematical modeling by classifying
differential equations with respect to arbitrary elements. This feature of group analysis
is the fundamental basis for mathematical modeling in the present research.

An application of group analysis employs several steps. The first step is a group clas-
sification with respect to arbitrary elements. An algorithm of the group classification is
applied in case where a system of differential equations has arbitrary elements in form of
undefined parameters and functions. This algorithm is necessary since a specialization of
the arbitrary elements can lead to an extension of admitted Lie groups. Group classifica-
tion selects the functions W(p, p, S) such thatithe fluid dynamics equations (1.1) possess
additional symmetry properties extending the kernel of admitted Lie groups. Algorithms
of finding equivalence and admitted Lie groups are particular parts of the algorithm of
the group classification.

A complete group classification of equations'(1.1), where W = W(p, p) is performed
in [14] (one-dimensional case) and [15] (three-dimensional case). Invariant solutions of
some particular cases which are separated out by the group classification are considered
in [14, 15, 16]. Group classification of the class of models describing the behavior of a
dispersive continuum with € = ¢(p, |Vp|) was studied in [17]. It is also worth to notice
that the classical gas dynamics.model corresponds to W =W (p, S) (or € = £(p, 5)). A
complete group classification of the gas dynamics equations was presented in [8]. Later,
an exhausted program of studying. 'the models appeared in the group classification of
the gas dynamics equations was announéed 'in [18]"" Some results of this program were
summarized in [19)].

1.1.2 Application of the group analysis method to
integro-differential equations

The second part of the project deals with applications of the group analysis method to
integro-differential equations.

In applied mathematics and physics a special attention is given to the study of invariant
solutions of integro-differential equations which are directly associated with fundamental
symmetry properties of these equations. Group analysis in this case is an universal tool
for obtaining complete sets of symmetries. However a direct transference of the known
scheme of the group analysis method on integro-differential equations is impossible. The
general algorithm for application of the group analysis to equations with nonlocal terms
was proposed recently [20]. It is worth to notice that this area of the group analysis
method is still developing. In the present research the group analysis method is applied



to two integro-differential equations: (a) the Rudenko equation, and (b) the Boltzmann
equation with sources.

The Rudenko equation

One of the most general evolution equations used in nonlinear wave physics is the following
one [21, 22]:
(up — uuy — W), = Uyy + Uz

w= ["K(s)u(t—s)ds

Here the variable ¢ is the time, and x, y, z are the spatial Cartesian coordinates. The
coordinate x is distinguished as a ”longitudinal” one. It coincides with a preferred ori-
entation of the wave propagation. Other coordinates y, z are identified as ”transversal”
ones. They are commonly introduced in the cross-section of a wave beam.

Special cases of the equation (1.2) are well-known. In particular, if the kernel is identi-
cally zero, K (s) = 0, the general equation (1.2) is reduced to the Khokhlov-Zabolotskaya
(KZ) equation [23, 24], describing wave beams in nonlinear media:

(1.2)

(Up — Utty), = Uyy + Uss. (1.3)
If the kernel is the delta-function, K = 26 (s), the model (1.2) leads to the equation
(Uy — vty — Upy )g== Uy + Uz (1.4)

for nonlinear beams in a dissipative medium [25, 26]. Equation (1.4) is known as the
Khokhlov-Zabolotskaya-Kuznetsov (KZK) equation. It is widely used in underwater
acoustics for engineering design of parametric radiating and receiving arrays [26].

If the kernel is proportional to the derivative of the delta-function, K = 2§’ (s), the
integro-differential equation (1.2) becomes the Kadomtsev-Petviashvili (KP) equation

(Uy — Wy == Upyy), = Uy + U (1.5)
for nonlinear beams in a dispersive medium [27, 28]. The similar equation
('LLI — UlUp— utttt)t = Ugy + U,y (16)

for a scattering medium [29] follows from (1.2) when K = 24" (s).

There exist other models that specify or generalize the equation (1.2), e.g. by including
(1.2) in a coupled systems of nonlinear equations [30, 31].

If the wave field u = u(t, ) is a function of a single spatial (longitudinal) coordinate
x and does not depend on transverse coordinates y, z, equation (1.2) is reduced to well-
known equations for plane waves [32]. In particular, the Riemann-Hopf equation follows
from (1.3), the Burgers equation follows from (1.4), and the Korteweg- de Vries equation
follows from (1.5). The one-dimensional equation with fourth-order derivative for scat-
tering medium suggested and solved in [29] follows from equation (1.6). 1D equations
can be obtained by eliminating the y, z derivatives of 3D equations and the subsequent
integration over dt, provided that the wave field vanishes at ¢t — 4o00.

A choice of the kernel as a linear combination of the delta-function and its derivatives
of different orders gives a possibility to derive from (1.2) various well-known differential
equations of the physics of nonlinear waves. Symmetries of such equations either have
already been studied (many results obtained until 1995 are collected in [11, 12, 13]), or
can be studied by the standard Lie group methods [8, 33, 9]. However, to the best of our

8



knowledge, particular versions of the general equation (1.2) with non-degenerate kernels
which maintain the integro-differential feature of the model have not been studied yet.

The exponential kernel K = exp(—s) is of particular applied interest. Equation
(1.2) with such kernel describes wave beams in relaxing media. In this case the integro-
differential equation is also reduced to a differential equation [21]. To derive such an
equation, it is sufficient to note that the integral term w in (1.2) and the variable u for
the exponential kernel are related by the following equation:

wy +w = u. (1.7)

Reduction of (1.2) to a differential equation is also possible for some more complicated
kernels. For example, if K = exp (—s)cos (wp s), then the kernel describes internal dy-
namics of medium with resonant inclusions. In this case, the differential relation between
w and w in equation (1.2) has the form:

(wy +w — u), + (W +w — u) + wiw = 0. (1.8)

A special class is formed by "model” kernels which are non-zero on the finite segment,
for example, within s € (0, 1]. The simplest case is

1 if s<1,
K_{O ift s> 1.

For this kernel the integro-differential equation (1.2) is reduced to the difference-differential
equation:
(uy — vy — Aup)p= uyy + u..

Au = uft) =ult — 1)

Note that, using the finite shift operator, one rewrites the integral term of equation
(1.2) in the form

(1.9)

w(t) = Lu(ty; ﬁ(@t):/oooK(s) exp (Zs8,) ds, (1.10)

where 0; is the partial derivative with respect to time. The second operator L (0y) is the
Laplace transform of the function K (s) defining the kernel of equation (1.2).
For example, if a kernel has the form of the Bessel function of zero order, then one has

K=Jo(s), L@)=(1+0)"

Using the tables of the Laplace transform and physical restrictions of the kernel forms,
one can single out all cases when equation (1) can be reduced to a differential equation of
a finite order. In the general case, decomposing the exponential function of the integrand
(9) into power series, one verifies that the resulting differential equation will contain
derivatives of an arbitrary order.

In the present research we use our method [34, 35] to the Rudenko equation.

The Boltzmann equation with sources

The Boltzmann kinetic equation is the basis of the classical kinetic theory of rarefied
gases. Considerable interest in the study of the Boltzmann equation was always the
search for exact (invariant) solutions directly associated with the fundamental properties

9



of the equation. After the studies of the class of the local Maxwellians [36, 37, 38] new
classes of invariant solutions were constructed in the 1960s in [39, 40, 41]. A decade later
the BKW-solution was almost simultaneously derived in [42] and in [43]. Contrary to
the Maxwellians, the Boltzmann collision integral does not vanish for this solution. The
discovery of the BKW-solution stimulated a great splash of studies of exact solutions
of various kinetic equations. However, the progress at that time was really limited to
the construction of BKW-type solutions for different simplified models of the Boltzmann
equation [44].

The Boltzmann equation is an integro-differential equation. Whereas the classical
group analysis method has been developed for studying partial differential equations, the
main obstacle for applying group analysis to integro-differential equations comes from
presence of nonlocal integral operators. The direct group analysis for equations with
nonlocal operators was worked out and successfully used in [34, 45, 20]. In particular,
a complete group classification of the spatially homogeneous and isotropic Boltzmann
equation without sources was obtained in [34, 35].

One of the alternative approaches for studying solutions of the Boltzmann equation,
by transition to an equation for a moment generating function, was first considered in
[46, 47]. The BKW-solution was obtained there. In [48], such an approach was applied to
the spatially homogeneous and isotropic Boltzmann equation with sources. The author
of [48] used the group analysis method for studying solutions of the equation for the
generating function. However, it was not taken into account that this equation is still a
nonlocal one.

In the present research we use our method [34, 35] to amend the results of [48]. A
group classification of the equation for a moment generating function with respect to a
source function is obtained.

1.1.3 Application of group analysis to ordinary
differential equations

Many methods of solving differential equations use a change‘of variables that transform a
given differential equation into another equation with knewn properties. Since the class
of linear equations is considered to be& the simplest-class of equations, it was attractive
to transform a given differential equation into a linear equation. This problem, which
is called a linearization problem, is a particular case of the equivalence problem. The
equivalence problem can be formulated as follows. Let a set of invertible transformations
be given. One can introduce the equivalence property according to these transformations:
two differential equations are equivalent if there is a transformation of the given set which
transforms one equation into another. The equivalence problem involves a number of
related problems such as defining a class of transformations, finding invariants of these
transformations, obtaining the equivalence criteria, and constructing the transformation.

The third part of the present project is focused on the study of two problems: (a)
on first integrals of second-order ordinary differential equations; (b) the complete group
classification of systems of two linear second-order ordinary differential equations with
constant coefficients.

10



Introduction to the problem of finding first integrals
of second-order ordinary differential equations

We give a short review of results related with an equivalence problem for a second-order
ordinary differential equation. Two types of transformations can be distinguished among
the transformations used in the equivalence problem for second-order ordinary differ-
ential equations: point transformations and the generalized Sundman transformations.
S.Lie [49] also noted that all second-order ODEs can be transformed to each other by
means of contact transformations, thus this set of transformations cannot be applied for
a classification of second-order ODEs.

Among the target equations two classes of equations can be mentioned. One set
of this class was obtained by S.Lie [50]. Lie’s group classification of ODEs shows that
the second-order equations can possess one, two, three or eight infinitesimal symmetries.
The equations with eight symmetries and only these equations can be linearized by a
change of variables. Lie showed that the latter equations are at most cubic in the first
derivative and gave a convenient invariant description of all linearizable equations. A
similar description of the equations with three symmetries were provided in [51, 52].
Another set of target classes corresponds to the Painlevé equations. Analysis of the
classes of equations corresponding to the first and second Painlevé equations was done in
[53, 54].

For the linearization problem one studies the classes of equations equivalent to linear
equations. The first linearization problem for erdinary differential equations was solved by
S.Lie [49]. He found the general form of all ordinary differential equations of second order
that can be reduced to a linear equation by changing the independent and dependent
variables. He showed that any linearizable second-order equation should be at most cubic
in the first-order derivative and provided a linearization test in terms of its coefficients.
The linearization criterion is written through relative invariants of the equivalence group.
A.M.Tresse [55] treated the equivalence problem for second order ordinary differential
equations in terms of relative invariants of the equivalence group of point transformations.
In [56] an infinitesimal technique for obtaining relative invariants were applied to the
linearization problem.

S.Lie also noted that all second order equations can.be transformed to each other by
means of contact transformations, and-that this is not so for third order equations.

A different approach for tackling the equivalence problem of second order ordinary
differential equations was developed by E.Cartan [57]. The idea of his approach was to
associate with every differential equation a uniquely defined geometric structure of a cer-
tain form. The Cartan approach was further applied by S.S.Chern [58] to third order
differential equations. Since none of the conditions given in [58] are implicit expressions
that could be used as tests for deciding about the type of the studied equation, in a series
of articles [59, 60, 61, 62, 63] the linearization problem was also considered. Linearization
with respect to point transformations is studied in [59], with respect to contact trans-
formations in [60, 61, 62, 63, 64]. The linearization problem was also investigated with
respect to generalized Sundman transformations [65, 66, 67].

The linearization problem via point transformations

T = gp(t, $)7 u = w(tam)

for a second-order equation & = F(t,x, ) is attractive because of the simplicity of the
general solution of a linear equation: a linearizable second-order ordinary differential
equation is equivalent to the free particle equation u” = 0. Thus, if one found linearizing

11



transformation, then the general solution of the original equation can be relatively found
easily. Note that for a linearizable equation & = F'(t,z, &) the value

o = Wt O
37%—1‘901:

is a first integral of the equation. Here subscripts mean derivatives, for example, ¢; =
dp/0t, p, = dp/0x and etc... This motivated one to study equations possessing a first
integral of the form
_ dA(t2) + C(t,x)
eB(t,z) + Q(t,x)
Notice that a second-order equation equivalent to the free particle equation via the gen-
eralized Sundman transformation also possesses a first integral of the form (1.11).

The authors of [68, 69, 70] came to the form of first integral (1.11) from the study of
A-symmetries for second-order equations which play a fundamental role. Although the
equation may lack Lie point symmetries, there always exists a A-symmetry associated to
a first integral I = I(t,z, ). Such a A—symmetry can be defined in canonical form by the
vector field v = 0, and the function A = —1,/I;. When [ is of the form

(1.11)

1

1= x , (A 1.12
Clt,x) + A(t,z)x 4 B(t, =)’ (470) (1.12)

such a function A is given by
Mt z, i) = y(t2)i* et 2)d+ Bt )T (1.13)

where

y=AC; = —as (1.14)
a =2BCy = Ag/A=—as — AC, (1.15)
B = (C,B*% B,)/A = —a; + A;JA — 2BC,. (1.16)

In this way the study of the ODESs that admit first, integrals of the form (1.12) can be
seen as a problem of classification of the ODEs that admit v = 0, as A—symmetry for

some function A of the form (1.13).
The case where C, = 0:

1
TA(t,z) + C(t, x)

[=C(t)+

was studied in [71]. It has to be mentioned here that the case where B = 0 was completely
studied in [70].

We denote by B the class of equations corresponding to the particular case when v = 0
in (1.13). The equations in B are the ODEs of the form

&+ ag(t,x)i® + ay(t, 2)d + ao(t,z) =0 (1.17)

that admit first integrals of the form (1.12) with C, = 0.

A significant subclass of ODEs in B, denoted by A, is constituted by the equations that
admit first integrals of the form A(¢,z)% + B(t,z) (that is, C = 0 in (1.12)). By (1.15),
the equations in A4 are the equations of the form (1.17) that admit v = 0, as A—symmetry

12



for some function A = —as® + . According to the results in [70], the coefficients of the
equations in A must satisfy either S; = S5 = 0, where

Si(t, ) = a1, — 2as, So(t, x) = (apas + aoy)s + (a2t — a1)e + (a2 — a1z)ar, (1.18)
or, if Sl 7& O, S3 = 54 = O, where

2
Sg(t, ZL‘) = (g—j)w — (agt — alm), 54(t, ZL‘) = (%)t + (%) + (053] (g—j) + [01Y0 ) + aopg -

(1.19)
The equations in A such that S; = S5 = 0 constitute the subclass A; and they admit two
functionally independent first integrals of the form A(t,z)% + B(t, x).

Several properties on the linearization through local and nonlocal transformations of
the equations in B have been derived in [72] and [71]. All the equations in A; pass the
Lie test of linearization (i. e. their coefficients satisfy Ly = Ly = 0). On the contrary,
none of the equations in A, can be linearized through a local transformation; actually,
there exist equations in Ay that lack Lie point symmetries (see, for example, equations
(2.6) and (4.12) in [70]).

Although there exist equations (1.17) whose coefficients satisfty L; = Ly = 0 that are
not in 4; (see example 9 in [72]), all of them must belong to B. It is important to remark
that there are equations in B not linearizable through local transformations, apart from
the subclass A, (as the family appearing in example 2.1 in [73]). In order to linearize
such type of equations one has to consider nonlocal transformations of the form

X =F(tz), AT = (Gu(t, )i+ Go(t, z))dt. (1.20)

The equations in B can be characterized as the unique ODEs (1.17) that can be linearized
through some nonlocal transformation of the form (1.20). When G1(¢,z) = 0 in (1.20),
the equation must belong to A, and conversely. In other words, the equations in Ay are
the unique ODEs (1.17) that can be transformed into the linear equation Xrr = 0 by
means of some nonlocal transforination of the form

X = F(l), dT =.Gftsr)dt. (1.21)

These transformations are known in the literature as generalized Sundman transforma-
tions (see [65],[66], [74, 75, 76, 77, 78] and references therein). Constructive methods to
determine nonlocal linearizing transformations can be derived from the algorithms that
calculate the first integrals ([72], [71]). In particular, local changes of variables that lin-
earize the equations in A; can be determined by just dealing with first order ODEs. We
remark that such linearizing point transformations usually appear in the literature as
solutions of an involutive system of second-order partial differential equations ([79],[80]).

Complete group classification of systems of two linear second-order
ordinary differential equations with constant coefficients

Recent works by C.Wafo Soh [81] have focused on the study of systems of second-order
ordinary differential equations with constant coefficients. The studies deal with symme-
tries of systems of linear second-order ordinary differential equations with two and three
equations are considered. The goal of the present research is to study the symmetry struc-
ture of a system of n, (n = 2,3) linear second-order ordinary differential equations with
constant coefficients. Since a change of the dependent and independent variables does not
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change the structure of the admitted Lie group, the author at first simplify the system,
and then calculate the admitted Lie group of the simplified system using the standard
procedure.

The paper [81] concentrated attention on the system of n equations of the form

% = Mx, (1.22)

where the overdot denotes differentiation with respect to ¢, x is an n-dimensional vector
with complex entries, and M is an n X n matrix with complex entries.
A first simplification of system (1.22) is achieved by using the Jordan normal form J
of the matrix M,
M =P 'JP.

The change u = Px reduces system (1.22) to the system
u=Ju. (1.23)

Next, a simplification of system (1.23) is made for coefficients corresponding to diagonal
blocks of the Jordan matrix J: the authors applied scaling. This step is crucial in both
papers. In fact, in case of a diagonal block of the Jordan matrix J, scaling of the dependent
variables does not change the coefficients of this part of the system. Hence, one can
conclude that scaling is applied to the independent variable. Because the independent
variable is real valued, one can only make a real valued scaling. This allows one to
reduce only one component of a diagonal coefficient: either the real or imaginary part of
the eigenvalue of the Jordan matrix J. Whereas in [81] for any eigenvalue (including a
complex eigenvalue) the corresponding coefficieiits are reduced to the real number 1. This
means that the author [81] considered in the corresponding cases only real eigenvalues.
Therefore, the results of [81] are not complete. For a complete study one also needs to
study complex eigenvalues corresponding to diagonal Jordan blocks.

It is also worth to notice that from the paper it is unclear how the author calculated
an admitted Lie algebra. In the standard procedure, the;dependent and independent
variables are real-valued, whereas the results of [81] are obtained for n complex-valued
dependent variables. Does this mean that the authors-considered 2n real-valued equations
for calculating the admitted Lie algebra?

The goal of the present research is to correct the approach applied in [81]. The
approach is illustrated by using a complete study of symmetry structures of systems of two
real-valued linear second-order ordinary differential equations with constant coefficients.
In application of this approach to a system with more than two equations one needs
to take into account that if a real-valued matrix M has a complex eigenvalue, then the
conjugate number is also an eigenvalue. Only systems of two second-order equations are
considered here.

1.2 Objectives

1.2.1 Fluids with internal inertia

The research is focused on the group classification of the one-dimensional equations of
fluids (1.1), where the function W = W (p, p, ) satisfies the conditions Wg,, = 0 and
Ws # 0.
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1.2.2 Applications of group analysis to integro-differential equa-
tions

The Rudenko equation

The objective is to apply the recently developed approach of the group analysis method
for the Rudenko equation. In the present research the objective is to find admitted Lie
group of transformations using the explained above method.

The Boltzmann equation with sources

In the paper [48] the equation for generating function of the power moments of the Boltz-
mann equation solution was considered. However, this equation is still a nonlocal partial
differential equation, and this property was not taken into account there. The objective
of the present research is to apply the group analysis method developed recently for equa-
tions with nonlocal operators, and to make a group classification of the equation for the
generating function with respect to sources.

1.2.3 Application of group analysis to ordinary
differential equations

On first integrals of second-order ordinary differential equations

The objective of this part of the research is to give a criteria of the existence of a first

integral of the form
TA(t, mpC(t, x)

T iB(tx) + 0t )

for a second-order ordinary differential equation

i+ ag(t, x)i® + 3ag(t, )i” + 3ay(t, @)@ + ao(t, z) = 0.

Complete group classification of systems of two linear second-order
ordinary differential equations'with constant coefficients

The objective is to make a complete group classification of systems of two linear second-
order ordinary differential equations with constant coefficients:

% = Mx,

X:($)7 M:<m11 m12)'
Y Ma1  Ma2g

1.3 Scope of the Work

where

1.3.1 Overall scope and assumptions of the group classification
of fluids with internal inertia

The research is restricted by the study only the case where the function W = W (p, p, S)
satisfies the conditions Wg;, = 0 and Wg # 0.
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1.3.2 Applications of group analysis to integro-differential
equations

Overall scope and assumptions of the study of the Rudenko equation

Since it is difficult to find the general solution of the determining equations (3.10) and
(3.11), the following simplification is considered. One can assume that the determining
equation (3.10) is valid for any functions wu(t, x,y, z) and w(t, x,y, z) only satisfying the
first equation of (1.2). This allows to use standard procedure for solving determining equa-
tions developed for partial differential equations. After solving the determining equation
(3.10), one can use the found solution for solving the integral determining equation (3.11).

Overall scope and assumptions of the study of the Boltzmann equation
with sources

In the project the equation for generating function of the power moments of the Boltzmann
is analyzed.

1.3.3 Application of group analysis to ordinary
differential equations

Overall scope and assumptions of the study first integrals of
second-order ordinary differential equations

The criteria for existence of first integrals of the form

I TA(t,2) + C(t,x)
aB(ta) Q)

for a second-order ordinary differential equation
i+ az(t, )2 + 3ax(t, )3 + a1 (t, 2)7 +ao(t,x) =0
only with Ly = 0 is studied.
Overall scope and assumptions of the study of the group classification of

systems of two linear second-order ordinary differential equations
with constant coefficients

In the research we only study systems with two linear second-order ordinary differential
equations with constant coefficients of the form

x = Mx.

1.4 Outcomes of the research

The outcomes of this research are 5 papers in International journals and 1 paper in
Proceedings of International conference with peer reviewing:

1. S.V.Meleshko
Comment on ”Symmetry breaking of systems of linear second-order ordinary differential
equations with constant coefficients”, Communications in Nonlinear Science and Numer-
ical Simulations, 2011, 16(9), pp.3447-3450.
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2. Ibragimov N.H., Meleshko S.V., Rudenko O.V.

Group analysis of evolutionary integro-differential equations describing nonlinear waves:
General model. J. of Phys. A: Math. and Theor., 2011, 44(31), art.no. 315201.

3. P.Siriwat, S.V.Meleshko
Group classification of one-dimensional non-isentropic equations of fluids with internal in-
ertia. Continuum Mechanics and Thermodynamics, 2012, 24:115-148 (DOI 10.1007/s00161-
011-0209-6).

4. Yu.N.Grigoriev, S.V.Meleshko
On group classification of the spatially homogeneous and isotropic Boltzmann equation
with sources. International Journal of Non-Linear Mechanics, 2012, 47, 1014-1019.

5. S.V.Meleshko, S.Moyo, C.Muriel, J.L.Romero, P.Guha and A.G.Choudhury
On first integrals of second-order ordinary differential equations J. Eng. Math. (DOI
10.1007/s10665-012-9590-9)

6. Yu.N.Grigoriev, S.V.Meleshko and A.Suriyawichitseranee
On the equation for the power moment generating function of the Boltzmann equation.
Group classification with respect to a source function. Proc. 6th Workshop ” Group Anal-
ysis of Differential Equations & Integrable Systems” (Protaras, Cyprus, 2012), University
of Cyprus, Nicosia, 2013, pp. 98-110
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Chapter 2

Group classification of
one-dimensional nonisentropic
equations of fluids

with internal inertia

Abstract A systematic application of the group analysis method for modeling fluids with
internal inertia is presented. The equations studied include models such as the non-linear
one-velocity model of a bubbly fluid (with incompressible liquid phase) at small volume
concentration of gas bubbles (lordanski (1960), Kogarko (1961), Wijngaarden (1968)),
and the dispersive shallow water model (Green & Naghdi (1976), Salmon (1988)). These
models are obtained for special types of the potential function W(p, p, S) (Gavrilyuk &
Teshukov (2001)). The main feature of the present research is the study of the potential
functions with Wg # 0. The group classification separates these models into 73 different
classes.

The present research is focused on the group classification of the one-dimensional
equations of fluids (1.1), where“the function W = W(p,p,S) satisfies the conditions
Wsp'p' =0 and WS 7é 0.

The report is organized as follows. The next section studies the equivalence Lie group
of transformations. The equivalence transformations are applied for simplifying the func-
tion W (p, p, S) in the process of the classification. In Section 3 the defining equations
of the admitted Lie group are presented. Analysis of these equations separates equa-
tions (1.1) into equivalent classes. Notice that these classes are defined by the function
W (p, p,S). For convenience of the reader, this analysis is split into two parts. A complete
study of one particular case is given in Section 4. Analysis of the other cases is similar but
cumbersome. A complete study of the other cases is provided in Appendix. The result of
the group classification of equations (1.1) where Wg;, = 0 and Wy # 0 is summarized in
Table 2.1. The admitted Lie algebras are also presented in this table.

2.1 Equivalence Lie group

For finding an equivalence Lie group the algorithm described in [82, 45] is applied. This
algorithm differs from the classical one [8] by assuming dependence of all coefficients
from all variables including the arbitrary elements. Since the function W depends on the
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derivatives of the dependent variables and in order to simplify the process of finding an
equivalence Lie group, new dependent variables are introduced:
uz=p,uy=.9.
Here u; = p, us = u, ug = p and uy =95, x1 = x, x5 = t. An infinitesimal operator X*¢
of the equivalence Lie group is sought in the form [45]
X =0y, + ¢y, + ¢V ow,

where all the coefficients ¢¢,¢%, (i = 1,2; j = 1,2,3,4) and ¢ are functions of the
variables x, t, p, u, p, S, W. Hereafter a sum over repeated indices is implied. The
coefficients of the prolonged operator are obtained by using the prolongation formulae:

(i = D¢ — ug 1 DEE" — ug 2 DEY, (i =1,2),
Di = az + uﬁ,lguB + (pzWa,l + pra,2 + SxWa,S)aWaa
D; = at + u5,2au5 + (ptWa,l + ptWa,Q + StWa73)aWa7
where o = (v, g, av3) and = ([, ) are multi-indexes (a; > 0), (8; > 0)

(061,0627053>,1 - (Oél+1,0627063>, (CM17CJ[2,O(3),2: (a17a2+17a3>7 (O{l,OCQ,Oég),3: (O{l,OQ,Oég—i‘l)

(B1,82), 1= (B +1,3), (B1,52),2=(B1,62+1)

HB1+B2y, Hortaztas
Wense) = Gmapha ] aazen) T 5 s e Gay
The conditions that W does not depend on ¢, & and u give
Gl =0, ¢ =0, ¢P=0, (P =0, E0 =0, ¢ =0, Gy =0, (i=1,2).

Using these relations, the prolongation formulae for the coefficients ("= become:
(Wt = DECWe — W1 DECH —~WanDEC™ =Wa s De¢™, (i = 1,2),
D§ = 8, + Wa 10w, DS = s+ Wasdw., D515 05 + Wa 30w,

For constructing the determining‘equations and for their selution, the symbolic computer
Reduce [83] program was applied. Cal¢ulations give the following basis of generators of
the equivalence Lie group

X¢ =08, Xs=20,, XS =10, + 0y, X =10, + 0,
X5e = t@t -+ 2p8p — u@u, Xg = aw, X7e = —u@u + p&?p — Waw + t(‘?t,
X§ = pp(S)ow, X§ = pg(p,S)ow, Xiy = h(S)0s,

where the functions g(p, S), ¢(S) and h(S) are arbitrary. Here only the essential part of
the operators X¢, (1 = 5,6, ...,10) is written.

Since the equivalence transformations corresponding to the operators X¢ , X¢, X7,
X§,X§ and X7, are applied for simplifying the function W in the process of the group
classification, let us present these transformations. Because the function W depends on
p, p and S only, the transformations of these variables are presented:

X p=pe*, p=p S =85 wW'=Ww;

X§: p=p, p=p S =85 W' =We 2,

Xe: p=pe*, p=p S =5 W' =W + a;

Xg: p=p p=p =S5 W’ = po(S)a+ W;

X5: p=p,  p=p =8 W' = pg(p,S)a+W
Xio: o' =p, P =p, Sl:Q(S7a) wW'=Ww;
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Here a is the group parameter.

2.2 Defining equations of the admitted Lie group
An admitted generator X is sought in the form
X =€0, 40+ ("0, + "0y + (s,

where the coefficients &%, &, ¢?, ¢%, ¢ are functions of (x,t, p,u, S). Calculations showed

that
£ = (kat + k) + kst + ks, & = kot® + (k1 + 2k3)t + k7.

CP = plks — kat), " = ko(—ut + x) — u(ky + k3) + ky,

¢¥ =¢%(9),
ka(3Wiph + Wppp+ 3Wp) = 0, (2.1)
—3pr5‘p‘<S + ?)Wp‘pp'pz(kl + 2:Lu3 - kg) - Sprpppkg (2 2)
+3prp(2k3 — ]{38) — pk‘g(?)Wp,‘, + I/V,;p,,p) = 0, '
k2(prppﬁp - M/ﬂpﬁp + SprﬁﬁpQ - prpp + pr) =0, (2'3)
QS/O<prS - prpsf’) - I/Vpppp[)pzks 1 M//Jp/ip.p(le + 2k3 + ks)
+prppp2p(l€1 + 2/43 - /i?g) + prpPQkS + pr[)(2k1 + 2k3 + kg) (24)

2 p(Wopsop” 4 5Wappp +3W55) =0,

ka(Wopsspp® = 3Wopspp +3Wospsp° 0 — 8Wipapf + 3Wasp — Wopsp? +3W,sp — 3Ws) = 0,

(2.5)

_prpSpp2k8 - 2pr3ppkl - 2pr5ﬁpk3 \I, prSpPkS + H/pppSpr(QkB + kl - k8>
+pr5p2<k'8 — k‘l — 2]€3) -+ W/;Sp(2k1 =13 2]€3 B lfg) i WPPSPQkB + Wpsp(Ql{Zl -+ 2]€3 — k?g)
+Ws(ks — 2k1 — 2k3) + ppka(Wospsp + 3Weis) + €8 (=W ,pspp + Wisp 4+ Wosp — W)

+(3(=Wopsspp + Wissp+ Wissp — Wss) =0,

(2.6)
where k;, (i =1,2,...,8) are constant. The determining equations (2.1)—(2.6) define the
kernel of admitted Lie algebras and its extensions: -['he kernel of admitted Lie algebras
is determined for all functions W (p, p, S) and it consists of the generators

Yzlzaxayvi'):atayéztam—i_au

Extensions of the kernel depend on the value of the function W (p, p, S). They can only
be operators of the form

ki X1 4 ko Xo + k3 X3 + ks X + ¢90s,

where
X1 = t(?t - Uau - pap,
X3 = 2t0y + 0, — u0,, — 3p0, — po,,
Xg = ,08p + p5p
Since the function W (p, p,S) depends on p, the term with 0, is also presented in the
generators.
Relations between the constants ki, ko, ks, kg and (¥(S) depend on the function

W(p, p,S).
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2.3 Case ky #0

If ko # 0, then equation (2.1) gives
3SWipph + Wippp + 3Wsp = 0.

The general solution of this equation is

W(,O,p,S) :pgg(z7 S)+900(p78)’ (27)

where z = pp~3. Substituting (8) into (4), one obtains

PLoppp — Popp = 0.

The general solution of this equation is
wo = p°u(S) + pL(S) + J(S), (2.8)

where without loss of the generality by virtue of the equivalence transformation corre-
sponding to the operator X§, it can be assumed that /(S) = 0. Equation (6) gives that
J' = 0. By virtue of the equivalence transformation corresponding to X, it can also be
assumed that J = 0. Substituting the obtained W into (2.2) and splitting it with respect
to p, one obtains g... = 0 or g = ©5(5)2?%, where ¢, # 0. Notice that the linear part of
the function 5 is also omitted because of the equivalence transformations corresponding
to the generator X§. The remaining part of equation (2.2) becomes

PhC = 20, (s ks) = 0. (2.9)
If o, =0 or ps = q# 0, then k3 = —kg and equation (5) becomes
e 2k =0. (2.10)

For i/ = 0 the function W dees not depend on S. Since this case has been studied in
[14], it is excluded from further study in the present research. Thus, one has to assume
that p/ # 0. From (2.10) one gets (7 = 2k u/fi/ ;| Changing the entropy S = u(S), one
has

W(p,p,S) = Z—Z + S,
and the extension of the kernel is given by the generators
X, — 2505, Xy, X3— Xg.
In the final Table 1 this is model M, where the tilde sign is omitted.
If ¢y # 0, then from (2.2) and (2.9), one obtains

¢F = 2<p—,2(k’3 + ks),

Y2
/J/(pg(k:g + k?g) + ()0,2/11(]{71 + ]{?3 + /{38) =0. (211)
If 1 # 0 then, the last equation defines
/
k= — (ks + ks) (1 + 2222, (2.12)

©h
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Differentiation (2.12) with respect to S gives

'z
(ks + ks)( ,2)’ = 0. (2.13)
/
If (,l;;z), =0 or ;1 = q5, then the general solution of equations (2.1) - (2.6) is
2

-2
o P 5
W(pu P, S) = ES + Q1035k7
where S = ©2(S). The extension of the kernel is given by the generators

Xy, X3— Xs, Xs— (k+1)X; + 250

In the final Table 1 this is model Ms.
/
If (w)' # 0, then the general solution of equations (2.1) - (2.6) is

/
2

~ 52 ~ : ~ ~
W(p,p,5) = 25+ pu(S). (1 # a5¥),

pE
and the extension of the kernel is given by the generators
Xoy X3 = Xs.

In the final Table 1 this is model Ms.

If £ =0, then
22

& P
VV(ﬁ? P S) y /?S
and the extension of the kernel is given by the generators

X1, XKy, X3 — Xy, Xs+ 2595

In the final Table 1 this is model M.

Remark. The last two cases do not satisfy the restriction W;;s # 0 announced in the
title. For the case where ky # 0 it is not necessary to separate the study into the cases
Wsss # 0 and Wy,5 = 0. Whereas for the analysis of the case where ky = 0, one needs to
make this separation.

2.4 Results of the group classification

The result of the group classification of equations (1.1) is summarized in Table 2.1.
The linear part with respect to p of the function W(p, p, S) is omitted. The equivalence
transformation corresponding to the operator X7, is also used. This transformation allows
one to simplify the dependence on entropy of the function W(p, p, S).

The first column in Table 2.1 presents the number of the extension, forms of the func-
tion W(p, p, S) are presented in the second column, extensions of the kernel of admitted
Lie algebras are given in the third column, restrictions for functions and constants are in
the fourth column.
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Table 2.1: Group classification

w(p, p,S) Extensions Remarks
My qop_°p° +p°S X1 —2S0s, X3, X3-— Xg
My | p=3p°S + q1p8% Xy, X3—Xg, Xg—(k+1)X; +259g
Ms | p=35%S + p5u(S) X9, X3 — Xg u # a1 8%
My | p~7p%S X1, X3, X3—Xs, Xs+259s
Ms | (p,p)+ 3 95
Ms | o(p)p> +S dg, X1 —289g
My | o(p)p® +n(p) + S ds n" #0
Mg | w(p)p*> +n(p)S X, — 25895 n"” #0
My | e(p)pInlpl+ S X3 — 2595, Os
Mio | w(p)pln|pl+n(p) + S 9s n"” #0
Mi1 | e(p)pln|pl 4+ n(p)S X3 — 2595 n” #0
M2 (q1p+q0)In|p| + n(p) + S X3 — X1, 9s 95+ 491 #0
Miz | e(p)In|pl+n(p) + S 9s P #0
Mg | (q1p+ g0)In|pl + h(p, S) X3 — X3 (a5 + D) hpps # 0
Mis | e(p)(n|p|+S) +n(p) + g2 X3 — X1+ 95 "
Mg | o(p)p"T2+8 kX3 —2(k + 1) X3 +2(k +2)S3g, g k(k+1)(k+2) #£0
Miz | o(@)p" >+ n(p) + 58 ds n #0
Mis | ()" T2 +n(p)S kX3 —2(k+1)X1 +2(k +2)S9s n' #0
Mig | p g(pp") +n(p) +S ds
Mao | 9(pp™) + @10 + 8 —2kX1 + (2k + DX3 +2X5, Os
M1 | pg(pp") +a1plnp+S (k+1)(X3 = X3) + Xs + 505, s
May | p*g(pp®) + 8 —2(k+X) X1 + (2k + A + 1) X3
+2Xg 4+ 20\S0g, g AN —1) #0
Mz | g(ppF) + Snp —2kX1 + (2k + 1) X3 + 2Xg
Maa | pg(pp®) + Spinp (k+1)(X3 — X1) + X3
Mas | p*(g(pp™) + 8) —2(k+ M) X1 + (2k+ A + 1) X3 + 2X5 AA-—D #0
Ms | 9(pp™) + Q(pS) + q11n 8 —2kX) + (2k + 1) X3 + 2Xg — 2595
M7 | p*g9(0") + Q(pS) —2(k+ M) X1 4+ (2k+ A+ 1)X3 + 2Xg — 2595 A#0
Mog qopp> In [p| + S X3 — 2595, Xg — AX1 4+ (2\ +1)Sdg, Adg
Mag | qopp™ In|pl +n(p) + S 2Xg —22AX; + (A —v — )X3+2(v+2)S8s, 05 | 0’ =a1p” #0
Mso | gopp™In|p| +n(p) + S ds n" #aqip”, n” #£0
Ms1 | gopp™ In|p| +n(p)S X3 — 2505 n"” #0
Mss | qopp™In|p| + Splnp X3 —258g, —AX] 4 Xg +2)\S0g
Mss | qopp™In|p|+ S(plnp+q1) X3 — 2593 a1 #0
Mss | gopp™In|pl+ Splnp+qgalnS 2(Xs — AX1 + \X3) + X3 — 2505 a2 #0
Mss | gopp™ In|p|+ Splnp + g2 S 2(1 — a)(Xg = A\Xq + A\X3) + X3 — 2595 g2a(a—1) #0
Msze | qopp In]pl + S(np + a1) X3 — 2585
M3y q0pp™ In|p| +S(np+4q1) +aSInS —2XaX1 + (2aXl+ 1) X3 + 2aXg + 2(a — 1)S0g a #0
Mss | gopp™In|p| + Sp” ™2 X3 —289s, —NXj + Xg+(2\ —v —1)S9g (v+2)(v+1)#£0
Mo | qopp™ In[pl + S(0"F2 + a1) X3 — 25805 a@+2)(v+1) #0
Muo | qopp™In|pl+ Sp”T2 +q InS —2AX1 + (2AF 1) X3 4+ 2Xg — 2(v + 2)Sdg (v +2)(v+1)#0
M1 | qopp™In|p| + Sp” T2 + q25° 2X(a — 1)X1 + (a(v + 1=2)\) + 2\ + 1) X3 (v+2)(v+1) #0,
+2(L— a)Xg — 2(v +2)S0s goa(a —1) #0
Mys | gopp*In|pl+9g(pS) +g21n S —2)\X; + (2A + 1) X3 42X — 2595
Maz | qopp> In|p| + p”g(pS) + g25~" —2MX1 + (A — v + 1)X3 + 2Xg = 2595 v#0
Mas | p* (a1 + g0 In(p”[p)) + S 2\ + ) X1+ A+ 20+ 1)X3
+2Xg + 2XS0g, 9g
Mys | gop> In|pl+n(p) + S ds n # p*(q1 + g2 In p)
Mg | qop™In|p| +n(p) + S X3 = X1, 8s n" #qpP 2,
AA—1)=0
My7 | qop” In(|plp”) + S X3 — X1, (L=XN)X1 +2X5 + 2050584, 0s AA-1) =0
Mys | goln|p|+ Slnp+ f(S) Xg — X1
Myg | p(goln|p| + Slnp) + f(S) X3= X1 fT#0
Mso | p(goln|pl+ Slinp) X3 7 X1; ~Xg
Ms1 | goln|pl+¢(pS)+a1lnS X3 — X WU 4 2 X551 52895 (zo(z))" #0
Msa | p(goIn gl + ¢(pS)) + a1 5" X3 — X1, Xs—S0s (z0(2)")" #0
Mss | p*(qoIn|p| + 6(pS)) + £(S) X3 — X1 A(A—1) =0,
(Sf' +Xf) #0,
(z0(2))" #0
Msg | qop”(In|pl +S) +n(p) +a1S X3 — X1+ 9s AN —=1) #0,
0" #p*"2(vInp + q)
Mss | qop™ (n(1pp") + S) + a1p™ X3 — X1 + 05, AA—1)#0
2\ — 1) X1 4+ 2Xg — (A4 2v + 1)dg
Mse | aqop™(In([plp”) + S) + q1p™ + a2S X3 — X1 495 @2 A(A—1) #0
Ms7 | qop”(In(|plp”) + S) + q1p™ + q2e” —2(k(A +v) + XN) X1 + 26Xg + 2005 a@2A(A = 1) #0
+(R2A+ k(A +2v4+1))X3
Mss | qop™(In([plp”) + g(pS)) + a2S~ —2(A 4+ v)X1 + (A + 2v + 1) X3 + 2Xg — 2S9g AN —=1) #0,
(g ()" #£0
Msg | q0p™p" T2 +n(p) + S —2(2k + A+ 2+ (k + )v) X (k+1)(k+2) #0,
+(kv 4 3k 4 2\ + 2) X3 7 =aip’ #0
+2(k + 2)(Xg + (v + 2)S08g, 0Os
Mo | 00" T2 +n(p) + S ds (k+1)(k+2) #0,
n'" #qp”,n” #0
Mgy | qop™p* T2+ S 2(k + 1)X1 — kX3 — 2(k + 2)S0g, (k+1)(k+2)#0
(k+ A+ 1)X3 +2(k+ 1)Xg — 2AS8g, dg
Mgz | aop”p" T2 +g(pS) + q21In S —2XX1 + (k42X +2) X3 + 2(k + 2)(Xg — S95s) (k+1)(k+2) #0
(29’ (z))" #0
Mgz | a0p™ " T2 + p"g(pS) + q25~ —2(v(k+1) + ) X1 + (k(v + 1) + 22 + 2) X3 v(k+1)(k+2) #0
+2(k + 2)(Xs — S85) ("t (2)" #0
Mes | qop™ " T2 + Sn(p) 2(k + 1) X1 — kX3 — 2(k + 2)S9g (k+1)(k +2) #0,
n' #aqp”, 0" #£0
Mgs | qop™p" T2 + S(In(pSP) + q2) 2(k+1—BN)X1 + (B(k+2X+2) — k) X3 (k+1)(k+2)#0
+2(k +2)(BXs — S95s)
Mes | qop™p" T2 + pln(p)S 2(k +1)X1 — kX3 — 2(k 4+ 2)S9g, (k+1)(k+2) #0

2A(X3 — X1) + (k +2)(X3 + 2Xg — 2505)
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Table 2.1. Continue

(k+ A+ 1)X3 +2(k + 1) Xg
—2(\ + v(k + 1))Sdg)

w(p, p,S) Extensions Remarks
Mgz | a0p™ " T2 + S(pIn(p) + az2) 2(k + 1) X1 — kX3 — 2(k + 2)S9g a2 #0,
(k+1)(k+2)#0
Mes | q0p™p* T2 + Splnp+g2In S 2X(X3 — X1) + (k +2)(X3 + 2Xg — 259g) q2 # 0,
(k+1)(k+2) #£0
Mgg | a0p™p" T2 + S(pInp + q257) 2(8(k + A+ 1) + k+ 1)(X3 — X1) Bqz # 0,
—(k+2)X3 + 2(k + 2)(8Xg + S9s) (k+1D)(k+2)#0
Mr7o | qop>p*T2 + Sp” 2(k + 1)X, — kX3 — 2(k + 2)Sdg, v

Z0,
(K+1)(k+2) #0

Mrz1 | a0p™ "% 4+ S(p” + a2) 2(k +1)X1 — kX3 — 2(k + 2)S9g q2 # 0,
(k+1)(k+2) #0
Mrzz | q0p™p* T2 + Sp” + ¢21n S 2M(X3 — X1) + (k + 2)(X3 + 2Xg — 2v50g) q2 # 0,
(k+1)(k+2)#0
Mzs | aop”p" T2 + S(p” + q257) 261 + vk + 1) + v(k + 1)(X3 — X1) 928 # 0

—(k+2)(Bv — B+ v)X3 (k+1)(;c+2);£0

+2(k + 2)(8Xs + vSdg)

2.5 Appendix. Case ky =0

For further study the knowledge of (°(S) plays a key role. For example, for ky = 0
equation (2.2) becomes

WipsC® = Wippph + 2ks(Wsop + W) — ks(Wppp + Woppp + Wp). (2.14)
In the present research we study the case where
prg = 0.

By virtue of the equivalence transformation corresponding to the generator Xg, the
general solution of the equation W,;5 = 0 is

Wip,p,S) =Plp, p) + h(p,S),

where ¢,hg # 0. Since for ¢;;, = 0 equations (1.1) are equivalent to the gas dynamics
equations, it is assumed that ¢,, # 0. Equation (2.14) reduces to

/{?1(1, + ]Cgb - k‘g() = 0, (215)

where
a = Pbpppy b =2(p¢ppp + Gpp)s €= (0P + PDysp + Dpp)-
In the further study the following strategy is used. Notice that equation (2.4) is linear
with respect to ¢ with the coefficient h,,s, i.e.,

s <S =4

with some function A = A(p, p, S) which is independent of ¢°. If h,,s = 0, then due to
equivalence transformations one can also assume that

h(p,S) = n(p) + p(S),

where p/ # 0. In this case equation (2.6) leads to

(% = (—2kyp — 2k + ks + co) /1,
where ¢ is an arbitrary constant. The admitted generator takes the form
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where S = 1(S). Remaining equations are (2.2) and (2.4). The relations between con-
stants k;, k3 and ks depend on the functions n(p) and ¢(p,p). If h,,s # 0, then the
function (¥ is defined by equation (2.4). In this case one needs to satisfy the system of
equations (2.2), (2.6) and the condition that (¥ = ¢3(S).

The analysis of the relations between the constants ki, ks and kg, follows to the
algorithm developed for the gas dynamics equations [8]: the vector space Span(V'), where
the set V' consists of the vectors (a,b,c) with p, p and S are changed, is analyzed. This
algorithm allows one to study all possible subalgebras without omission.

2.5.1 dim(Span(V)) =3

If the function W (p, p, S) is such that dim(Span(V')) = 3, then equation (2.15) is only
satisfied for
k=0, ks=0, ks=0.

In this case equations (2.4) and (2.6) become
C*hpps =0, (5 (phps — hs) + ¢ (physs — hss) = 0.

Since for (¥ = 0 there are no extensions of the kernel of admitted Lie algebras, one has
to consider ¢ # 0. The general solution of the first equation, after using the equivalence
transformation corresponding to the generator X, is

h= (8,

where 1/ # 0. The general solution of the second equation is ¢° = ¢/y/. Hence

W(pHO?S) :¢(p7p)+57
and the extension of the kernel is given by the generator
g,

where S = x(S). In the final Table“!/this is model Mz,

2.5.2  dim(Span(V)) =2
There exists a constant vector («, 3,7) # 0, which is orthogonal to the set V:
aa + Bb+vyc = 0. (2.17)
This means that the function ¢(p, p) satisfies the equation
(@ + 28 4+ 7)pbppp + 10Pisp = —(28 + 1) Dpp- (2.18)
The characteristic system of this equation is

dp Cdp doy

@1 281705 9 2B+ (2.19)
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Case 7 =0

Because ¢,;, # 0 and («,3,7) # 0, one has that o + 28 # 0. The general solution of
equation (2.18) is

$pp = P(p)A", (2.20)
where @(p) # 0 is an arbitrary function and k& = 28/(a + 2f). Since dim(Span(V)) =0

for (p@’ /@)’ = 0, one has to assume that (pg’' /@)’ # 0.
Substitution of (2.20) into (2.15) gives

The case kg # 0 leads to (p@'/@)" = 0. Hence, ks = 0 and equation (2.21) becomes
l{(lﬁ + 2]{33) + 2ks = 0. (2.22)

Let & = 0. Due to equation (2.21) one gets k3 = 0. Integrating (2.20), one finds
® = p(p)p?. Equation (2.4) becomes

RppsC® + 2hppks = 0. (2.23)

Assume that h,, = 0, this means that after using the equivalence transformation
corresponding to the generator X¢, one has that h = u(5), where ' # 0. Equation (2.6)
after integration gives

(% = =2k + co/ 1,
where ¢ is a constant of the integration. Thus,

W(p, p, S)-= p(a)p> + S.

and the extension of the kernel is given by the generators

dg, X3 = 2505,

where S = 11(S). In the final Table 1 this is model M.

Assume that h,, # 0. For the existence of an extension of the kernel, equation (2.23)
implies that h(p,S) = n(p)u(S) + u2(S), where ™ # 0. In this case equation (2.4)
becomes

(/¢ + 2k = 0.

If 4/ = 0, then p, # 0, k; = 0 and equation (2.6) gives (% = co/py. Thus,
W(p, p,5) = (p)p* +n(p) + S,
and the extension of the kernel is given by the generator
g

where S = 115(S). In the final Table 1 this is model M;.
If 4/ # 0, then ¢¥ = —2ku/y/, and equation (2.6) gives

(a/1) = 0.
Hence, without loss of generality one can assume that ps = 0. Therefore,
Wi(p, p,S) = @(p)p* +n(p)S.
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and the extension of the kernel is given by the generator
X, — 250;,

where S = 11(S). In the final Table 1 this is model M.
Remark. In the cases where p/ # 0 one can assume that ps(S) = f(u(S)). This

simplifies calculations.
Let k # 0. Equation (2.22) gives

ky = —2ks .

The function ¢(p, p) is obtained by integrating equation (2.20). The integration depends
on the value of k.
Let kK = —1, then

¢ = p(p)pIn|pl. (2.24)
Substituting (2.24) into (2.4), one obtains
C%h,yps + 2kgh,, = 0. (2.25)
If h,, =0, then h = p(S) with ;' # 0, and equation (2.6) leads to

¢5 = —2kap/ph4-co /1.

Therefore, ) )
W(p, i S) = olBpn Al + S,
and the extension of the kernel is given by the generators

X3 —280;, 0z

where S = 11(S). In the final Table I this is model M.
If h,, # 0, then

h(p, S) = puS)n(p) + 12(S), (a7 0).

Equation (2.4) becomes pi/¢% + 2ksu =-0.
If 4/ = 0, then p # 0, k3 = 0 and equation (2.6) gives (% = co/py. Thus,

Wi(p, p,S) = ¢(p)pIn|p| +n(p) + S,
and the extension of the kernel is defined by the generator
Jg,

where S = 115(S). In the final Table 1 this is model M.
If 4/ # 0, then
¢F = —2ksu(S) /1.

Similar to the case k = 0, equation (2.6) gives po = 0. Therefore

W(p,p,S) = w(p)pln|p| +n(p)S, (0" #0),

and the extension of the kernel is given by the generator
X3 — 2503,
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where S = w(S). In the final Table 1 this is model My;.
Let k = —2, then

¢ = o(p)In|pl. (2.26)

Equation (2.4) becomes
CshppS - k390// =0 (2.27)

Assuming that h,,s = 0, one has
h(p, S) = n(p) + p(S),
where y/ # 0. Equation (2.6) leads to

¢ =co/i. (2.28)

Therefore

W(p, p, S) = ¢(p) || +n(p) + S,
and (a) for ¢” = 0, one has two admitted generators
X3 — Xy, 03
(b) for ¢" # 0, there is the only admitted generator
ds!

Here S = (). In the final Table 1 case (a) is model M;, and case (b) is model My3.
Assuming that h,,s # 0, one has

/"

¥
h,pps

CS = k3

Notice that here k3 # 0, otherwise there is no an extension of the kernel of admitted Lie

algebras. Hence,
SQ”
< ) = 0. (2.29)
hppS 2

If ¢” =0, then equation (2.6) is also satisfied. Therefore there is the only extension

X3 - X17

and

Wi(p, p,S) = (q1p + ) In|p| + h(p, S),

where (g2 + ¢?)h,ps # 0. In the final Table 1 this is model M.
If " # 0, then equations (2.29) and (2.6) give

h(p, S) = w(p)u(S) + nlp) + qapu(S),

where y/ # 0. Therefore,

and the extension of the kernel is

X3 — X + 03,
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where S = w(S). In the final Table 1 this is model Mys.
Let k(k + 1)(k + 2) # 0 in (2.20), then

¢ = p(p)p*+? (2.30)
Substituting (2.30) into (2.4), one obtains
C%hgppk — 2ks(k + 2)h,, = 0. (2.31)
If h,, = 0, then one can consider that h = u(S), where 1/ # 0. Equation (2.6) is

k+2
CSZQkB( - )M/N/+CO/M/-

In this case

W(p,p,S) = §*p(p) + 5,
and the extension of the kernel is given by the generators

kX3 —2(k+1)Xy +2(k + 2)S0g, Og,

where S = ;(S). In the final Table 1 this is model M.
If h,, # 0, then for an existence of an extension of the kernel, equation (2.31) requires
that

h(p, S) = n(p)aS) + (),
where un” # 0. Equation (2.31) becomes

Ol — 2ks(k 4+2)p = 0.

If 4/ = 0, then pf, # 0, k3 = 0 and equation (2.6) gives ¢° = co/py. Thus,

W (p, p, S)= p"*20(p) + n(p) + 5. (n #0).
and the extension of the kernel is given by the generator
Jg,

where S = p2(S). In the final Table 1 this is model M.
If ¢/ # 0, then
k+2
CS — 2k3( - ),LL/,U/,

Similar to the case k = 0, equation (2.6) gives ps = 0. Therefore,

W(p, p.S) = §**0(p) +1(p)S, (1" #0),
and the extension of the kernel is given by the generator

kX3 —2(k+1)X; +2(k + 2)585,

where S = 11(S). In the final Table 1 this is model Ms.
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Case v # 0.

In this case the general solution of (2.19) is

o=p'g(z), (9" #0), (2.32)

where 2z = pp*, k = —(a+28)/y—1, A= 2(8+ a) /v + 1. Substituting ¢ into (2.14), one
obtains .
29" ko + ¢"ko = 0, (2.33)

where kg = ky + 2ks — ks(k + 1) and ko = 2k; — ks(2k + X\ + 1). If kg # 0, then
dim(Span(V)) < 1, hence, ky = 0 and ky = 0, which mean that

Equation (2.4) becomes
gshSpp + ks (phﬂﬂﬁ - (>‘ - Q)h/’ﬂ) = 0. (2-34)
Assume that h,,s = 0 or
h(p, ) = nlp) + n(S),
where 1/ # 0. Equation (2.4) and (2.6) become, respectively,
ks(on” — (A —2)n") =0, 0¢% = ksAu/p' + co/ it
If p” — (A —=2)n" # 0, then kg = 0. Thus,

W(p, p,S) = p*qlppt) + nlp) + S,

and there is the only extension of the kernel of admitted Lie algebras corresponding to
the generator

o

where S = w(S). In the final Table 1 this is model Myy.
If o —(A=2)n" =0 or

QIIO27 A 07
n=4 qpln(p), A=1,
QP AA—=1) #0.

Then, 3 )
W(p, p.S) = pg(pp") +n(p) + S,
and the extension of the kernel of admitted Lie algebras corresponding to the generators

1S
2k+ A +1
—(k+A)X1+%

where S = 1(S). In the final Table 1 these models correspond to Mag-Mas.
Assume that hg,, # 0 in (2.34), then

CS = —ks(phppp — (A = 2)Dpp) [ hs pp-
Since (¥ = ¢5(9), one has

X3+ Xg + A\S93, 05,

= H(S), (2.35)



and (¥ = kgH(S).
If H =0, then the general solution of (2.35) is

hpo(p, S) = 1(S)p* 2. (2.36)

Hence,
h(p, S) = u(S)n(p) + pa2(5),
where 1/(S) # 0 and

In p, A =0,
n=1< pln(p), A=1,
2 A=) £0.

Equation (2.6) gives

ks (M + 1" (p*1" = Xpn = n))) = 0.

This equation leads to: (a) if A = 0, then kg = 0, (b) if A # 0, then ubks = 0. Hence,
an extension of the kernel of admitted Lie algebras occurs for A # 0. In this case u, = 0,
which allows one to assume that o = 0. Thus,

W (p, 5, S) = p*g(pp’) + Sn(p),
and the extension is given by the generator

2k+A+1)

—(k+\)X; + X3 + Xs.

In the final Table 1 these models correspond o Moys-Mos.
If H # 0, then equation (2.35) leads to

h=p'Q+ 2
where p = pu(S), p2 = f(u(5)). Q = Q(2); z = pp and 1/ # 0. Here H(S) = u/p' # 0.

Substitution of
W(p, p,S) =0g(pp") + pQou(S))F f(1(S))
into (2.6) gives
pf"+A+1)f =0.
Hence,
f/ — Cluf()url).

Integration of this equation depends on A:

_ qi In M, A= 07
“2_{ qpt, A#£0.
Thus, 3 B .
A=0 : W(p,p,S)=g(pp") +Q(pS) + ¢ 1n S,
AA£0 + W(p,p,S) = pMg(pp®) + Q(pS)).
The extension of the kernel is given by the generator

(2k+A+1)

—(k:+/\)X1+ 5

X3+ Xg — 5*85,
where S = w(S). In the final Table 1 these models correspond to Mag-Msy.
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2.5.3 dim(Span(V)) =1
Let dim(Span(V')) = 1. There exists a constant vector («, 3,7) # 0 such that
(a’ b7 C) = (a7 /877)B

with some function B(p, p, S) # 0. Since ¢;, # 0, one has § — 2a # 0, and

Popp = APpps PPpsp = kg,

where
P el S AL
B — 2« b — 2«
These relations give
bpp = 190", (2.37)

where ¢; # 0 is constant. Equation (2.2) becomes
kik + 2ks(k+ 1) — kg(k+ A+ 1) = 0. (2.38)

Integration of (2.37) depends on the value of k. Notice that k% + A\? # 0, otherwise
dim(Span(V)) = 0.

Case k = —1.
Integrating (2.37), one obtains
¢ ='qop2pln |p|. (2.39)
Equation (2.38) gives
kl — _)\k&
and equation (2.4) becomes
hSppgs - _2k3hpp =y kB(Phppp A hpp(2)‘ /B 1)) (2'4())

Assuming that hg,, = 0 or

h(p,S) =n(p) +p(S), (1 #0),

equation (2.40) is reduced to the equation
,077///]{38 - (/{38(2)\ - 1) - 2]{33)7]// =0. (241)

The general solution of equation (2.6) is

Co

¢S = (ks(2A + 1) — 2@,)5 +2

1)

where ¢y is an arbitrary constant.
If n”” = 0, then without loss of the generality one can assume that n = 0. Equation
(2.41) is satisfied. Thus, ) )
W (p, p,S) = qopp In|p| + S,

and the extension of the kernel of admitted Lie algebras is defined by the generators
X3 — 2805, Xs —AX; + (2A+1)50;, 03,
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where S = 14(S). In the final Table 1 this model corresponds to Mas.

If n” # 0, then
1 n
kgzk:g(A———p"). (2.42)

Because k3 is constant, one has

Assume that

or " = qp¥, where v is constant. Substituting 1" into (2.42), one gets
1
k;gzkg(A—”; >

W(p,p,S) = qopp™ In|p| +n(p) + S, (11" =aqip"s @ #0),

and the extension of the kernel of admitted Lie algebras is defined by the generators

Thus

2Xg — 20X, + (2\ — v = 1)pX3 4 2(v + 2)S0g, s,

where S = w(S) and ¢ # 0. In the final Table 1 this model corresponds to Mag.
If
pn/// !
( i’ ) .

W (p, p, S) = aqopp™ I |p| + n(p)+ S,

and the extension of the kernel of admitted Lie algebras is defined by the only generator

then kg = 0,

Js.

In the final Table 1 this model correspondsto ' Msj.
Assuming that hg,, # 0, equation (2.40) gives

— 20 —1

CS — ks Pop . ksphppp hpp( A ) (2.43)
hSﬂﬂ hSﬂﬂ
Differentiating equation (2.43) with respect to p, one obtains
— 20 —1

2y (—hp" ) + ks (ph""” g0 (22 >> — 0. (2.44)

hspp P P p

If <:S—”p”p>p =0, then h = n(p)u(S) + f(u(S)), and equation (2.44) becomes
pn/// /

(20 <o .

Here u/'n" # 0.
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17//

111 /
If <p" > # 0, then kg = 0. Equation (2.6) gives

f(p) = cop. (2.46)
Changing the function n such that n 4+ ¢y — 7, one obtains
W(p, p,8) = qopp™ I |p| +n(p)S, (0" #0),
and the extension of the kernel is given by the only generator
X3 — 250;,

where S = 11(S). In the final Table 1 this model corresponds to Ma;.

m\ !
It (pﬁ ) =0, then n” = p”, where v is constant. Further study depends on v.

/!
If v = —1, then
n=plnp. (2.47)
Substitution of (2.47) into (2.6) gives
2(ks — MNes)(f'u— f) = (e1 — ksf), (2.48)

where ¢; is a constant of the integration.
Assume that f'u— f =0, then f = ¢ u, and equation (2.48) becomes

qiksp = c1.
Because ' # 0, one obtains ¢1ks = 0 and ¢; = 0. If ¢; = 0, then
W(p, p,S) = qopp’ In |p| + Spln p,
and the extension of the kernel is given by the generators
X3 —2505, —AX| + X + 2)\S8g,

where S = w1(S). In the final Table 1 this'model eorresponds to Mgy. If ¢ # 0, then
ks = 0. Thus, ) )
W(p, p,S) = qopp* In |pl + S(pInp+ 1), (g1 #0),

and the extension is given by the only generator

In the final Table 1 this model corresponds to Mss.
If f'u— f =0, then
c1 —ksf

Differentiating the last equation with respect to u, one gets
(01 — ks f ), -0
fru—1f

co(f'u—f)=c1—ksf,

or
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where ¢ is constant. Notice that if ¢y = 0, then an extension of the kernel only occurs
for kg # 0. This means that f = const which is without loss of generality can be assumed
f =0, and then f'u— f = 0. Hence one has to assume that ¢y # 0. This implies that

f/M—OéfZCI:%,

where kg = ¢o(1—a) and ¢; = ¢pgs. Notice that by virtue of the equivalence transformation
corresponding to the generator X¢ one can assume that ags = 0. We also note that for
a = 1 one obtains kg = g3 = 0, which prohibits an extension of the kernel. Hence, o # 1.
The extension of the kernel of admitted Lie algebras is given by the only generator

2(1 — Oé)(XS - /\X1 + )\Xg) + X3 - 25’65,

where . . ~
W(p, p,S) = qopp* In|p| + Splnp + f(5),

S = p(S) and

& | @In(S), a=0;
UG { 325, ala—1) #£0.

In the final Table 1 these models correspond to Mz, and Mass.
If v=—=2,then h = pu(S)Inp+ f(u(S)). Integrating equation (2.6), one has

(2ks — (2A + Dks)(pf f) — pks = ca, (2.50)

where ¢; is a constant of the integration. If f/zn — f = 0 or f = qiu, then kg = 0, and
c1 =0, and . \

W(p, p,S) = qopp I 1pl+ S(ln p + q1). (2.51)
The extension of the kernel in this case is given by the only generator

X3—250s.

In the final Table 1 this model ¢orresponds to Msg. If /1 —f # 0, then

) ) 1+ M/Cg
2ks =@2N+1)ks + ﬁ?j—_—f,
and, hence,
(C1 + ]Cg/t)l —0
wf' = f
or

colpf' — f) = c1 + ksp,

where ¢ is constant. Notice that if ¢ = 0, then kg = 0, and there is no an extension of
the kernel of admitted Lie algebras. Hence, ¢y # 0, and

fu—f=a+ap,
where kg = coar and ¢; = cgq3. The general solution of the last equation is
f=apn(p) + g —gs.
Thus, the extension of the kernel of admitted Lie algebras is given by the generator

—2Xa X + (20) + 1) X5 + 2aXg + 2(a — 1)50;,
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where 3 . B R
W(p,p,S) = qopp* In|p] + S(Inp + q1) + aSIn(S),

and S = u(S). Notice also that the previous case (2.51) is included in the present case
by setting a = 0. In the final Table 1 this model corresponds to Ms;.
Let (v +1)(v +2) # 0, then h = p**2u(S) + f(u(S)), and equation (2.6) gives

(2hs — (2A — v — k) (f — f) + (v +2) fhs = c1. (2.52)
If f'u—f=0or ps =qu, then
(v +2)uqikg = ci.
Because (v 4 2)u’ # 0, one obtains that ¢iks = 0 and ¢; = 0. If ¢g; = 0, then
W(p, p,S) = aopp™ I |p| + Sp" 2,
and the extension of the kernel is given by the generators
X3 — 2505, —AX| + X3+ (2\ — v —1)509;,

where S = 11(S). In the final Table 1 this model corresponds to Mas.
If ¢ # 0, then kg = 0. Thus

W(p, p,5) = qopp* In |pl 800" + ¢1), (0 #0),
and the extension of the kernel is given by the only generator
X3 =250
In the final Table 1 this model corresponds to Msg.
If puf' — f #0, then

i (l/ -+ Q)f]{?g

C
2]{?3:(2/\—V—1)k’8+ qu/_f y

and, hence,
C1 — (V+ 2)fk58 —
wf' = f v
where ¢ is constant. Notice that if ¢y = 0, then an extension of the kernel only occurs
for f = const, whereas by virtue of the equivalence transformation corresponding to the
generator X< one can assume that f =0, and then f'u — f = 0. Hence, ¢y # 0, and

flu—af =g,
where
1—«a
v+2
Here, as in the previous case, one has to require that a ¢ 1. Hence,

c1 = oGz, ks = co

W(p, p,S) = qopp™ I |p| + Sp"** + £(9),

and the admitted generator is

20— 1DX; 4+ (a(v +1—=2\) + 22+ 1) X3+ 2(1 — a)Xg — 2(v + 2)S0g,
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where

f _ { QQl}l(S)’ a = 0;
725, ala—1) #0.

In the final Table 1 these models correspond to Myq and My;.
h
Returning to (2.44), if (hﬂ) # 0, then equation (2.44) gives
P

Spp
s = — ks (Phppp — hpp(2X — 1)) / (h) .
hspp p hspp P
Thus,
(phppp — (21 — 1)) / (%) = const
hspp P o P
or

Phppp — Hhispp = kohyy,

(2.53)

where kg is constant and H = H(S) is some function. Notice that for H = 0 one has the

h
contradiction (i> = 0. Hence, H(S) # 0. The general solution of the last equation
P

Spp
(up to an equivalence transformation) is

h(p,S) = p"9(pr(ES) -+ f(1(5)),
where /' # 0. Equation (2.6) becomes
pf’ + (v &F =0.

Thus, . o .
W(p, p,S) = qop*plulp| 4 p"g(pS) + f(S),
and the extension is given by the only generator

—2)\X1 + (2/\ —V+ 1>X3 + 2X8 — 25(95

Here S = pu(S), and f
g2 In(S5), v=0;

S) =
f5) { BS, v 40
In the final Table 1 these models correspond to My and Mys.

Case k= —2.
Integrating (2.37), one obtains

¢ = qop*n|p|, (qo #0).
Substituting (2.56) into (2.2), one gets

I-A
klz—kg—l-k’g 9 .

Equation (2.4) becomes

2h5ppC° = 2qokzp* AN — 1) — kg(2ph,pp — 2(A — 2)h,, + qop 2NN = 1)).
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Assuming that hg,, = 0 or

h(p,S) = n(p) + p(S), (W #0),

equation (2.6) and (2.4) are reduced to the equations, respectively,

s\
(F = = lff 2, (2.58)
oA\ — 1)(2ks — ks(A+ 1)) = 2ksp™ (0" p — 0" (A = 2)), (2.59)

where ¢ is the constant of integration.
Let A(A — 1) # 0. Equation (2.59) gives

A+l ("p—n"(A—2))
ks =k
e ( > G XA —1)pr2 )’

Differentiating this equation with respect to p, one has

ks (0 (0" p = n"(A—2))) = 0.

If (P> (n"p—n"(\— 2)))p =0, then " = pA (G + A\ — 1)vIn(p)) or, by virtue of
equivalence transformations,
n=p g +/gov n(p)).

Here v and ¢; are constant. Thus,
W (p, p, 5).= pMar + o m(p’|p}) + S,
and the extension of the kernel is given by the generators
20+ ) XA (A +20 + 1) Xy + 2X5 + 20503, 05

In the final Table 1 this model corfesponds to M. If{p*=(n"p — 0" (X — 2)))p # 0, then
ks = 0. Thus, ) )
W(p, p,S) = qop* n|p| +n(p) + S,

and the extension of the kernel is given by the only generator
Os.

In the final Table 1 this model corresponds to Mys.
Let A(A — 1) = 0. Equation (2.59) becomes

K" — 1"(A — 2)) = 0.
If " # ¢ p*2), then ks = 0. Thus

W(p, p,8) = qop* In|p| +n(p) + 5,
and the extension of the kernel is given by the generators

—-X| + X3, (’)5.
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In the final Table 1 this model corresponds to Mys. If " = ¢1p*~2 or
Wi(p, p,S) = qop* n(|plp") + S, (AMA—1)=0),
then the extension of the kernel is given by the generators
— X1 4 X3, (1 = A\)X; +2Xg + 20805, 0;.

In the final Table 1 this model corresponds to My;.
Assuming that hg,, # 0 in equation (2.57), one obtains
A—2

—(A=2)h
2(5 = qo)\()\ — 1)(2k3 — kg(/\ + 1))p — 2k8phppp (A ) e (2.60)
Spp hSpp

Differentiating the last equation with respect to p, one gets

A—2

h —2)h
goA\ — 1)(2k — ks(A + 1)) (Z ) =12k (phﬂf’p _ . ) Pﬂ) . (2.61)
Spp Spp Spp )

If A\(A—1) =0, then equation (2.61) becomes

ks (f)hppp - (A~ 2>hpp> —0
p

hspp Pigop
Let
(Phppp N (A — 2)hpp) —0
hspp hispp b ’
then

Phppp +H (S)hspp = (X = 2)hy,, (2.62)

where H = H(S) is a function of the integration. A solution of the last equation depends
on the function H(S).
Assuming that H = 0, one has ¢° = 0,

h(p, $)2(S)0* In o + f{AS),
where /' # 0. Equation (2.6) becomes
kO + ao(A — 1)p*) = 0. (2.63)
If A =0, then equation (2.63) gives kg = 0. Thus,
W(p, ,5) = qoln|p| + S p+ £(S),

and the extension of the kernel is given by the only generator

X1 — X5,
If A =1, then equation (2.63) becomes ksf’ = 0. For f’ # 0 one has kg = 0,

W(p. . 3) = plaoln|pl + Snp) + F(S), (f#0),

and the extension of the kernel is given by the only generator

X — Xs.
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In the final Table 1 these models correspond to Myg and Myg. For f' = 0 one has
W (p, p,S) = plgoIn|p| + S p),
and the extension of the kernel is given by the generators
X1 — X3, Xs.

In the final Table 1 this model corresponds to Msxq.
Assuming that H # 0 in (2.62), one obtains

hip, S) = p*¢(p(S)) + f(1(S)), (2.64)
where 1/ # 0. Substitution of h(p, S) into (2.6) gives
ks(uf' + Af) = 0. (2.65)

If (uf'+ Af) =0or

then . B B
W(p, p,S) = p*(ao n|p| + ¢(pS)) + f(5),
and the extension of the kernel is given by the generators

X1 — X3, (1=XN)X) +2Xg — 250;.

In the final Table 1 these models correspond to Ms; and Msy. If (uf’ + Af) # 0, then
kS = 07 ~ ~ ~
W(p. p,S) = p*gon |p| +o(pS)) + f(5),

and the extension of the kernel is given by the only generator
X1 — X;s.

In the final Table 1 this model corresponds.to. Mss:
Returning to (2.61), let A(A — 1) # 0. Assume also that

(p)\—2> 4
hSpp p ’

h(p, S) = qon(S)p* +n(p) + f(u(S)),
where p/ # 0. Then equations (2.61) becomes

k8 (p2—)\<p77/// o ()\ o 2)77//)/) —0.

If (0> *pen"” — (A= 2)7]”)p # 0, then kg = 0. Substituting into (2.6), one obtains

which means that

ksf" = 0. (2.66)
Since for k3 = 0 there is no extension of the kernel, one has f” = 0. Thus,
W(p, p,S) = qop (W |p| + S) +1(p) + @S,
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and the extension of the kernel is given by the only generator
X1 — X35 — 0s.

In the final Table 1 this model corresponds to Msy.

If (pz_’\(pn”’ — (A — 2)77”)p = 0, then " = p*2(VInp + ¢q1), where 7 and ¢, are
constant. Using equivalence transformations, one finds that n = p*(gov Inp + ¢1), where
U =qovA(A—1) and ¢1 = g A(A — 1) + qov(2X — 1). In this case

A—1
2

ky = — (ks — kg ), (%= (2ks — ks(A+2v +1))/(24),

and equation (2.6) becomes
(2]§3 — kg()\ + 2v + 1))f/ — 2]€8)\f = 52,

where ¢ is constant. The last equation can be rewritten in the form

Qf/_lf:a%
where
k:—i k‘_a+l)\+2y+l
STooN T2 Lo 2

Further analysis depends on the constants a‘and [. Notice that for the existence of an
extension of the kernel of admitted Lie algebras, one needs to require that a? + ? # 0.
Hence, for a = 0, one has [ # 0, which means that without loss of generality one can
assume that f = 0. In the case f = 0 one obtains

W(p, p,S) = aip (In(|plp") + S)=+ a1,
and the extension of the kernel is given by the generators

In the final Table 1 this model corresponds to Mss. Foria 2 0, one has

Fod @l =0
QQe_HM l7é07
and )+ A )
KA+ V) + K K
ki 7 . kg 5\ ks 2+4A(A+ v+1),

where [ = ka and g # 0 is constant. Thus, one obtains:
(a) for the function f(S) = ¢2S:

W(p, p,S) = qop*(n(|plp") + ) + a1p* + @5, (g2 # 0),
and the extension of the kernel is given by the only generator
= X1+ X3 + 0g;
(b) for the function f(S) = ™S
W(p,4,5) = qop*(n(Ilp") + 5) + @p" +qa2e™®, (g2 #0),

41



and the extension of the kernel is given by the only generator
—2(K(A +v) + A) Xy + 26Xs + (2A + (A + 20 + 1)) X3 + 2)03.

In the final Table 1 these models correspond to Msg and Msx;.

A—2
Assume that <p ) # 0, then from (2.61) one finds
Spp / p

(PhppP*(A*Q)hpp) )\ + 1

hs
kg - k?g o N_2 + (267)
— pr= 2
WA - (),
Since for kg = 0 there is no an extension, then
<Phppp _ ()‘*Q)hPP>
hspp hspp P

= const

p)\—2
hS/)/) p

phﬂﬂﬂ + H<S)h5p/) = (>‘ T Q)hpp + Vp)\_Za (2-68)

where v is constant and H(.S) is some function. Notice that for H(S) = 0 one obtains

or

hpp = (vInp 42 @(S)) "2,

A-2
(p ) = 0.
h/SPP P
Hence, one has to assume that H(S5) # 0, which gives

hoo(p, S) = " (vInp+ g(pu(S)))

which leads to the contradiction

or
h(p, 8) ="ppwnp+ g(pu(S))) + fGUS)),
where 1’ # 0. Equation (2.6) gives f =/qap) Ahus
W(p, p,.S) = aop (n(1pl") + 9(p8) ) + @S,
and the extension of the kernel is given by the only generator
2\ 4 1) X; +2Xs + (A + 2v + 1) X5 — 2505,
In the final Table 1 this model corresponds to Msg.
Case (k+1)(k+2)#0
Returning to integration of (2.37), if (k + 2)(k + 1) # 0, then one obtains

¢ = qop P (2.69)

Substituting (2.69) into (2.2), one has

ks = —ky



and equation (2.4) becomes

k+2 2k + A +2

C¥hspp + hpp <k1k Tt ) + ksphpp, = 0. (2.70)
Assuming that hg,, = 0, one finds
h(p, S) =n(p) + pu(S),
where 1/ # 0. Equation (2.70) becomes
k+2 2k + A+ 2

"k k kspn” = 0. 2.71
n(1k+1+sk+1 )+8P77 0 (2.71)

Let " # 0, then

kE+1(2k+X+2  pn”
ki = —ks + .
k+2\ k+1 "
Differentiating the last equation with respect to p, one gets

m\ '’
ks (‘”7,, > — 0. (2.72)

"
If ,077/ = ko = const, then 1" = ¢, p”, where v = ky. This gives that

/.

W (p, p,S) = qop’ 0"+ )= S, (" = qup” #0),

and the extension of the kernel is given by the generators

k41 /(2% +A+2 kv 43k 42X + 2 i
+ ( tAT V)Xl VEONELA TN | Xe+ (v + 2)805, Os,

k+2\ k+1 O )

where i = qp”, S = p(S) and g% 0. In the final Table 1 this model corresponds to
Msg, (k% + A2 #£0).

m\ !
It (’”7” ) £ 0, then kg = 0,
n

W(p, p,S) = qop* "> +n(p) + S,

and the extension of the kernel is given by the only generator
Js.

In the final Table 1 this model corresponds to Mg, (k* + A2 # 0).
Considering (2.71), let n” = 0. Without loss of the generality one can assume that
n = 0. Equation (2.6) gives

Thus, 3 )
W(p7 p? S) = CIOPAPHQ + 57
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and the extension of the kernel of admitted Lie algebras is defined by the generators

ok hF2s kA4
YUk + )7 k+177Y 2(k+1)

X3+ Xg — S’@g 0s.

E+1

In the final Table 1 this model corresponds to Mg, (k* + A% # 0). Returning to (2.70),
assume that hg,, # 0. Then

h k+2 2k + X+ 2 h
_ Npp (/ﬁ + + kg T A+ ) . ksp pop.
hspp k—+1 k+1 hspp

¢5 =

Differentiating this equation with respect to p, one finds

h k+2 2k + N+ 2 h
<ﬂ) (lﬁ * + kg TAT ) + kg (M) =0. (2.73)
hgpp p k+1 k—+1 hgpp p
It (%) # 0, then
hSpp P

(/’hﬂﬂﬂ>
k+1 2]1—{—/\4-2+ hspp o
k+2 ka1 ( hop >

p

k’l = —l{g

Extension of the kernel occurs only for

(Phppp)
ha
Spp p

= const,

which means that
Phopp — H(S)hspp = Vh,p,

where H(S) is some function and /is, constant. Notiee-that for H(S) = 0 one has
hop(p; S) = PD,U(S)

h
which leads to the contradiction (i> = 0. Hence, H(S) # 0, and then
Spp/ p

hoo(p, S) = p"G(pr(S)),

or
h(p,S) = p"9(pu(S)) + f(u(S)),
where g/ # 0 and (2"*1¢/(2))” # 0. Equation (2.6) leads to the condition

Mf/+Vf:q~27

where ¢, is constant. The general solution of the last equation depends on v:

_ q2 ln(,u), V= 07
f(ﬂ) - { (hlufl/7 v ?é 0.
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Thus, setting S = w1(S), one gets

W(p, p,S) = qop™ "> + p"9(pS) + f(9),
and the extension of the kernel of admitted Lie algebras is defined by the generator

vl DA k(1) 42042

k42 ! 2(k + 2) Xa + Xg = 505

In the final Table 1 these models correspond to Mgy and Mgz, (k% + A2 # 0).

tt (:—) = 0, then h(p,S) = p(S)(n(p) + F(u(S))), where 7") # 0. Equation
Spep/ p

(2.73) becomes

/AN
If (pn ) # 0, then kg = 0, equation (2.6) leads to the equation

/!

wf” +2f = 0.

A solution of the last equation is f(u) = ¢1/p+ co, where ¢y and ¢; are constant. Without
loss of generality, one can assume that ¢; = cg = 0. Thus,

k

i k+2p
"2k 41)

RSV

k3: ) CS:

and . .
W (p, p:S) =qop* p"72 4 Snip).

The extension of the kernel consists of the generator
2k 1) X, — kX5 — 2(k + 2)504

In the final Table 1 this model corresponds. to, Migs; A% A2 # 0).

"
If P

/!

= ko = const, then " = qp"?, where v = 2(ky + 1). One can choose the
n P

function n(p) as follows

In(p), v=0,
n= pln(ﬂ)? v=1,
P, 1/<V - 1) 7& 0.

This reduces equation (2.6) to the equations

v=0: apf =b+qpu ",
v=1: auf +bf = q@u ', (2.74)
viv—=1)#0: auf +vbf = qu .

where a = ky(k +2) + ks(A+v(k+1)), b = ks(k + 1) and ¢ is constant. Notice that the
condition a? 4+ b> = 0 leads to the relations k; = 0 and ks = 0. These conditions do not
allow an extension of the kernel of admitted Lie algebras. Hence, one has to assume that

a’ +b* # 0.
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Let us consider the case v = 0, where 7 = In(p). In this case a # 0, because otherwise
b = 0. Using equivalence transformations, the general solution of equation (2.74),—¢ has
the representation:

f=08m(p) + g,

where  and ¢o are constant. Substituting the representation of the function f(u) into
equation (2.74),-¢, one finds that Sa = b and gz = 0. Therefore,

kE+1—M\3 Blk+2\+2)—k I6;

) ks = ) kg = T, 10
k+1)(k+2) ok+D(k+2) " "kr1

lﬁ:a

and

W = qop*p"*? + S (hl (Pgﬂ> + CJ2> ;

where S = ;1(S). The extension of the kernel of admitted Lie algebras is defined by the
only generator

E+1—038)\ Ik +2\N+2) —k
+ ﬁ‘&+%<+- +2)

k42 2(k + 2) Xa + fXs = 50s.

In the final Table 1 this model corresponds to Mgs, (k* + A* # 0). In other two cases
v =1and v(v — 1) # 0 one has to solve the equation

apf' +vbf = @, (v #0). (2.75)

By virtue of equivalence transformations the function f is equivalent to the function
f = f —rp~t, where r is constant. The changesf = it rp~! reduces equation (2.75) to
the equation 5 5

apf' + vbf = (G + (0= by

This means that for a — vb # 0 one can assume in (2.75) that go = 0. Therefore the
analysis of solutions of equation (2.75) is reduced to the study of solutions of either the
homogeneous equation

apf +vbf =0, (2.76)
or the nonhomogeneous equation
wf' +f=aq@u ", (¢#0). (2.77)

The function f = 0 is the trivial solution of equation (2.76). In this case k; and k3
are arbitrary. Thus

W(p, p,S) = qop™p"*2 + Sn(p),

and the extension of the kernel consists of the generators
2(k +1)X, — kX3 — 2(k +2)S05, (k+ X+ 1)X3+2(k +1)Xg — 2\ + v(k + 1))S03).

Here S = ©(S). In the final Table 1 these models correspond to Mgg and My, (k?+M? # 0).
The only nontrivial solution of equation (2.76) has the representation

f(p) = Q2MB> (2 #0, B#—1).

Substituting the representation into equation (2.76), it becomes

Bk (k +2) + ks(\ + v(k + 1)) + ksv(k + 1) = 0. (2.78)
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If =0, then kg = 0, and

W (p, p, S) = qop* "2 + S(n(p) + 2),
with the extension .
2<k + 1)X1 — ng — 2<k + 2)56@.

In the final Table 1 these models correspond to Mg; and My, (k* + A2 # 0). If 8 # 0,
then equation (2.78) gives

BA+v(k+1))+v(k+ 1)'

b= —ks Bk +2)

Thus,
Blkv 4+ k +2X+2) + kv

s _p ZH
2(k +2) Gk

k3:k8 ﬂ/l/’

and the potential function is

W(p, p,S) = qop™ "> + S(1(p) + 257). (0:8(8+1) #0).
The extension of the kernel of admitted Lie algebras is defined by the only generator

BA+v(k+1)+v(k+1)
(k+2)

In the final Table 1 these models correspond t0 Mgy and Mys, (k% + A2 # 0).
The representation of the general solution of equation (2.77) is f = qou™ " In(u). Sub-
stituting the representation into equation (2.75), it gives

g2 = aqs, a—vbh=0.

Hence,

A
k2

k= —k

Thus, ) J )
W(p, p,S) = qop "> + Sn(p) + ¢2In(S), (g2 # 0),

and the extension of the kernel is defined by the generator
2A(X3 — X1) + (k + 2)(X3 + 2X5 — 2vS05).
In the final Table 1 these models correspond to Mgg and My, (k% + A2 # 0).
2.5.4 dim(Span(V)) =0
In this case the vector
(PDpssr 2(pbpps + Ppp)s —(PDpsp + PPisp + Dpp))
is constant. This condition implies that

o= CIOPQ-
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Substituting ¢ into (2.2) and (2.4), one gets, respectively,

1
ks = §k’8,

C*hspp + 2k1 by, + ks(phppp + 2h,,) = 0. (2.79)

Assume that hg,, # 0, then
¢% = —2aky — kb, (2.80)

h 2h

where a = 2 b= pppp—w' Differentiating (2.80) with respect to p, one obtains
hSpp hSpp

2kya, + ksb, = 0. (2.81)

If a, = 0 then, h(p,S) = n(p)u(S) + f(u(S)), where 0"y’ # 0. Equation (2.81)
becomes W
kg (/)77” ) = 0
n

AN
If (pﬁ// ) # 0, then kg = 0, and equation (2.6) becomes
n

k'lf” =0.

Since for k; = 0 there is no extension of the kernel, without loss of generality one can
assume that f = 0. Thus, 3
W= p%q0+ n(p) S

and the extension of the kernel is given by the generator
X, — 2503,

where S = p(S). In the final Table i this model corresponds to Mgy, (k= A = 0).

AN

P

77//
Let v(v — 1) # 0, then n = p” and equation (2.6) becomes

If =0 or " = p”~2. Finding the function 7(p) depends on the value of v.

2kipf” + vks (uf” + f) = 0. (2.82)
If /=0, then f = ¢, and equation (2.82) is reduced to the equation
ksq1 = 0.
Hence, if ¢; # 0, then kg = 0 and
W =g+ (0" + @1)S, (@ #0),
the extension of the kernel is given by the generator
X, — 250;,

In the final Table 1 this model corresponds to M7y, (k=X =0).
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If g1 = 0, then kg is arbitrary, and
W = p’q + p”S.
The extension of the kernel is given by the generators
X, — 2505, X3+ 2Xg — 2vS50;.

In the final Table 1 this model corresponds to M7y, (k= A =0).
If f” # 0, then equation (2.82) gives that

pf" = Bf =0, (u#0),

where [ is constant and

(B+1)

k‘l = —I/kﬁg 25

(2.83)

Thus, | B
W = p*qo + p"S + f(S),

and the extension of the kernel is given by the generator
—v(B41)X, + X5 + 26Xs + 20505, (B8 #0).

Here

f: QIIP(S)ﬁ /j:_la
QISB—FI) ﬁ 7£ N !
In the final Table 1 these models correspond t6 Mo and M3, (k= A =0).

For v = 1 one has n = pln(p). Further analysis of this equation is similar to the
previous case:

W =qop” + S(plnp +a), (@ #0): X; — 250,
W = qopQ—l—gplnp: X1 —25’85, X3+ 2Xg —2/\585,
W = qop® + Splnp+ f(9Vs - —(k + 1)X) + kX3 +2kXs + 2505, (k#0),

where

_{ qll?(S)7 /8: _17
B %SBH, ﬁ?é _1a

and ¢; # 0. In the final Table 1 these models correspond to Mgy, Mgg, Mgs and Mgg, (k =
A = 0), respectively.
Let v = 0, then n = In(p), and equation (2.6) becomes

ks = 2kypf".

This equation gives
R (") = 0.

Since for k; = 0 there is no extension, one has that uf” is constant or after using equiva-
lence transformation, one finds

f=u(BIn(p) + g2).

Thus,
W = qop® + S(In(pS®) + @) : X1 + B( X5 + 2Xg) — 250;.
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In the final Table 1 this model corresponds to Mgs, (k= A =0).

If in equation (2.81) a, # 0, then there exists a constant v and a function H(S) such

that
b—va+H(S)=0
or
Phoppp + H(S)hspp = (v = 2) .
Hence,

k’l = Vk’g/Q.
Notice that if H = 0 then a, = 0, hence H # 0. In this case

h = p"g(pu(S)) + f(1(S)),
where /' # 0. Equation (2.6) becomes
wf"+ w+1)f =0.

Thus, 3 ) 3
W = quQ + p”g(pS) + f(S) . —VXl + X3 + 2X8 — 2385

In the final Table 1 these models correspond to Mgy and Mgz, (kK= A =0).
If hsp, = 0, then
h = n(p) Fp(5),

where 1/ # 0, and equations (2.4) (or (2.79)) and (2.6) become, respectively,
2k1n/l + kg(pnm + 277//) A ()

(Cou') = —2kuy
Equation (2.87) gives
¢* = (=2kip + co)/ 1’

Hence, if n” = 0, then one can assume that 7 = 0. In this case
W Zlgopt s,
and the extension of the kernel is given by the generators
X, — 2505, X3+ 2Xg, 05

In the final Table 1 this model corresponds to Mgy, (k=X =0).
If " # 0, then equation (2.86) leads to

pnl//
ki = —ks (277,, - 1> .

m\ '/
kg <pn// ) == 0
n

2]€1 + kg(l/ + 2) = 0.

This gives that

For pn”" = vn” one has

50

(2.84)

(2.85)

(2.86)

(2.87)

(2.88)



In this case ~
W =qp*+np)+S, 0" =ap),

and the extension of the kernel is given by the generators
—(v+2) X1 + X3+ 2X5 + 2(v + 2)505, 0.

In the final Table 1 this model corresponds to Msg, (k=X =0).
1 /
For (’)7’7’,, ) # 0 one has the only generator dz. In the final Table 1 this model
corresponds to Mgg, (k=X =0).
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Chapter 3

Group analysis of evolutionary
integro-differential equations
describing nonlinear waves:
General model

Abstract The research deals with an evolutionary integro-differential equation describ-
ing nonlinear waves. Particular choice of thetkernel in the integral leads to well-known
equations such as the Khokhlov-Zabolotskaya equation, the Kadomtsev-Petviashvili equa-
tion and others. Since solutions of these equations describe many physical phenomena,
analysis of the general model studied in the project is important. One of the methods for
obtaining solutions differential equations is previded by the Lie group analysis. However,
this method is not applicable to integro-differential equations. Therefore we discuss new
approaches developed in modern group analysis and apply them to the general model
considered in the present research. Reduced equations and exact solutions are also pre-
sented.

3.1 Physical statement and main physical parame-
ters

For definiteness, a concrete physical object is considered which is most simple and, at
the same time, can be adequately described by models like (1.2). Namely, we will deal
with high-intensity acoustic waves. The general equation (1.2), as well as majority of the
particular models (1.3)-(1.8) have been written at first for nonlinear acoustic waves.

Note that equation (1.2) is written in certain dimensionless variables in order to reduce
all coefficients of the equation into unity. To discuss a physical meaning of mathematical
models we rewrite equation (1.2) using initial physical notations:

o | op e Op _c
E{a_x_chPE_W]—zAlp’ (3.1)
m 0 [7 T—1"\ 0p ,,
W= z—cE/m ( o )a#”

(3.2)

52



Here z is the coordinate along the direction of wave propagation; A, is the Laplace
operator written in the coordinates y, z on the orthogonal plane, 7 = t — z/c is the
time in the moving system of coordinates propagating with the sound velocity ¢, ¢ is the
parameter of nonlinearity, and p is the density of a medium. The acoustic pressure p is
chosen as the wave field variable. The constant m characterizes the ”force” of time delay
processes, and tg is the typical “memorizing time” of a medium.

Let us note an important point before passing to further discussion. The natural
question arises: why is the coordinate x instead of time ¢ used as a ”slow” (evolutionary)
variable in equations (1.2) and (3.1)?7 The answer is that the difference between x and ¢
depends only on the way of description which depends on the statement of problem and
ease of analysis of results. In the case of non-wave problems (e.g description of turbulence)
the problem is posed as follows. At the initial moment ¢ = 0 a distribution of the velocity
field in space u(t = 0, x) = uo(z) is given, and the solution u(t, ) is sought with growing
time t > 0. In the corresponding experiment, sensors measuring the velocity field are
placed in various locations, and the measurement is made by all sensors at the same
time ¢;. These results determine the spatial structure of the field u( ¢, x). Then similar
measurements performed at ¢, give the field profile u(fo, 2). Repeating the measurements
we trace the field evolution with respect to time.

When propagating waves are of interest, the experiment is done in a different way. The
only sensor placed at the position z; measures the variation of the signal with respect
to time: u(xy,t). Then the sensor is moved to another position xs > z; and the signal
u(zy, t) is measured. By moving the sensor of the vibration velocity (or the acoustic
pressure) farther and farther from the source of wave, we trace the evolution of the form
of the wave profile as the wave propagates. 'In real experiments a wave gets distorted
at distances of the order of thousand wavelengths, whereas, for a good reconstruction of
the wave profile within its each length A\, one has to place no fewer than ten sensors. In
this case the method of the "slow time” is very inconvenient. Moreover, this method is
completely inappropriate in those cases when the wave profile contains shock fronts whose
extent is very small, e.g. 1074\,

But in various acoustic problems, e.g. those dealing with standing waves in a resonator,
it is convenient to utilize the “slow,;time” instead of the “slow coordinate.” It is clear that
the resonator has a limited length“and,. by measuring the field at the lowest modes, it
is quite realistic to place several sensors along the length of the resonator and perform
simultaneous measurement with them at various moments of time.

Let us return to the physical model (3.1), (3.2). The integration within the limits
—o0 < 7" < 7 in the first integral (3.2) means that the wave behavior at a given moment
7 is determined by the values of the field variable at the preceding moments from 7 to
the infinitely distant past. Consequently, the kernel K (7) describing the “memory” of
a medium, must be nonzero only at positive values of its argument and tend to zero for
T — 400. Decreasing can be non-monotone and can look like oscillatory damping (see
the example leading to formula (7)).

In order to understand how the concrete form of the kernel is related with the measured
characteristics of the medium, we shall consider the simplest model of a plane wave moving
in a medium without nonlinearity. In other words, let us consider the equation

O 82 oo
ﬁ—gw/o K(%)p(m,T—ﬁ)dﬁzo. (3.3)

Let us establish a relation of a kernel with the dispersion law. A solution is sought in the
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form
p=exp(—iwt+ikz), k=FK+ik". (3.4)

Here k is the wave number, and k', k" are its real and imaginary parts. Substituting (3.4)
into (3.3), we find

2t 00
o= Y 0/ K (s)sin (wtg s) ds,
2c  Jo
mwity [ (3:5)
K" = 0/ K (s) cos (wtg s) ds.
2¢ Jy

The first formula in (3.5) gives a frequency-dependent addition to the velocity of the
wave propagation: c¢(w) = ¢ (1 —ck’ (w) /w). The second one defines the absorption

coefficient or the law of spatial decrease of the wave amplitude: pgexp (—k"z).
Evidently, the integrals (3.5) must be convergent for physically feasible kernels. The
concrete form of a kernel can be reconstructed on the base of corresponding physical
model, or on the base of experimental measurements.
A relaxing medium provides an important model known as the Mandelstam-Leontovich
model (see [21, 84]). The kernel for this model has the exponential form (see the example
leading to formula (1.7)). In this case

;MW (wito)? o mw  wiy

= - : - —_—° . 3.6
2¢ 1+ (wt)? 2¢ 1+ (wtg)? (3.6)

The frequency dependencies (3.6) of the dispersion &’ and the absorption k" were con-
firmed repeatedly in experiments. One could proceed in an opposite way. First establish
the dependencies (3.6) as empirical generalization of measured data, and then recon-
struct the kernel by means of a standard procedure. This procedure exploits the causality
principle according to which two functions £ and k” cannot be arbitrary but should be
connected by relations of Kramers-Kronig’s type [32].

The method of kernel reconstruction has been utilized for deriving mathematical mod-
els used in medical applications of ultrasound [85]. It is known that, within the most
interesting frequency range, the-absorption of the ultrasound in soft tissues behaves like
K"~ w* | 0<v< 1. Itis easy/to reconstruct the kernel K(s) = s*~! and verify that
the corresponding absorption coefficient

" m ™ 2—v
E" = EF(V) cos <§l/> (wtp) (3.7)
has the correct frequency dependence. Note that the considered power kernel has a
singularity at s = 0 and is not integrable in semi-infinite limits. However, the convolution
of this kernel with the oscillating function describing a wave provides convergence of the
integral for k£”. This example demonstrates a wide variety of situations which can be met
in applications.

In conclusion of this section we demonstrate how one has to change variables in equa-
tion (3.1), (3.2) to reduce it to the simplest normalized form (1.2). One has to set

T = tot, p— pou, T — Tor, Y— Yoy, 2 — 2%, (3.8)

where the constant ¢y (the "memory” time) is defined by the structure of kernel, and the
other constants are:
m o 2 cto

- = "t = 20= —— - 3.9
Do 2€CP, Zo m007 Yo 20 m ( )
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3.2 Admitted Lie group

As for differential equations an admitted Lie group of integro-differential equation (1.2) is
defined by the determining equations. These equations are integro-differential equations
for the coordinates of the infinitesimal generator

X = ftat + fxaz + gyay + gzaz + Cuau + Cwaw:

where the coordinates &', &%, &Y, €%, (* and (¥ are functions depending on the vari-
ables (t,z,y,z,u,w). The system (1.2) comprises a partial differential equation and an
integro-differential equation. The determining equation related with the partial differen-
tial equation is obtained by the standard procedure:

U — g™ — 2y = (= (-, (3.10)

where the coefficients ("= (%, ("t ("t ("wv and ("# are the coefficients of the prolonged
generator X:

X = X + Cutza’um + Cu“autt + Cutaut T thttawttt Cuyy Uyy + C:’tuu&’uzz'

The general theory of constructing determining equations for integro-differential equa-
tions can be found in [20]. Formerly the determining equation related with integro-
differential equation is obtained applying the following strategy. First, one has to con-
struct the canonical Lie-Backlund operator equivalent to the generator X:

= (Cu - gtut - gxum f uy EZ uz>a + (Cw ft/wt - fxwx - éywy - fzwz)aw

Then the Lie-Backlund operator has to be prolonged up to the maximum order of deriva-
tives of the equation. Finally, the determiming equation is obtained by applying the
prolonged Lie-Béacklund operator to the equation, where the actions of the derivatives are
considered in terms of the Frechet derivatives:

VU (t,x,y, 2) / K(s)p"(t —s,2,vy, 2z) ds. (3.11)

Here

PU(h1) = C*(ha) — E(ho)us (1) 5.£7 (ha)ue (h) = 900wy (hy) — £ (he)u. (1),
(1) = ¢ (he) — E(ho)wi(h1) — " ha)w(hy ) = §7 (ha)wy (h1) — & (ho)w. (1),

where for the sake of simplicity of the presentation we denoted

hl = (twrvya Z)a h'2 = (t,m,y,z,u(t,ﬁ,y,Z),w(t,x,y,z)).

The determining equations (3.10) and (3.11) have to be satisfied for any solution of equa-
tions (1.2). Notice that the determining equation (3.11) is still an integral equation.

Since it is difficult to find the general solution of the determining equations (3.10)
and (3.11), the following simplification is considered. One can assume that the determin-
ing equation (3.10) is valid for any functions u(¢,x,y, z) and w(t, z,y, z) only satisfying
the first equation of (1.2). This allows to use standard procedure for solving determining
equations developed for partial differential equations. After solving the determining equa-
tion (3.10), one can use the found solution for solving the integral determining equation
(3.11). It has to be noticed that this way of solving the determining equations (3.10) and
(3.11) can give a particular solution. In the present research this method is used.

The described method of solving the determining equations (3.10) and (3.11) will be
illustrated on the one-dimensional case of equations (1.2). For the other cases final results
will be presented in next sections.
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3.2.1 One-dimensional case

In the one-dimensional case equations (1.2) are

0
5
The admitted generator is sought in the form

X =&t r,u, )0 + E°(t, z,u,w)0p + C(t, 2, u, w) Dy + C(t, T, U, ) Dy

Uy —uty —wy) =0, w(t,z) = /000 K(s)u(t — s, x)ds. (3.12)

Applying the group analysis method to the first equation, one finds that

gt = t(fl/z + kl)t +9, Cu = u(kl - £//2) - tfﬂ/Q - gla (3 13)
(Y = — (68w + 13¢") /12 + 3wk, + t2u +tn + C. '

where k; is constant, £ = £(x), ( = ((z), n = n(z), p = p(x) and g = g(x) are arbitrary
functions.

Remark. There is another representation of the first equation of (3.12). This equation
is obtained by integrating with respect to ¢ and setting the arbitrary function of the
integration to zero:

Uy —uy —wy =0, w(t,z) = / K(s)u(t — s,x)ds. (3.14)
Jo

In this case the first step in finding admitted Lie group leads to (3.13) with the particular
case of the function p = —¢”/2.
The determining equation for the second equation of (3.12)

w(t,z) = / K(s)ult— s,x)ds.
0

is the equation

(C — Ew, — {“wm )(t, ) / K(s T\ \s g""um)(t—s,aj)ds, (3.15)
where

&t ) = &t ult @), w(t, ) EE )= (@t ), wit @),
CY(t,x) = C¥(t, z,u(t,x),w(t,z)), ¢ (t,x) =¥t z,u(t,x),w(t, )).

Substituting the coefficients (3.13) into (3.15), let us satisfy equation (3.15). Notice
that

(Ew,)(t, ) = /0 h K(5)(Eug)(t — s,2) ds,

and

B gt —s) = «St()—s(kl—l—;&’)

CU(t—s) = (k1 — 5§ ult —s) — 5(t = 5)¢" —
Here and further, the argument x is omitted, further tilde is also omltted. The determining
equation (3.15) becomes

—CU(t)+ [T K (C“t—s)—s(k1+2§)ut(t—s)) ds
= (68w + t3¢") /12 — 3wk:1 — P —tn—C+ (b — 3 w—g [T K(s)ds
=38 (t JT K(s)ds — [}° sK(s) ds) + (3¢ + k1) fooo sK(s)u(t — s)ds
=t3¢" /12 = 2wky — Pp—tn—C— g [, K(s)ds
=387 (t [T K (s)ds — [;° sK(s)ds) + (58 4+ k1) [, sK(s)u(t — s)ds.
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Let us calculate

I sK(s)u(t — s)ds = — [77 sK(s) du(t — s)
= —sK(s)u(t — s)|° + J; (K (s) + sK'(s))u(t — s) ds
=w+ [ sK'(s)u(t — s)ds.

Here it is assumed that
sK(s)u(t — s)|g° = 0.

The determining equation becomes

3" 12 = 2whky — P —tn —C— g [77 K(s)ds
_%g” (t fooo K(s)ds — fooo sK(s) ds) + (%f’ + kl) fooo sK(s)ug(t — s)ds
= 3" /12 — 2wky — Ppu—tn—C— ¢ [T K(s)ds — 3&" (¢ [[° K(s)ds — [;° sK(s)ds)
+ (58 4+ k1) (w+ [ sK'(s)u(t — s) ds)
=3¢ 124 w38 — k) —Pu—tn—C—g [ K(s)ds — 5&" (¢ [T K(s)ds — [;° sK(s)ds)
+ (3 4+ k) [T sK'(s)u(t — s)ds
=312 = Pp—tn—(—g [T K(s)ds — 56" (¢ |7 K(s)ds — [[° sK(s)ds)
+ S (A + k1) sK'(s) + (38— k1) K(s)% u(t —s)ds = 0.

Since u = 0, w = 0 is a solution of equations (3.12), the determining equation has to be
satisfied on this solution. Thus, one obtains

—t3€" 12+ P +tn £6 + 9 [, K(s)ds
+3&" (¢ [ K(s)ds— [;° sK(s)ds) =0,

[ (e (i) o a

Since u(t, z) is an arbitrary, the last equation gives

(3.16)

and, hence,

1 1
(55/ + ]il> SK/(S) + (éfl - kl> K(S) = O,
which means that & is constant, for example, £ =2kx + ko. Thus,
(k+ k1) sK'(s) + (k — k1) K(s) = 0,

or K(s) = Kys®, and
(k+k)a+ (k— k) =0.

Equation (3.16) becomes
t2u~|—tn+C+g'/ooK(s)ds =0.
0
This equation implies
w=0, n=0, (= —g’/OOK(s)ds.
0

To prevent problems with convergency of the integral fooo K (s)ds, one can assume that

/

g =0.
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Remark. One can call the transformations corresponding to the generators
X = gat - g/au

formally admitted. These generators can be used for constructing invariant solutions.
Thus, one obtains that the Lie group corresponding to the generators

Xl = 8x7 X2 = atv

X5 = k'O, + k20, + k*ud, + k" wd,,,
is admitted by equations (3.12). Here

Kt=k+k, k*=2k, k"=k —k, k*=3k —k,

(k+ki)a + (k — k) = 0. (3.17)

Notice also that
k" = ak', k' #0.

Since the integro-differential equations are nonlocal, not any admitted Lie group has
the property to transform a solution of integro-differential equations into a solution. How-
ever, for the transformations corresponding to the generators X; and X, it is trivial to
check that these transformations possess this property. Let us also check that the scaling
group corresponding to the generator X3 maps any solution of equations (3.12) into a
solution of the same equations.

The transformation corresponding to the generator Xj is

t x LU
t' = te* o =3 |l = ue™".

which maps a function u(¢, ) into the function
u’(t/./ LL'/> / eak“u(t/efak”‘7 x/e—akm).
Let us consider the transformatiomn of the integral

SO K(s)u (¢ — ¢ 2t )ds!

= e [XK(shu((t' — s')e ™ a'em) ds’
R K(su(t'e ™" — s'e=") ds'
palk"+k!) fooo K(s'e= % e Yyt — s'e= ") d(s'e=")
a(k*+k*) I K (se™ Yu(t — s) ds
a(k¥+k?) fooo Ko(Seakt)au(t _ S) ds

(

(

E+(a+1)k?) fooo Kos®u(t — s)ds
a k“+(a+1)kt)w(t’ ,I')

Thus, for checking one only needs to check that
—k" + k" + (a+ 1)k = 0.
Indeed
—kY B+ (a+ DA =
= —3ki+k+k —k+(a+1)(k+k)

=k(-3+1+a+1)+k(l-14+a+1)
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Here the condition (3.17) was used. One also needs to check the other conditions:
k' — k' — k% = 2k" — 2k = k¥ — 3K

Indeed,
kK — k' — k% =k —k— (k+ k) — 2k = —4k,
2k —2k' = 2(ky — k) — 2(k + k1) = —4k,
kY —3k' =3k; — k — 3(k + ki) = —4k.

3.2.2 Classification of subalgebras
The commutator table of the Lie algebra Ly = { X7, X5, X3} is

X1 Xo X3
X 0 0 kE* X4
Xo 0 0 kX,
X3 k"X, —k'Xy 0

The set of automorphisms is defined by the commutators table:

A ) =x1 + ark®xs,
AQ . ZL‘IQ = Iy -+ (Lzlftilllg7

o kT okt
Az:  2h = 21eB5y 1 = ppe®k

where only changeable coordinates of the automorphisms are presented.
If a = 1, then £ = 0, and the operator Xj ecomposes a center of the Lie algebra. Thus
the one-dimensional optimal system of subalgebras consists of the subalgebras

{XIS +# )‘Xb X2 + ')/Xl, Xl}a

where v = +1.
If a # 1, then k* # 0, and the one-dimensional optimal system of subalgebras consists
of the subalgebras
{X$ e Xt A\Xy, X

For o # 0, using the automorphism Ajz the subalgebra X5 + AX; can be also reduced to
Xo+ Xj.

3.2.3 Invariant solutions

The optimal system of subalgebras of the Lie algebra Ls defines the complete set of
representations of solutions invariant with respect to Ls.

Case a =1
The subalgebra {X3 + AX;}. The generator { X5 + AX;} is
10y + u0y, + A0,
It is convenient to separate on two cases (a) A =0, (b) A # 0. The invariants are

A=0: u/t, z;
AN£0: u/t te™ (N, =—1/N).
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Invariant solutions have the representations

A=0: u=tp(x);

N£0: u=tp(y), (y=rte™).
Notice that for A = 0 the integral

w = / Kos(t — s)p(z)ds = Kogo(x)/ s(t — s)ds,
0 0
is divergent. Hence, one has only to consider the case A # 0. In this case

Wit z) = Ko [ s(t — s)p((t — s)em) ds = Koe™% [~ (y — 2)z(2) d(y - 2)
= Koe 3% [¥s(y — s)p(y — ) ds = e W (y).
wy = 672x)\owl’ Wy = efg:)\ovv//7
where we used the relations
§=1—ze ™ = g Mo (e —

Equation (3.14) becomes

y (Mg + 1" —¢%) = K ’ (/OOC s(y — s)e(y — s) ds) -

Vdy?

The subalgebra {X; + vX;}. The generator { X, + v X} is 9; + v9,. The invariants
are
U,y = v—"t.
An invariant solution has the representation
u = Gy
Hence, one has
w(t,z) = Ko [y~ sp(r =yt = 8))ds = Ko [, "y — 2)¢(2) d(y — 2)

= Ko [y sp(y = s)ds = W (y).
wy = —=yW', wy = W",

where we used the relations

s =t+7(z — o) S&Emat) s -y — 2).
Equation (3.14) becomes

(I+7p)y = Kodd—; (/Ooo s(y — s)p(y — s) ds) .

The subalgebra {X;}. The generator {X;} is 0,. The invariants are
u, t.

An invariant solution has the representation

Hence, one has

Equation (3.14) becomes



3.2.4 Case a # 1.
The subalgebra {X3}. The generator {X3} is

X3 = k"0, + k™20, + k"ud,, (k* #0),

where the constants k', k* and k" are defined by (3.17). Substituting the representation

of the invariant solution

u t
u= " p(y), t=yat/CH

into the second equation of (3.14), one has
w= f Kos“u(t — s)ds = Ky "/ (2h) f s%o((t — s)x —k?t/(%))dS
- -*(w“*®“+“V2“f‘km%xy 2)%0(2) dz

_ Kx(l—i—a)k:t—i-k“ /(2k) J’i/ _ ) ()dz
— Kox((1+a)kf+k“)/(2k)w(y) — Kox(ktwk“)/(?k)w(y),

where we used the relations
5=t — 2aF/R) = gh/@R) (4= R k) _ oy = gkYCR (y — ) (1 + )kt + k" = kP + 2k,

and

The derivatives are changed as follows

Op _y , Opy Ky
t

ot {7 Br | 2kzT

0 ow _8 Yy ,_1 ) / ) //_y2 7
5 (o) = 5 () s bl o) = o

Thus, the first equation of (3.14) becomes
O [ Kos®u(t s) ds

Uy — UUp — Vg = Uy — Uy — atz

kw gk /(2K) Kt k" /Ry k“/(?k) i [02K) 'y s F, (K +2ku)/(2k)y w"
o ku?(?k) a k“/aé%) | ! ! i r
I kt x / kv /(2k k*/(2k / 2kv—kb) [ (2k) Y171
bz - b= Yo — k" (2K) pak"/( )??J(Q Koya?( )/ CR)
k% /(2k) ku Kt kT u__ 1.t u__ .t x
_ z / +EY—k 2k), o k*—k'+k 2k "
- o — By — ox! )/ (k) o Kol'( )/ R/

2R/ (2k)

= T (5o — Gy — ¢ - KoW”) = 0.
Here, the following relation was used
'+ k" — k' =k —k+2k— (k+k)=0.
Thus, the reduced equation is

ap + ((a— e —y)¢' = (1 — a)Ko /Ooo s*¢"(y — s) ds,

where

W"(y) = dd—; (/_:(y — 2)%p(2) dZ> = j—; (/Ooo sp(y — s) d8> = /OOO s (y — s) ds.



The subalgebra {X; + AX;}. The generator {Xs + AX;} is 0; + A\0,. The invariants
are
u,y = — At.

An invariant solution has the representation of a traveling wave type
u=p(y).

As in the previous case one only needs to study the case A # 0. If A > 0, then one has

w(t, ) = Ko [~ sp(x = At — s)) ds = A7 Ko [7(2 — y)%(2) d(z — y)
=\ IK I s%e y—l—s)ds—W(y).
_ —)\W/ Wy = )\QW//
where
_t+z—:17__a7—/\t+z_z—y
o XX X7
The reduced equation is
(1+Xp)y' = AlaKo/ 0" (y + s) ds. (3.18)
0
If A <0, then
w(t,x) = Ko [y s*p(x = Mt — s)) ds = Ko(—A) " [~ “(2)d(y — 2)

= (=N "*'Ko fyT Gng+s)ds IV()

Equation (3.14) becomes
(1+Ap)y' = (—/\)I_QKO/ s“"(y + s) ds. (3.19)
0
Combining equations (3.18) and+(3.19), one has

(14 Ap)e — NPT / WAy + 5) ds. (3.20)
0

The subalgebra {X;}. The generator {X;} is 0,. The invariants are u,t. An invariant
solution has the representation

Hence, one has

Equation (3.14) becomes
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3.3 Two-dimensional equation

The studied equations are

0

a (ux — Uupuy — wtt) = uyy> w(ta x,y) = / K(S)u<t - S, x,y) dS.
0

The first step gives the generator

X = gt(tvxa Y, p, w)at + é-x(t7 x,y,Dp, w)ax + fy(ta x,yY,Dp, w)ay
+¢"(t 2z, y, p,w)0y + (¢, 2, y, p, w) Oy,

where the coefficients are

£ = (2t +&"y* +30'y) 6+ thy + g, & =¢& & = (4y& + 3yk1)/6 + h,
C" = ((6ky —4") — &"y* — 216" — 69" — 3yh") /6, (3.21)
¢V = Bk — &)w+tp+1tn+¢,

Here ky is constant, £ = &(x), h = h(z), g = g(z), ¢ = ((t,x,y), n = n(t,z,y) and
p = pu(t, z,y) are arbitrary functions.
The determining equation for the second equation

w(t,z,y) = / K(s)u(t — s, z,y)ds.
0
is the equation
(Cv - ftwt - fzwx - éywy)(tv €, l/) = / K(‘S) (Cu 4" ftut - Eﬁuz - fyuy)(t — S, 7, y) dS.
0

Substituting the coefficients (3.21) into the last equation, one obtains

p=0,rn=0, ¢=0, =0, V=0,

1 2
(55’ + kl) SK'(s)+ <3§’ = /ﬁ) K(s) =0,
which means that & is constant, for example, £ = 3kx + ko. Thus,
(k4 k1) sK'(s) + (2k — k1)K (s) =0,

or
K(s) = Kys%,

and

Therefore, the admitted Lie algebra is defined by the generators

Xl = 8:(27 X2 = 8757 X3 = yat + 21'8y, X4 = ayv
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3.4 3-dimensional case

The studied equations are

0
T (Up — Uy — Wy) = Uyy + Uy, w(E, 2,0y, 2 / K(s — 8,x,y,2)ds.

The first step gives the generator

X = ft(t7 x? y? u? Z? w)at + gl‘(t ./L., y? u? Z? w)827 + gy(t7 x? y7 u? Z? w)ay
_'_Cu(t? x? y? u? Z? w>8u + Cw(t7 I? y? Z? u? w)aw

with the coefficients
§ =t +2k1) + 36" (2 + ) A+ (Wy + ['2) /2 + g,
¥ =5, & =38y+ zky +yky +h, & =32+ zky —yka + f,
" =2(k; —28)u— 3" (" + )[4 — "t — g — (W'y+ "2)/2,
¢ = w(6ky — 7E) + "3+ Pp+tn+C.

where ky, ke are constant, £ = &(z), h = h(z), g = g(z), f = f(x), ¢ = {(x,y,2),
n =n(z,y,z) and p = u(x,y, z) are arbitrary functions. It is obvious that the generator
corresponding to the rotation in the plain ¢ and z is admitted. This generator is defined
by ks:

X = 20— y0,.

Excluding this generator one obtains
€ = t(€ + 2k1) +3" (224 y*) Ao (Wyot f'2)/2+ g,

£ =5¢ &=y +h)+h, &=203+k)+f,
Cu _ 2(]4‘1 - 25)“ T 35///(22 i y2)/4 | é-llt A" g/ g (h//y + f”Z)/Q,
CY = w6k 2AE) + "3+ EuStn + (.

The determining equation for the second equation

w(t,x,y, z) / K(s —s,2,Y,2)ds
is the equation
(Cw - Stwt - gmwx - gywy - gzwz)(ta x,Y, Z)
= 7T K(s)(¢" = Euyp — Eup — EVuy — Eus)(t — 5, 3,y, 2) ds.
Substituting the coefficients into the last equation, one obtains
g:kg, h:2k’4l‘+k5, f:2]€61'+k‘7
ft = t(k’ + le) + k?4y + kGZ + kg, fm = 5(]{317 -+ k?()), fy = y(3]€ + k’l) + 2]{34.17 + k5,
€% = 2(3k + k1) + 2kex + k7, ¢ = 2(k1 — 2k)u, (¥ = w(6ky — 7k).
(k + 2k1) sK'(s) + 2(2k — k1)K (s) = 0,
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which means that
K(S) = K()Sa,

and
k(o +4) 4 2k (e — 1) = 0.

The admitted generators are
X1 =0, Xo=0, X3=20,—y0,, X4y=uy0 +2z0,,
X5 = 20, +220,, X¢=20, X;=0,,
Xg = t(k + 2k1)0; + 5kx0, + (3k + k1)y0y + (3k + k1)20.
+2(ky — 2k)ud, + w(6ky — Tk)0,.

3.5 Exponential kernel
There exists one known exact solution to 1D equation for an exponential kernel [21, 84]:

Uy — Uy — Wy = 0,
w= [ exp(—s) u(t—s)ds.

One can seek for it in the form of a traveling wave:
u=u(t +ax).
The solution has the form:

1 Ju—a+A""
—In

t+v= .
A |u—oz—A|]+A

Here «, A and v are the constants. This solution has evident physical meaning for the
parameters A > ||, 0 < A < 1. This is shown in Fig. ??7 and the solution describes the
shape of a single shock front in ‘a.relaxing medium.

It is interesting to derive this solution using computed'symmetries.

Since for the exponential kernel A'(s) = e7’-onehas the relation (1.7):

Wy = U — W,

equations
2
Upt — Uy — Uy = Wy (3.22)

and
Uy — U = Wy (3.23)

can be reduced to the partial differential equations, respectively,
Ugtt — (1 + u)uttt — 3ututt + Ugpt — Ul — U? = 0, (324)

and
Ut — (14 u)uy — uf + uy — uuy = 0. (3.25)

Admitted Lie groups of these equations are as follows. The admitted Lie group of
equation (3.24) is defined by the generators

Xl — 8:07 X2 = g(x)at - g,<x)auv
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where the function g = g(z) is an arbitrary function. The admitted Lie group of equation
(3.25) is defined by the generators

X1 =0y Xo=0, X3=u0— 0,
The commutators table of the algebra {X;, X5, X3} is

X1 XQ X3
Xy 0 0 X,
Xy 0 0 O
Xs =X 0 0

The generator X5 is a center of the Lie algebra. The set of automorphisms is defined by

the commutators table:
A xh = Ty + ay 3,

Ag: b =19 — azx.

The one-dimensional optimal system of subalgebras consists of the subalgebras
{X34+ X1, Xs, Xi}.
Representations of invariant solutions are

Xs+ X1 u=—54p(@*—2X), (A#0),
X3 u=—L+ (),
Xy u=p(),
X1 u=(t).

and the reduced equations are

X34+ AX1: (AX3(p"Fop)= \2p?) +1=0,
Xs: o 40
X2 : ’70/ = O,
X1 Ag A+ o' + 07 /2) =0
The solution
u = u(t + ax)

is invariant with respect to the operator X; — a Xy = 9, — ad;. The subalgebra corre-
sponding to this operator is equivalent to the subalgebra with the generator: X;. The
reduced equation of an invariant solution corresponding to the generator X is

/o k_§02
7T o0t

where k is an arbitrary constant of the integration. The general solution of this equation
depends on the constant k:

fp—alTa
k=—-a’<0 : t+c¢=—In(¢?+a?) — 2arctan(£),
k=0 : t—i—co:—2ln(g0)+%.

k=a?>0 : t+cozéln(|“"+allw>,
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3.6 Delay equation

It is desirable to derive an exact solution for any kernel which does not permit the re-
duction of integral equation to the differential one. Such an example exists. That is the
model kernel which is nonzero on the finite segment, say, s € [0, 1]. The simplest case
is K=1, s<1; K =0, s> 1. For this kernel the integral equation is reduced to the
difference-differential equation

Uy —uty — Auy,  Au=u(t) —u(t —1).

Its solution can be sought in the form of a traveling wave: u = u(t + ax). The reduced
equation can be integrated one time. The solutionisu (t — 1) = 3 [u? (t) + 2 (1 — a) u (t) — 52].
Here a and S are constant. This formula defines a mapping w (t) — u (¢ — 1) which offers
easy possibility to construct curves representing profiles of the wave. These profiles are
shown in Fig. ??. They display the image of a shock front in medium with constant
"memory” within the segment [0, 1].
The equation
uz(t, ) = (u(t,x) + Dug(t, x) — w(t — 1, x)

is a delay differential equation. Algorithm for applying the group analysis method to
delay differential equations is given in [20, 86, 45]. Calculations show that the admitted
Lie group is defined by the generators

X1 =0, Xyo=0, X3=x0,—0,.

Representations of invariant solutions are given in the previous case. The reduced
equations are

X3+ AX1: 2202@(2)(p(z) + 1)+ oz +2))) =1,
X3 ¢ 20 =0,
Xy 99/ =0,
Xi: g+ +et—1) =0.

The reduced equations can be integrated

Xs+AX1 0 A2e(2) +20(2) + ¢*(2 +2X)) = 2 + o,
X3 p=c/z,
Xo: @ = co,
X1 @3(t) 4+ 2p(t) + 20t — 1) = c.

3.7 Conclusion

The nonlinear integro-differential evolution equation (1.2) considered in the present re-
search is not an exotic model. It encapsulates numerous mathematical models formu-
lated by differential evolution equations and differs from them significantly not only in its
form, but mostly due to its physical content meaning. Namely, any dispersion (frequency-
dependent phase velocity) must be strongly connected with frequency-dependent absorp-
tion. Such connection follows from the causality principle. For example, waves having
infinite velocities of propagation which are allowed by differential equations of Burgers
and Korteweg-de Vries type must disappear on their way, since otherwise a cause ap-
pears at a certain point later than its effect. The causality principle is given in physical
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models by integral Kramers-Kronig relations. Consequently, a consistent model must
contain integral terms, in other words, be represented in an integro-differential form.
Though this conclusion is well known, mathematical models described by purely differen-
tial evolution equations have been widely accepted in the nonlinear wave physics due to
their simplicity compared to the integro-differential models. It seems that the consistent
integro-differential nonlinear models will meet more applications in future.

The present research provides a first step in application of the Lie group analysis to
Equation (1.2). The approach used in this research is described in [20]. The analysis
of the determining equation for the integro-differential equation allows, in particular, to
single out a class of kernels used for deriving mathematical models in medical applications
of ultrasound [85].

Note that for particular kernels the integro-differential equation (1.2) becomes a partial
differential equation or a delay partial differential equation. In these cases the complete
group classification of equation (1.2) can be obtained. In the case of partial differential
equations the classical group analysis is used. For delay partial differential equations
the analysis developed in [86, 45| and described in [20] is applied. A complete study of
particular cases is given in the report. This provides a new result in the application of
the group analysis method to partial and delay partial differential equations.

Along with admitted Lie groups, representations of exact solutions and reduced equa-
tions are constructed in the report. A complete solution and a physical interpretation of
some of them is presented.

We hope that more results will be obtained in future by applying the above approach
for solving concrete models of physical significance as well as for new mathematical de-
velopments. In particular, it is interesting to make the preliminary group classification of
exceptional kernels by applying the method of an a priory use of symmetries [87] to the
integro-differential equations of the form (1.2).
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Chapter 4

On the equation for the power
moment generating function of the
Boltzmann equation. Group
classification with respect to a
source function

Abstract

An admitted Lie group of transformations for the spatially homogeneous and isotropic
Boltzmann equation with sources was firstly ‘studied by Nonnenmacher [1984]. In fact,
in this paper the equation for generating funetion of the power moments of the Boltz-
mann equation solution was considered. However, this equation is still a nonlocal partial
differential equation, and this property was not taken into account there. In the present
research the admitted Lie group of this equation is studied using original method de-
veloped by Grigoriev and Meleshko [1986] for group analysis of equations with nonlocal
operators. This method allows 1is to correct Nonnenmacher’s approach. A group classi-
fication of the equation for the generating function with respect to sources is obtained.
In the process of the group classification, the algebraic method considered in Nikitin and
Popovych [2001] is applied.

4.1 General Equations

The Fourier image of the spatially homogeneous and isotropic Boltzmann equation with
sources has the form [88]

oy, 1) + (. £)0(0.1) = / (s, D)p(y(1 — 5),1) ds + d(y.1). (4.1)

Here the function ¢(y,t) is related with the Fourier transform ¢(k,t) of the isotropic
distribution function f(v,t) by the formulae

4 o0
o(k2/2,1) = @k, t) = %/ vsin(kv) (v, ).dv
0
Similarly, the transform of the source function g(v,t) is

. A [
G(k,t) = %/ vsin(kv)q(v,t) dv,
0
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and 3
q(k,t) = q(k*/2,1).

The inverse Fourier transform of @¢(k,t) gives the distribution function

flot) = 27 /0 " sin(ko) @k, 1) di.

()

Normalized moments of the distribution function are introduced by the formulae

M, (t) = ﬁ /OOO fv, t)v*"2dv, (n=0,1,2...). (4.2)

Following [89], one can obtain a system of equations for the moments (4.2) from (4.1). It
is sufficient to substitute the expansions in power series

ey Y e Y
py,t) =Y (-1) M, ()=, aly.t) = > (1) ¢(t) 7
n=0 - n=0 ’
into (4.1), where
1

n(t) = )”47T/ q(v, )™ 2dv, (n=0,1,2...)

(2n+1

are the normalized moments of the source funetion. As a result, one derives the moment
system considered in [48]:

dM,(t)
dt

+ My (£) Mo (1)

]Un kz + Qn( ) (4‘3)

For ¢(v,t) = 0 this system was derived in [43] in a very complicated way.
Let us define moment generation functions for the distribution function f(v,t) and for
the source function ¢(v,t):

= DM (1), S0, B2 wga(2).

Multiplying equations (4.3) by w”, and summing over all n, one obtains for G(w,t) the
equation

0?(wG)

Otow

Here the obvious relations are used

S+ 1M () S Dt = 29,

n=0 n=0

I(w@) 2y 3(@05).

+ Mo(?) Oow Oow

(4.4)

Zw ZMk G2.
n=0

In contrast to the case of homogeneous relaxatlon with g(v,t) = 0, the gas density My(t) =
©(0,t) is not constant. From equation (4.3) for n = 0 one can obtain

Mo(t) = /Ot QQ(t,)dt/ + Mo(O)
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Notice also that
My(t) = G(t,0). (4.5)

This is the reason why equation (4.4) has a nonlocal term. This fact was not taken
into account in [48] in the process of finding an admitted Lie group. The lack of this
condition can lead to incorrect admitted Lie groups. In the present research this omission
is corrected.

4.2 Admitted Lie algebra of the equation for the gen-
erating function

Equation (4.4) is conveniently rewritten in the form
(zur), — u? +u(0)(zu), = g, (4.6)

where u(0) = u(t,0). Here w =z, G = w and (w9), = g.

As mentioned, because of the presence of the term u(0), equation (4.6) differs from
a partial differential equation. Hence, the classical group analysis method cannot be
applied to this equation. A method that can be used for such equations with nonlocal
terms was developed in [34, 45, 20]. In this section the latter method is applied for finding
an admitted Lie group of equation (4.6).

The admitted generator is sought in the form

X =7(t,z,u)0 + &(t,8yu) 0, 4 ((t, 2, 1) 0.
According to the algorithm [34, 45, 20], the determining equation for equation (4.6) is

i + Yy + w(0) (@) + ) = 200+ ¥(0)(2u), = 0, (4.7)

where

W(t,x) = C(t, z,u(t,x)) — u(t, 2yt x, u(t, ) — u,(t, 2)§ z,u(t, x)), ¥(0) = (¢, 0).

After substituting the derivatives uy,, t, and wy, found from equation (4.6) and its
derivatives with respect to x and ¢ into (4.7), one obtains the determining equation

Ca®? + G + Cugr + CuPx + g€ + u?é — 2ux¢ + uz(0)
—2 (g7 + 9o€ + g(1e + &) — mvte — EuPa — 2u(0) (ugz + u)€(0)
Fu(0)(Ca? — Cuur — ug + 2( + 26U + TTu) — Trupt® — T2 U U T,

_utua:xgux2 - uxzftx2 + utuzx(Cuux — Tt + TuU(O).ﬁIT - fxuaj + gu) 4 8
Fug (€ + Cout? — € — Tipx? — 27,2(g + u?) + u(0)z(27,u — 27,)) (4.8)
+uZw(Ty — 27py) + 2us(0) (7 — 7(0)) (upx + u) + v22?(Eu(0) — &)
+aug (2 (Tu(0) + C(0) + Cu) — o — & — 2649 — 2&,u? + 26, uu(0))

2 2 2 2 _
—UFUy Ty 7 — U € x” = 0.

Here
7(0) = 7(£,0,u(t,0)), £(0) = &(t,0,u(t,0)), ¢(0) = ((t,0,u(t,0)),
w(0) = w(t,0), 1, (0) = w(t,0).
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Differentiating the determining equation (4.8) with respect to wy, ., and then with
respect to u; and wu,, one gets

Tu:07 Twzo’ fuzoa 5,520

Hence,
T=1(t), £ =&(x),
and
7(0) = 7.
Differentiating the determining equation with respect to u;, and then u,, one finds
Cuu =0
or

C(t,x,u) = uly(t,x) + (o(t, ).

The coefficient with u,u,(0) in the determining equation (4.8) gives £(0) = 0. Continuing
splitting the determining equation (4.8) with respect to u;, and then u,, one finds

it x) = —a (@) + Cio(t).
Hence,
¢(0) = ¢(t,0) = u(0)(¢id(#) = £'(0)) + Co(t,0).
The coefficient with u,u(0) leads to the eondition
ClO = -7 F 5/(0)
Differentiating the determining equation with respect to u twice, one has

S

The general solution of this equation is
& = w(eapied)e
Equating the coefficient with u, to zero, one derives
Tu(t) = Co(t,0).
The coefficient with %(0) in the determining equation (4.8) gives
xCoz + Co = 0.
This equation only has one solution which is nonsingular at x = 0:
Co(t,z) = 0.
Hence, (o(t,0) = 0, and

T = cot + c3.

The remaining part of the determining equation (4.8) becomes
gi(cat + ¢3) + xg (12 + co) = —2g(c1x + ¢2). (4.9)
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Thus, the admitted generator has the form
X = Xo + a1 X1 + Xy + 3X3,

where

Xo = 20,, Xq = 2(20; — udy), Xo = t0, — udy,, X3 = 0. (4.10)

The values of the constants ¢y, ¢1, co, c3 and relations between them depend on the
function ¢(t, ).
The trivial case of the function
9=0,

satisfies equation (4.9), and corresponds to the case of the spatially homogeneous and
isotropic Boltzmann equation without a source term. In this case, the complete group
classification of the Boltzmann equation was carried out in [34, 35] using its Fourier image
(4.1) with ¢(y,t) = 0. The four-dimensional Lie algebra L* = {Y;, Y5, Y3, Y;} spanned
by the generators

}/b = yaya }/1 - y(patpv }/:Z = tat - lﬁpa\pa }/3 = 6t (411)

defines the complete admitted Lie group G* of (4.1). There are direct relations between
the generators (4.10) and (4.11).

Indeed, since the functions ¢(y,t) and u(z,t) are related through the moments M, (t),
(n = 0,1,2,...), it is sufficient to check that the transformations of moments defined
through these functions coincide.

Let us consider the transformations corresponding to the generators Yy and Xj:

Yo=yo, : t=
on.rax %

yet
= re’

=¥
= Uu.

t)
t,

HI <
Il
S "()

The transformed functions are @(7, t) = p(ge . ¢) and @(T, t) = u(Te *,t). The transfor-
mations of moments are, respectively:

B

— 0"2(y,1) d"p(gert) —
M@ = (-2l (e Y e " =—(0,7
= (Vg SRR g (g8
= e "M, (1);
AT (7 an ( a,'f) Slma 'an fna n
M, (1) =n .W‘H_e WS 0,7) = e ML (@),

Hence, one can see that the transformations of moments defined through the functions
©(y,t) and u(x,t) coincide.
The Lie groups of transformations corresponding to the generators Y; and X; are

Y, = %0890
Xy = z(x0; — ud,)

=y, p = pe’y

==, u=(1—az)u.

HI @I

t,
t,

el IR |

These transformations map the functions ¢(y,t) and u(z,t) to p(y,t) = e¥*p(y,t) and

o 1 _ T
u(z,t) = —u(t, —
1+ ax 1+ ax

). The transformations of moments are, respectively:

A O

~ 1 (5 +a) ) 00

— 0"u(z,t) " 1 - T
M, () = n!  =nl— <1—|—a§u(t’ —)




Using computer symbolic calculations with Reduce [83] one can check that these trans-
formations of moments also coincide.
The Lie groups of transformations corresponding to the generators Y; and X, are

—a.
we
ue ?.

=Y
z,

}éztat—QD&@ : %
t

te®
X2 = t@t — Uau te®

al @|
el Sl
I

These transformations map the functions ¢(y,t) and u(z,t) to p(y,t) = e~ *p(y, te~*) and
u(T,t) = e “u(T, te”*). The transformations of moments are, respectively:

R e
e Iy:? . o iJ y=0
=(=1)"e a@yf (0,te™%) = M, (te “_)e a
M, (1) = n!%mo = n!e“%xo
=nle” gx“(o te™) = M, (te e .

The case where the transformations of moments corresponding to the generators Y3 =
0; and X3 = 0; coincide is trivial. These direct relations between the Lie algebras confirm
correctness of our calculations.

4.3 Comparison with the results of the paper
by T.F.Nonnenmacher

Let us formulate the results of [48] using the variables of the present research. The
admitted generator obtained in [48] has the form

Zy =1(t) (0 — Mo(t)ud,) + audy + (v — 0)x(xd, — udy,) — Y20y, (4.12)

where

a, B, v and § are constant. The function g(¢, z) has to satisfy the equation

(02 4 aaly — ) = 1) 2 = 2 (aly — ) + Mo(t)r(1) —a)g. (413

Since Mjy(t) is unknown, comparison of our results is only possible for g = 0. Moreover,
in contrast to equation (4.9), the source function g(¢, x) in (4.13) as a solution of equation
(4.13) depends on the function Mj(t), whereas the function My(t) also depends on the
source function. This makes equation (4.13) nonlocal and very complicated.

Comparing the operator Z, for g = 0 with (4.10), one obtains that the part related
with the constants v and ¢ coincides with the result of the present report, whereas the part
related with the constants « and  is completely different. Indeed, in this case equation
(4.13) is satisfied identically, My(t) = My(0), and for

Mo(0) # 0: mg(t) = tMo(0), 7(t) = Be™O® + TG (1 — etMo(0)
My(0)=0: mo(t) =0, T(t) = 5 — ot.
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The admitted generator (4.13) becomes

Mo (0) 0(0)
+(y = 0)x(x0y — ud,) — yxOy;
My(0) =0 : Zy=p0; — a(td, — udy) + (v — §)x(x0; — ud,) — yx0,.

Mo(0) £0 : Zo= (B = 5% ) 0@ (D — Mo(0)udy) + 37550

One can see that the above results coincide with [48] only for My(0) = 0. The case
My (0) = 0 corresponds to a gas with zero density which is not realistic. For My(0) # 0,
the coefficient with the exponent e™0(9) plays a crucial role. This coefficient only vanishes

for
a = My(0)5. (4.14)

In this case the admitted Lie algebra found in [48] is a proper subalgebra of the Lie
algebra defined by the generators (4.10). Thus, all invariant solutions with («, 5,7, 9) =
(Mo(0)8, B,7,9) considered in [48] are particular cases of invariant solutions obtained in
[34, 20]. In particular, the well-known BKW-solution is an invariant solution with respect
to the generator Ygiw = (Y1 — Yy) + Y3. In the Lie algebra (4.10) this solution is related
with the generator Xprw = c(X; — X) + X3. Other classes of invariant solutions studied
in [48] correspond to (4.14) with the particular choice 5 = 0.

4.4 On equivalence transformations of the equation
for the generating function

For the group classification one needs to know equivalence transformations. Let us find
some of them using the generators (4.10) and considering their transformations of the left
hand side of equation (4.6)

Lu = 2usy + vy — u* +u(0)(zuy + u).

The transformations correspending to the generator X, = xd, map a function u(t, x)
into the function
u(t@) = utaTel ),

where a is the group parameter. Hence,
Lu = Lu.

One can check that the Lie group of transformations

t=t, T=uxe"

, u=u, g=4g
is an equivalence Lie group of equation (4.6).

Similarly, one derives that the transformations corresponding to the generator X5 = 0,
define the equivalence Lie group:

t=t+a, T=x,U=u, g=g.

The transformations corresponding to the generator Xy = t0; — ud, map a function
u(t, z) into the function

u(t,T) = e “u(te™*,T).
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Hence, B
Lu=e%Lu.

One can conclude that the transformations

a 6—2(1

t=t, T=xe", U=u,g=4g
compose an equivalence Lie group of equation (4.6).
The transformations corresponding to the generator X; = z(xd, —ud,) map a function
u(t, ) into the function
1 - T
—u(t, —
1+azx 1+azx

u(t,T) =

).
Hence, B
Lu=(1-az)’Lu
and the transformations
x

t=t T= , U= (1=azx)u, g=(1—az)g
1—ax

compose an equivalence Lie group of transformations.
Thus, it has been shown that the Lie group corresponding to the generators

X§ =20, X{ = x(x0, — ud, — 2909,), X5 =t0, —ud, — 290,, X5 = 0,

is an equivalence Lie group of equation (4.6).

4.5 Group classification

Group classification of equation (4.6) is carried out up to the equivalence transformations
considered above.
Equation (4.9) can be rewritten in the form

C()h() + Clhl + Cgh,g + (13}23 = 0, (415)

where
ho = xg,, hy = z(xg, + 29), ha = tg; + 29, hs = g:. (4.16)

One of the methods for analyzing relations between the constants ¢y, ¢, ¢ and c3
consists of employing the algorithm developed for the gas dynamics equations [8]: one
analyzes the vector space Span(V'), where the set V' consists of the vectors

V= <h07 hl; h27 h3)

with ¢ and x are changed. This algorithm allows one to study all possible admitted Lie
algebras of equation (4.6) without omission. Unfortunately, it is difficult to implement.

In [90] an algebraic algorithm for group classification was applied, which essentially re-
duces this study to a simpler problem. Here we follow this algorithm!. Observe here that
because of the nonlinearity of the equivalence transformations corresponding to the gener-
ator X7, it is difficult to select out equivalent cases with respect to these transformations,
whereas the algebraic algorithm free of this complication.

!The authors thank the anonymous referee for pointing to the possibility of applying to the analysis
of equation (4.15) the algorithm considered in [90]

76



First, let us study the Lie algebra L, composed by the generators { Xy, X1, Xo, X3}.

The commutator table is
Xo X1 Xo X3

Xol 0 X5 O 0
X -X1 0 0 0
Xo| O 0 0 —-X;
Xs| O 0 X3 0

The inner automorphisms are

AO . .f?l = :L‘le“,
A1 . 3%1 =+ axy,
A2 . Zi'3 = I36a,
Az 1 I3 =13+ axy,

where only the changed coordinates are presented.

Second, one can notice that the results of using the equivalence transformations cor-
responding to the generators X{, X7, X§, X¢ are similar to changing coordinates of a
generator X with regarding to the basis change. These changes are similar to the inner
automorphisms. Indeed, the coefficients of the generator X are changed according to the
relation [8]:

X = (X1)0; + (X7T)0: + (Xu)0y.

Any generator X can be expressed as a linear combination of the basis generators:
Z%()X() -+ i‘le + jZQXQ + fong == iE()XO + $1X1 -+ IL‘QXQ + $3X3, (417)

where

Xo = 705, Xy = T(T0 — udy), Xy =107 — Wy, X3 = 0.

Using the invariance of a generator with respect to a change of the variables, the basis
generators X;, (i = 0,1,2,3) and X, (< = 0,1,2,3) in corresponding equivalence trans-
formations are related as follows

X¢ © Xo=XpXi=e "X, Xy = X3 X5 = Xs;
Xe © Xo=Xo HaXiaX, =K Xy, X = X;;
X¢ 0 Xo=Xo, Xy = X1, Xo = Xy, X3 = e Xj;
X¢ : Xo=Xo0, X, =X, X, =Xy —aXs, X3 = X

Substituting these relations into the identity (4.17), one obtains that the coordinates of
the generator X in the basis B = { Xy, X;, X5, X3} and in the basis B = {XO,Xl,Xz,Xg}
are related similar to the changes defined by the inner automorphisms.

This observation allows us to use an optimal system of subalgebras of the Lie algebra L,
for studying equation (4.15). The construction of such an optimal system is not difficult.
Moreover, it is simplified if one notices that Ly = Fy @ Fy, where F; = {Xj, X1} and
Fy = {X,, X3} are ideals of the Lie algebra L,. This decomposition gives possibility to
apply a two-step algorithm [18, 91]. The result of construction of an optimal system of
subalgebras is presented in Table 1.

For obtaining functions ¢(t, z) using the optimal system of subalgebras one needs to
substitute the constants ¢; corresponding to the basis generators of a subalgebra into
equation (4.15), and solve the system of equations thus obtained. The result of group
classification is presented in Table 2, where o and k are constant and the function ® is
an arbitrary function of its argument.
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Table 4.1: Optimal system of subalgebras

Algebra Algebra

1. | {Xo+ aXo, X5+ 8Xo, X5} | 11 { X2, X3}
2. { Xo, X1, X3} 12. | { X5+ aXo, X1}
3. {Xo, Xl, XQ} 13. {Xo, Xl}
4. {)(07 XQ, Xg} 14. {X2 —I—OéX()}
5. {XQ, Xg} 15. {X2+X1}
6. { Xy — Xo, X1+ X3} 16. { X2}
7. {aXs —2X,, X3} 17. { X3+ aXp}
8. {Xo+ Xy, X5} 18. { X3+ X4}
9. { Xo, Xo} 19. { X3}
10. {X2—|—04X0, Xl} 20. {Xo}

21. { X1}

Table 4.2: Group classification

No. | Function Admitted generators | Condition
1. g=kx? {Xo 4 Xo, X3, X7}
2. | g=ka*(xt+1)1 { X051 X0, X+ X5}
3. g = kx® {aXs — 22X, X3} a# —2
4. | g=ka 2> { X, + X1, X3}
5. | g=kt? { Xo, Xo}
6. | g=ka 22D { X, +aX,, X;} a# 1
7. | g=ka?e* { X5+ aXy, X1} a#0
8. | g=t72®(at™) { Xo + aXo}
9. | g=a"2> "D(te* ) {Xo+ X1}
10. | g = ®(xe ™) { X5+ aXo}
11. | g=a20(t +a}) { X3+ X4}
12. | g = ®(z) { X5}
13. | g= () {Xo)
4. | g=a720(t) { X1}
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Chapter 5

On first integrals of second-order
ordinary differential equations

Abstract

Here we discuss first integrals of a particular representation associated with second-
order ordinary differential equations. The linearization problem is a particular case of the
equivalence problem together with a number of related problems such as defining a class
of transformations, finding invariants of these transformations, obtaining the equivalence
criteria, and constructing the transformation. The relationship between the integral form,
the associated equations, equivalence transformations and some examples are considered
as part of the discussion illustrating some important aspects and properties.

5.1 Invariants of a class of second-order equations

We recall some known properties of a second-order equation,
i+ ag(t, 2)i® + 3as(t, x)i” + 3as(t, x)d + ao(t, z) = 0. (5.1)

This form of equation is conserved with respect to any change of the independent and

dependent variables
T = o(t,x)¢ wE(t, ). (5.2)

In fact, derivatives are changed by the formulae

D i+ it
Dt% Yt + $'<P567 )
u'= Ptz i) = ty _ 9t +-’ng.+ L9s

T R (5.3)

F& (P2t — Cutbe + 20t — Prathr)) + Qethu — Pue).
Here Dy is the operator of the total derivative with respect to ¢, and
A= Qotd]a: — 7é 0.
Since the Jacobian of the change of variables A # 0, the equation

!/

u = g(t,z,t)=

u” + by (T, u)u® + by (7, w)u? + 3by (1, u)u’ + bo(,u) =0 (5.4)
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becomes (5.1), where

a; = (Qoaﬂ/}xac Qoxzz/}a: + @ggbﬂ + 390m¢zb1 + 3@11/)262 + 2/}?)bS)
Ay = ( (@td]xx @xxwt + 2(§0x¢tx Sat:cwz)) + @t%;bo
+90x(2S0th + ©ath)br 4+ (et + 20,040, )by + Py1)2bs) | (5.5)
a3 = AT (37N pethu — outs + 2(0ei — Cratr)) + Pieabo .
+(@70s + 201001)b1 + (201005 + Pth7)ba + V71Dbs)
ap = A7 (pithu — puth + ©ibo + 3piiby + 3pihibe + 3bs) .
Two quantities play a major role in the study of equations (5.4):
oIl o1l
L, = — LA 2 bollag — boIlyy + 2011142,
ou or
oIl o1l
Ly, = —— 22 bslli1 — b11lag + 201149,
ou or
where
HH = Q(b% — bgbo) + blT — b()u7 H22 = Q(bé — 3b1b3) + b37— — bgu,
ITi5 = baby — bsbg + baor — b1y
Under point transformation (5.2) these components are transformed as follows [92]:
Ly = ALy + Layty), = A(Lyp, + Laty). (5.6)

Here tilde means that a value corresponds to system (5.1): the coefficients b; are exchanged
with a;, the variables 7 and u are exchanged with ¢ and x, respectively.

S.Lie [49] showed that any equation with L; = 0 and L, = 0 is equivalent to the
equation u” = 0. R.Liouville [92] also found other relative invariants, for example,

vs = Lo(LiLsy — LoLy;) + Ly(LoLyy, =Ly Lay)—
by L3 + 3by L3 b 35130l 3\ by L3,
and
wy = Ly (= L3 (o Ly — 41 Lo) + Ri(L3); — LiRyr + LiRi (b1 Ly — by L)) |

where
Ry = L1Ly, — LoLy; + by L3 — 2by Ly Ly + by L3.

Notice that for the Painlevé equations L; # 0 and Ly = 0, v5 = 0 and w; = 0.

Remark 5.1.1. Without loss of generality one can assume that L; # 0 and L, = 0,
otherwise a change of the dependent and independent variables such that the functions
©(t, ) and ¥(t, z) satisfy the equation

prLl + 1/JyL2 = O

leads to this case. For the sake of simplicity we study equations with L; # 0 and Ly = 0.
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5.2 General difficulties of the equivalence problem

Despite the fact that the criteria for linearizability can be simply checked, there are
certain difficulties for finding the linearizing transformation. Let us consider a second-
order ordinary differential equation

Y+ b(z,y)y* + c(z,y)y +d(z,y) =0, (5.7)

where the coefficients satisfy the conditions

¢y = 2by, dyy — byy — byc+byd + dyb = 0. (5.8)
The transformation
t=p(), u=y(y) (5.9)
mapping equation (5.7) into the equation u” = 0 is found from the compatible conditions
wyy = wyba 2%3, = 99;177’/);u99x:17 + CQ/Jy: Vg = @51%%96 + wyda (5'10>
299/99/// o 399//2

where H = 4(d,+bd) — (2¢,+¢*). Notice that by virtue of the second equation of (5.8) the
function H = H(x). To solve the system (5.10), (5.11), one has to firstly solve equation
(5.11). The change ¢’ = g~2 reduces equation (6.11) into the equation

1
q" + 1Hg = 0. (5.12)
It is well-known that the Riccati substitution

gl b = g'U

reduces equation (5.12) into the Riccati equation

1
v + vk ZH .

Thus, in order to solve equation (5.11)oné/has tocbe able to solve the Riccati equation,
which is not solvable in the general case.

The example presented above shows that the solution of the linearization problem
is only theoretical: in many applications it becomes impossible to find the linearizing
transformation. A similar problem is also encountered in finding the intermediate integral.

5.3 Existence of the First Integral

The existence of the first integral of the form:

1
B(t,z)x + Q(t,x)’

[=A(t,z)+ (B #£0), (5.13)

of a second-order equation requires that the necessary form of the equation is (5.1), where
the coefficients are related by the equations

ap = (Q: — A:Q*)/B, a = (By + Q. — 2A,BQ — A,Q?)/(3B),

(5.14)
a9 = (Bx - AtBQ - 2AxBQ)/<3B), as = —AxB
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The sufficient conditions for existence of an intermediate integral of the form (5.13) are
obtained if one considers (5.14) as equations for the functions A(¢, x), B(t, x) and Q(¢, x)
with given coefficients a;(t,z), (1 =0,1,2,3).

Equations (5.14) give

At = B_1G7 A:r = _B_la?n Qt = CLOB + B_IGQ27

(5.15)
By = —Q, +2GQ + 30, B — a3 B~'Q?,
where
G = B (B, — 3a3B + 2a3Q).
The function G(t,z) is introduced for simplicity of calculations.
The equations (A,); = (A;), and (B,); = (By). give
Gm = —B_leag — Qs + 3&10,3 + SCLQG — B_QagQQ + GQ,
Que = B %(Q:B(36:B — 4a5Q + 3BG) =G\ B’ + B* (31, — 3az + 2a0a3) 5 1)

+(6CL26L3 — Ojgw)BQQ — 4@%@3 + 4G3BGQ2)
The equation (Q..): = (Qt)ze becomes

Gtt == B_4(4GtQmBS - 3GtB4CL1 + 4GtB26L3Q2 - ZQiBQG - 2GCL§Q4
+3Q$B3(2a2t — A1y — (Loag) — 4Q5BGG3Q2 + B4G26L0 + B4G(a0z + 3(10@2)
+B4(a0ta3 + Q1 + 3&13,;&1 — 2@27515 — 6a2ta1 + astag + 3&0&1(13 — )\1)
—3B?%a3Q*(a1, — 2a2; + apaz)).
(5.17)
The equation (Gy), — (Gy)y = 0 leads to S'= 0, where

S = 12G/Q.B3G — 6G?B* —60Q°>B*G? + 12G,B*GasQ* — 12Q, BG?a3Q*
"—12(@190 — 2a2t -+ CL()CL;;)BZ(GtBQ - QzBG - GagQQ) — 6G2G§Q4 + 3B4G>\1
—BY( A1z — 3ag A1 + 6(ay, — 2a9: + apaz)?).

Furthermore the equations
S, —6(G +az)S =0, B2S; 6(Q.B — B%a; +asQ*)S =0

are

Ba3Q, = 3B*Gu, — 5B*G? + B*(3aya3 — us) — a3Q?, (5.18)

Gy = (15B*\))71(6Q.BA (5G — 1) — 3B2G(A\1; + 6a1 M) + 6a3\1Q*(5G — 1)
+BQ<)\1,U/115 + 12@11)\1 — 24a2t>\1 + )\1t,u1 + 120,0(13/\1 + 6&1)\1/11)),
(5.19)
where all coefficients p;, (i = 1,2,...,7) are presented in the Appendix.
For further analysis one needs to consider two cases: a) az # 0 and b)! a3 = 0. It is
also worth noting that because of the relative invariant vs the property for az not to be
equal to zero is an invariant property of the point transformations conserving Lo, = 0.

1This case has been studied in the literature.
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5.3.1 Case a3 # 0
Let a3 # 0, then equation (5.19) gives
Q. = (Baz) ' (3B°Guy — 5B*G* + B*(3a1a3 — pi2) — a3Q?).

Thus, all first-order derivatives of the unknown functions A(t,x), B(t,z), Q(t,xz) and
G(t,x) are found:

A, =BG, A, =-Blay, Q, = Bag+ B-'GQ?,
Qr = (=5B%G* + 3B*Gy + B*(3aras — p12) — a3Q*)/(Bas),
B: = (5BG® — 3BGpu1 + Bus + 2GasQ)/as, B, — BG + 3Bas — 2a50,
Gy = (—10G? + 8G?uy — Gus + M) /as, G, = 6G? + 3G (ag — 1) — az; + pa-

(5.20)
The overdetermined system (5.20) is compatible if the conditions
(At)x - (Ar)t =0, (BL)m - (B:E)L =Y
(5.21)
(Qm)t - (Qf)l - 07 (Gt):lf - (Gl)f =0

are satisfied. Notice also that by virtue of (5.20), equations (5.15) are satisfied. Hence, it
is not necessary to substitute the first-order derivatives into the intermediate equations
(5.16) and (5.17).

The conditions (5.21) are reduced to the equations

H = 12G%a3 — G*is=2G i — 17 = 0, (5.22)

75G* — 80111G> 45 G? = G =qy = 0, (5.23)

where coefficients ¢;, (i = 0, 1,2) are presented in the Appendix. Let us also add to this
set of equations the following equations:

H,=0,  H=0. (5.24)

The equation (5.22) is a polynomial equation of third degree with respect to G. Ex-
cluding from equations (5.23) and (5.24) the value

G® = (G*us + Gue + pi7) / (12a3),
equations (5.23) and (5.24) become
500G + 1G4+ 71 = 0, G? + BoG + 775 = 0, 2503G? + B3G + 25v3 = 0, (5.25)

where all coefficients «;, §; and ~;, (i = 1,2, 3) are presented in Appendix.

In solving equation (5.22) with respect to GG, one has to also satisfy the conditions
G: = (G); and G, = (G),. Satisfying these conditions is equivalent to satisfying equations
(5.24). Thus, further study is just an algebraic study of equations (5.22) and (5.25). This
study depends on the coefficients oy, 5, (i = 1,2, 3).

For example, assume that a; # 0. From the first equation of (5.25) one finds G2.
Substituting G? into (5.22) and the remaining equations of (5.25), one obtains linear
equations with respect to G. One needs to study resolving these linear equations with
respect GG. This depends on the coefficients of these equations. Notice that one does not
need to differentiate equations any more.
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54 Case G=0

Let us consider the case G = 0 without restrictions for? \y. Then

At:0> A:t:_a3/Ba Qt:aoB7

Bi= (—QuB +3aiB? — a5Q?)/B, B, = 3asB — 2a5Q. (5.26)
The equations (A;): — (A). = 0 and (B,): — (By), = 0 give
Q.a3B = —a3 B* + 3a,a3B* — a3Q?, (5.27)
Qe B? + Q. B(2a3Q — 3asB) + B?(3ay — 3a1, — 2apas3)
+BQ*(az, — 6asaz) + 2B%*Q(3ayas — az;) + 2a3Q3 = 0. (5.28)
5.4.1 Case a3z # 0
If a3 # 0, then equation (5.27) defines
Q. = (—a3B* + 3a1a3B* — a3Q%)/ (a3 B). (5.29)
This reduces equation (5.28) and the equation (@,); — (@), = 0:
(agte — 3agas + 2a0a§)a3 — asaz,; = 0,
(5.30)

asgt — 366315(11 + (an — 3a1t + 3&0(12)(13 = 0.

Thus, if equation (5.1) satisfies the conditions (5.30), then the overdetermined system of
equations consisting of equations (5.26) and (5.29) is involutive.
For example, for az = 1 the conditions (5.30) can be solved

ap = 3as /2, ay=asy/2 +3as5/4 + ¢,
where ¢(z) is an arbitrary function. This means that all equations of the form
i+ 4° + 3agd® g2+ 3azf4rh @it 3as /2 = 0 (5.31)

with arbitrary functions as(t, ) and ¢(x) have the intermediate integral

1

I=A+ :
B(i + 3as) + H

where the functions A(z), B(z) and H(x) are solutions of the equations
A'=-1/B, B'=—H, H =3Bp— H*/B.

Notice that for ag; = 0 equation (5.30) can be reduced to a first-order ordinary differ-
ential equation by the standard change & = y(z) whereas for ay; # 0 this technique is not
applicable.

2There is no restrictions for Ao
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5.4.2 Case a3 =0

In this case equation (5.27) is satisfied and equation (5.28) becomes

Qxcc = 3Qxa2 - 3B(a2t - al:c)- (532)
The equation (Q.z)¢ — (Q4)ze = 0 gives
3Q.n = B(n + 3a1n — A1), (5.33)

where = ay, — 2as.. Hence, for n = 0 one has that®> A\; = 0, and there are no other
additional equations for the functions A(t,x), B(t,z) and Q(¢,z). This means that the
system of equations consisting of equations (5.26) and (5.32) is involutive. If n # 0, then
one can find @,. The equations (Q.); — (Q¢)r = 0 and (Quz)z — (Qz)z = 0 give the

conditions

3 = 4n? — 3nmay + 157]9\1{ + 9% (ao, — ay + 3agay — 2a7)
—In(Aw + arhy) + 9A3, (5.34)

Mz = NeNe + 3N A1 — 23 + 3172a2t — 3Nz

Thus, if equation (5.1) satisfies the conditions (5.34), then the overdetermined system of
equations consisting of equations (5.26) and (5.33) is involutive.

5.5 Examples

In this section we consider examples of first' integrals of the form

A(t, x)& + B(z,t)
©+ Q(x,1)

Example 5.5.1. The equation_associated with the first integral I in (5.35) is given by

I =

(5.35)

Ay
x+—:c3+ (A Be+A.Q—AQ, ) 1% 81+

A A (Bt—l—AtQ AQ¢ B, Q— BQx)x—i— (QB,—BQ,;) =

(5. 36)

A
where A = AQ) — B.

Proof. Re-arranging (5.35), we obtain
I(z + Q(x,t)) = A(t,x)t + B(z,t)
which immediately yields
(34 Q.2 + Q) = A% + A 3* + Ay + B3 + B,

(A + B) (3 4+ Qui + Q) = (¢ + Q(x,1)) (A% + A2 + Ayd + Boi + By)

(I
This equation is closely related to the (unparametrised) geodesic equations of some
connection I' on U € R?
i° 4+ T = vit

3Notice that for not linearizable equation (5.1) without loss of generality one can assume that \; # 0.
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for z%(t) = (z(t),y(t)). Eliminating the parameter ¢ yields the second-order ODE for y
as a function of z

d?y dy\’ dy\* dy
— = —= b — —= d =0 5.37
=) () 4w (L) +elon) (§) +awn =0 531
where
CL(JL', y) = _F%D b(l’, y) = F%l - 2F%27 C(I’, y) = 21—%2 - F§27 d(.ﬁC, y) = F%2
In other words, any second order ODEs with cubic nonlinearity in the first derivatives

of the form (5.36) gives rise to some projective structures.

Example 5.5.2. A quasimonomial g over K is defined as
q:Xcznmfz C’LGK

A quasimonomial function is a finite sum of quasimonomials f : C — X, where ¥ =

C U {00}, defined as
X — ZaZHL;’
=1

We assume A = 2%, B = 27t% and @ = 1 in (5.36) to obtain the second-order
equation

a+ BE 4+ z gy—otl 4y -t
i+ (0% i‘3 + Bt Y :tg n [))t ﬁ t Y i+ ﬁ t _ O,
(1l —277%) (1l —a7~) (1l —x7~®) (1l —2779)

(5.38)

which admits the first integral
2 TP (i + 27-2)
T+1
Claim 5.5.1. Setting « = —1, #=1= 0,7 = 0, we obtain the first integral of

i+ﬁa‘c3+ (x<x1_1) +t(11—(5)>5€2+1(iti>$+t(1ix) =0 (5.39)

[:<E>.jf’+x.
T r+1

Example 5.5.3. The first integral of another second-order equation
- t o 2 (1+x)t+1 P2 1 N 1—t - 1 0
22(z —1) l—2 (1—-2x)22 =x l—z (1-2)x 1—2
(5.40)

as

is .
B et/xx +x
R
Example 5.5.4. Let us set A = Q7! = ¢*@* and B = b (constant) in (5.35). Then we
obtain the equation

(1=b)i4e* @ (o (z)ti4a(x))i?+2(c (2)ti+a(z))i+e @ o/ (2)ti+ba(x)) = 0, (5.41)

corresponding first integral is
[ @ty 4 b
- T+ e—a(@)t’
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5.5.1 Time-independent case

Consider A; = B; = Q; = 0. Thus the equation (5.35) becomes

A, . 1 . 1 .
i+ 0+ (Bt AQ — AQ)I + L (AQ — AQi+ B.Q — BQL)i =0, (5.42)

which can be expressed as

This yields the flow equation

d 1
=~ (A" + (B + A,Q — AQu)y + (B.Q - BQ.).)
Assume A =1, thus A = @Q — B. The flow becomes

dy _ Al(f’;)q u B'QE(Q)
der  A(x) YT A dr'B”

This immediately yields
1

QB A

y:

Thus we obtain

dx
t_/aQ—@+DMﬂ

5.5.2 Reduction
Let A, = 0 and set

At B AQ) =bat) = G (B AQ AQ OB.Q~BQ.) = clx,1) =

(5.44)
A large number of second-order ODEs in'the Painlevé-Gambier classification system
belong to the following class of equations, namely

1
A

1
I+ 5@,:‘52 + ¢pit + B(t,x) = 0.

This equation yields the Lagragian description via Jacobi’s last multiplier. Writing this
equation in the form

i = Ft,0,4) = ~[56.° + G+ B, 7)),

the Jacobi last multiplier M is given by the solution of

d OF
In the present case we have
M- 0*L
952 exp P(t, )



We then obtain the Lagrangian as

.2
iy
L(t,x, &) = e(ﬁ(t’x)g + filt,z)T + folt, z).

Conditions for Lagrangians
Let us express ¢ in terms A, B, () and find the conditions for Lagrangian. Defining

2
6= 5 (Bi+ AQ— AQ + B.Q ~ BQ.),

immediately yields

2 2

Gor = R (A7) + Bor — A ()05 — AQue) = 5 (A (NQ + AQ — B)(A'(1) + Bs — AQq),

b = 5 (Bt AQu=AQurt BueQ BQu)— 13 (AQu—B.) (Bt AQ—AQit B.Q~BQs).

1
A

Claim 5.5.2. The second-order nonlinear equation of the form
i+ bz, t)i* + e(z @)a + d(z,t) =0
admits Lagrangian provided
2A" + By — 3A'Q, — AQu —(BrQ + BQ..)(AQ — B) =

A'Q(2A" + 3B, — 3AQ,) + (AQy — B)(2A" + B, — AQ,)

where b(z, t), ¢(z,t) defined as (8) and d(z,t) = £ (QBy — BQy).

Outline of proof. It follows from the compatibility condition ¢,z = ¢p.
O

Example 5.5.5. Set A = 1, A = AQ — B = 2°t® and assume Q = 27 in (5.45), the
equation becomes

n t———=0 (5.45)

i— it ((7 — )l - ﬁ) . _ B

whose first integral is
4 27 — xoth

T+ x7

I =

Let us find the condition v and « for which equation (5.45) gives Lagrangian descrip-
tion.

Claim 5.5.3. For v = a or v = 1 equation (5.45) yields a Lagrangian description.

Proof. Equate ¢, = —2 and ¢, = (y—a)z?"! — % It immediately yields ¢,; = 0 and
¢ = (v — a)(y — 1)27~2. Thus from the compatibility condition we obtain our criteria.
(]
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5.6 Conclusion

Any second-order ordinary differential equation which possesses a first integral of the
form (1.11) has to be cubic with respect to the first-order derivative (5.1). The present
research gives a complete criteria of the existence of a first integral of the form (1.11) for
a second-order ordinary differential equation (5.1) which is reduced to the equation with
Ly = 0. Despite that any second-order ordinary differential equation (5.1) can be reduced
to the equation with Ly = 0, the complete solving of the problem requires the sufficient
conditions be given using coefficients of the original equation (not reduced). This is still
an open problem.

Appendix

Coeflicients are

H1 = (>\1x - 3612/\1)/)\1,

po = (pz + 3ase — 3agur + p17) /3,

ps = (Aaz — 24ayashy + 6 07 + 10A1p0)/(5A1),

py = (piraz + 12as(a1, — 2a0; + agas + aijiy) — 607 — dpypo + Spaps) /(15X1),

ps = aze — 6azaz + 10azp,
pe = (asias — 6araj + 18asp] + agps — @sfis — 31 pts)/5,
pr = (3agsa? — pogas — 2apas — 18ayad iy + Gasaspis + azAyjg + Hdazp’
—dagpiapry — 3azpu iz — s s ~ 1541 + pafs ) /5,
ap = 7200312 — 432a1a3 + 14403 s — 14402413 — 80aspuy s — 300aszpe — Hpu?,

b = 1728a1xa§ — 3456a2ta§ + 1776a0a§ + 3024a1a§,u1 — 168Oa§/\1,u4 — 3456a§,u5f
—1008a§u1u2 + 1008@%/1,1,u3 + 432a3,u%,u5 4+ 1040as 116 — 300aspr — 2515 ji6,

v = 48ag.ajz — 144ay,al + A8pu0pdy 1M dagasah +432a1ad iy — 144a2 X\ puy gy + 96a3 3
+864azipg — 48a3puaps — 144aspi figpis + 320aspupir — 240aspiopie — 255417,

gy = —T2u5a3 + 432a1a3 5 + 2592a3 A1 pug — 12960313 s + 1152a3 41 pg — 7203 1o ps
—2160a3u7 + 264azp p2 + 180aspispe — Hus,

By = —T2ueras + 432araipe — 144ai g puapes — 12960212 g + 1728a g pur
—T2a3 016 — T2a3 316 + 264aspu prspue — 60as sy + 240aspud — 52 pie,

Yo = —T2una3 + 432aya3py — 7203\ papie — 129603 1% iy — T2a3pspy — 144aps iy
+264asp pis iy + 240ag ey — Spdpug,

a3 = —2uspaz — 432a1a3 + 18agazps + 1296a2u? + 144a3 s — 72a3 13
—242a3p1 15 — 336asps + 3112,

B3 = —1212a1,a3 + 2424a2a3 — 10p5:a3 + 30puspasp; — 1244agas + 4644a, a3y
+120aya3 15 — 270aza3p1 s + 1540a3 A 1y — 18336a3 13 — 1548a2 1y o + 468a3 i 13
+3312azu3 s + 5090aspu1 pe — 30azpiaps + 20aspuspis + 850aspur + THiis e,

V3= —2prza3 + 12a1a3p6 + 30aza3pr — 36aspipig — 38aspipir — daspiapig
+2agpusps + 61 st + 3pusprr + 104G,
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qo =

q1

g2 =

(0p 05 — 31,035 — Asfis + poyas + 3agaza3 — 3ayaspy — 3N fa + 13,
36a1,a3 — T2a9:a3 + 3agepy + 37agas + 45a1azpy — 35X g — 18puy (13 + pa — p3),
as; + 3ayas + 3t — 2py + 2.
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Chapter 6

Complete group classification of
systems of linear second-order
ordinary differential equations with
constant coefficients

Abstract.

The present research corrects the way of tising Jordan canonical forms for studying
the symmetry structures of systems of linear second-order ordinary differential equations
with constant coefficients applied in [81]. The approach is demonstrated for a system
consisting of two equations.

6.1 Equivalence Lie group

The first step in group classification is the step of obtaining an equivalence Lie group.
The equivalence Lie group allows one to change the coefficients of the original system of
equations. For completeness, this group is presented here.

Let us consider the system of equations

T = mnx + my,
Y = Mo1T + Maay,

where m;; are real-valued constants. The functions x(t) and y(t) are also real-valued. In
matrix form, these equations are written as

X = Mx,

X:($)7 M:(mn m12).
) mo1 Moz

The equivalence Lie group of this system is defined by the generators:

where

Xf = at, Xze = x@x + m128m12 — m218m21, X§ = yﬁy — m128m12 + m218m21,
XE = t@t - 2(m228m22 + m213m21 + mnamu + mlg(‘?mu,),
XS = y0p + M210my, + (Maz — M11)0myy, — M210my,,
Xﬁe = QTay — mlg&nn — <m22 — m11)8m21 + m128m22.
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The transformations corresponding to the generators X5 , X§ and X{ define scaling of
the coefficients if one scales the variables x, y and ¢, respectively. The transformations
corresponding to the generators X¢ and X§ define the change of the coefficients if one
takes linear combinations of the dependent variables x and y. Since the transformations
corresponding to these generators are used for simplifying the canonical form, let us
present them here:

XQG T = ZE@a, 77112 = mlge“, ﬁ’LQl = mgle_a;

XS y=uye?, miag =mize ?, Mg = Mmaore%;

X5 t=te? My =mye 2%, My = mipe 2%, Mgy = mgre 2%, Mgy = Mgge™ 2

X¢: T=x+ay, M =mi + amar, Miz = Mz + a(may — ma1) — a*mar, Moy = Mag — aMoay;

N ~ ~ 2 ~
X§: y=y+axr, my=my — amya, M = My — a(maeg — ma1) — a”Mmaa, Maa = Moz + amas.

Here only changeable variables are presented. There are also four involutions correspond-
ing to the discrete transformations

E,: 7=—x;
Ey: y=—y;
Ey: t=—t:
Ey: 2=y, y=u

6.2 Canonical forms

For a real-valued 2 x 2 matrix M, the Jordan matrix is one of the following three types,

a 0 a c a 1
JIZ(O b>7‘]2:<_ca/>7<]3_<0a>7

where a, b and ¢ > 0 are real numbers. The matrix P has also real-valued entries in these
cases. The simplification of system (1.23) through scaling of the dependent variables and
independent variables depends on the form of the Jordan matrix.

6.2.1 Case J=J;

Since a and b are real-valued, it is well-known that for a = b the corresponding system
of equations (1.23) with J = .J; is reduced to the free particle system. The admitted Lie
algebra in this case is also well-known and consists of the generators:

X1 = @, X2 = am X3 = 8y, X4 = t&r, X5 = tay, XG = x@z, X7 = yay, Xg = t@t,
X9 = x@t, Xip = yau X = yax, Xip = Iay,
X3 = x(y0y + 20, +t0y), Xia = y(y0, + 20, +t0;), Xi5 = t(y0, + 20, + t0;).

If a # b, then using the equivalence transformations corresponding one part of the set
of admitted generators is

X1 = 8t, X2 = a:@z, X3 = yﬁy
The remaining generators are defined by the formulae
X =p(t)0,, Y =1(t)0,,

where

o' =ap, Y =bp.
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The general solution of these equations depends on the signs of the coefficients. Notice also
that using the involution E4 and the scaling of the independent variable corresponding to
X, the coefficient a can be reduced to £1, where the sign coincides with the sign of a.
Thus one obtains the cases:

(al)a=1,b=0: Xy =¢€'0,, Xs=¢""0,, Xo=20,, X7=10y;
a2)a=1,b=k>>0: Xy=¢€0,, Xs=e'0,, X¢=¢"0,, X;=er0,;
ald)a=1,b=-k<0: Xy =¢9,, X5=¢"10,, X¢=-sin(kt)d,, X;= cos(kt)0,;
ad) a=—-1,0=0: Xy =sin(t)0,, X5=cos(t)0,, X¢=20,, X7=10,;
ab)a=—1,b=—k* <0: Xy =sin(t)d,, X5 = cos(t)d,, X¢ = sin(kt)d,, X; =
cos(kt)0y;

Notice that the last two cases are missing in [81]. Considering the commutators tables,
one can show that the structure of these Lie algebras also differs from the structure of
the Lie algebras presented in [81]. However, in term of the dimension of the symmetry
Lie algebra no new dimension arises.

(
(
(
(

6.2.2 Case J =

Using the scaling corresponding to X, and the involutions E;, Es, Ej (if necessary),
system (1.23) with J = J is reduced into the system

I=ar+y, Y= -—x+ay.
Calculations give the admitted Lie algebra corresponding to the generators

X1 =y0, — 20y, X, =wd, +y0,, X3 =0,
Xy = e (cos(tqe)0y — sin(tgs)dy) ,» X5 = €' (sin(tg)0, + cos(tqa)0y) ,
X6 = e " (cos(tqa) 0y + sin(tgs)0,), X7 =e " (sin(tq)0, — cos(tq)dy) ,
where
Vi+a2+a V1i+a?>—a

q1 = ——2—7 Oy 5 5

This case is also missing in [81].

6.2.3 Case J = J;

In this case system (1.23) is
i=ar+y, §=ay (6.1)

One part of the set of admitted generators is
X1 =0, Xo=9y0,, X3=20,+y0,.
The remaining generators are defined by the formula
X =c(td, — 2(y + ax)9y) + 90, + (¢" — ap)d,,
where the constant k and the function ¢ = @(t) satisfy the equations
ca=0, oW —2a0" 4+ ap=0.

Thus, one has three cases:
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(c.1) if @ = 0, then ¢ = pyt> + pst? + pat + p1, and the additional generators are
Xy =0y, X5 =10, — 2y0,, X¢ =120, + 6t0,, Xy =120, + 20,, Xg = t0,;

(c.2) if a = —k* < 0, then ¢ = 0 and ¢ = (p1t + p2) sin(kt) + (pst + p4) cos(kt), and
the additional generators are

Xy = sin(kt)0,, Xs = cos(kt)0,,
X¢ = 2k cos(kt)0, + tsin(kt)0,, X7 = tcos(kt)0, — 2ksin(kt)0,.

(c.3)ifa=k? > 0, then ¢ = 0 and ¢ = (p1t+p2)er + (pst +ps)e ™, and the additional
generators are

X4 == ektﬁz, X5 = e_kt&z, X6 = €kt(tam + 2k8y), X7 == e_kt(t&; - 2/{;8y)
Here p;, (i = 1,2,3,4) are constant.

In [81], the last case is presented incorrectly. One can check that the generator 0, is
not admitted by system (6.1) in case (c.3).
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Chapter 7

Summary

7.1 Fluids with internal inertia

A systematic application of the group analysis method for modeling fluids with internal
inertia is considered in the third part of the research. The equations studied include mod-
els such as the nonlinear one-velocity model of a bubbly fluid (with incompressible liquid
phase) at small volume concentration of gas bubbles, and the dispersive shallow water
model. These models are obtained for special types of the potential function W (p, p, S).
The main feature of the present research is the study of the potential functions with
W;ss # 0. The group classification separates these models into 73 different classes. The
result is published in [93].

7.2 Applications of group analysis to
integro-differential equations

7.2.1 The Rudenko equation

The research deals with an evolutionary integro-differential equation describing nonlinear
waves. A particular choice of the kernel in the-integral’leads to well-known equations
such as the Khokhlov-Zabolotskaya equation, the Kadomtsev-Petviashvili equation and
others. Since the solutions of these equations describe many physical phenomena, the
analysis of the general model studied in this paper is important. One of the methods
for obtaining solutions of differential equations is provided by the Lie group analysis.
However, this method is not applicable to integro-differential equations. Therefore, in the
research we discuss new approaches developed in modern group analysis and apply them
to the general model considered in this paper. Reduced equations and exact solutions are
also presented. The result is published in [94].

7.2.2 The Boltzmann equation with sources

This part of the research considered in the project is started after visiting Suranaree
University of Technology by Professor Yu.N.Grigoriev. We started with the following
problem. In [48] the classical group analysis method was applied to the equation which
was obtained from the spatially homogeneous and isotropic Boltzmann equation with
sources. The derived equation is still a nonlocal partial differential equation. However,
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this property was not taken into account there. In the present paper this lack of [48] is
corrected. The result is published in [95, 96].

7.3 Application of group analysis to ordinary
differential equations

7.3.1 On first integrals of second-order ordinary differential equa-
tions

This part of the research considered in the project is devoted to the study of intermediate
integrals of a second-order ordinary differential equation of the form

TA(t,x) + C(t, x)

tB(t,x) + Q(t,z)

I =

This research is started after visiting Suranaree University of Technology by Professor
Sibusiso Moyo (DUT, South Africa). The sufficient conditions for existence of an inter-
mediate integral of the form presented above are obtained. The result is published in
[97].

7.3.2 Complete group classification of systems of two linear
second-order ordinary differential equations
with constant coefficients

Recent works by Wafo Soh [81] have focused on the study of systems of second-order
ordinary differential equations with constant coefficients. The studies deal with symme-
tries of systems of linear second-order ordinary differential equations with two and three
equations are considered. The research conducted in the project corrects the way of using
Jordan canonical forms for studying the symmetry structures,of systems of linear second-
order ordinary differential equations . with constant coefficients applied by Wafo Soh. The
result is published in [98].
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1. Introduction

Recent works by Wafo Soh [1] have focused on the study of systems of second-order ordinary differential equations with
constant coefficients. The studies deal with symmetries of systems of linear second-order ordinary differential equations
with two and three equations are considered. The goal of the paper is to study the symmetry structure of a system of
n =2 linear second-order ordinary differential’equations with constant coefficients. Since a change of the dependent and
independent variables does not change the structure of-the admitted Lie group, the author at first simplify the system,
and then calculate the admitted Lie group of the simplified system using the standard procedure.

The paper [1] concentrated attention on the system of n equations of the form

X = MX, (1.1)

where the overdot denotes differentiation with respect to t, X is an n-dimensional vector with complex entries, and M is an
n x n matrix with complex entries.
A first simplification of system (1.1) is achieved by using the Jordan normal form J of the matrix M

M=PP.
The change u = Px reduces system (1.1) to the system
u=Ju (1.2)

Next, a simplification of system (1.2) is made for coefficients corresponding to diagonal blocks of the Jordan matrix J: the
author applied scaling. This step is crucial in the paper. In fact, in case of a diagonal block of the Jordan matrix J, scaling of the
dependent variables does not change the coefficients of this part of the system. Hence, one can conclude that scaling is
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applied to the independent variable. Because the independent variable is real valued, one can only make a real valued scal-
ing. This allows one to reduce only one component of a diagonal coefficient: either the real or imaginary part of the eigen-
value of the Jordan matrix J. Whereas in [1] for any eigenvalue (including a complex eigenvalue) the corresponding
coefficients are reduced to the real number 1. This means that the author [1] considered in the corresponding cases only real
eigenvalues. Therefore, the results of [1] are not complete. For a complete study one also needs to study complex eigenvalues
corresponding to diagonal Jordan blocks.

It is also worth to notice that from the paper it is unclear how the author calculated an admitted Lie algebra. In the stan-
dard procedure, the dependent and independent variables are real-valued, whereas the results of [ 1] are obtained for n com-
plex-valued dependent variables. Does this mean that the authors considered 2n real-valued equations for calculating the
admitted Lie algebra?

The goal of the present paper is to correct the approach applied in [1]. The approach is illustrated by using a complete
study of symmetry structures of systems of two real-valued linear second-order ordinary differential equations with con-
stant coefficients. In application of this approach to a system with more than two equations one needs to take into account
that if a real-valued matrix M has a complex eigenvalue, then the conjugate number is also an eigenvalue. Only systems of
two second-order equations are considered here.

2. Equivalence Lie group

The first step in group classification is the step of obtaining an equivalence Lie group. The equivalence Lie group allows
one to change the coefficients of the original system of equations. For completeness, this group is presented here.
Let us consider the system of equations

X =mux+myy,

V= myx+ myy,

where my; are real-valued constants. The functions x(t) and y(t) are also real-valued. In matrix form, these equations are writ-
ten as

X = MX,
where
X mp; m
x:( )7 M:( 1 12>.
y My My
The equivalence Lie group of this system is defined by the generators:
X5 =0, X5 =2Xx0x+M20m, — M210pm,,, X5 =Yy — M120m,, + M1,
Xi =to; — 2(m228m22 + leamZ] + mn(‘)mn F m]zamlz),

Xe = YO + M210m,, + (Maz — M11) 0y — M1 Oy, s
X¢ = X0y — M120m,, — (M2 — M11)Om,; + M120m,,-

The transformations corresponding to the generators X3 X§-and X} defineiscaling of the coefficients if one scales the vari-
ables x, y and t, respectively. The transformations corresponding to the generators X and X¢ define the change of the coef-
ficients if one takes linear combinations of the dependent variables x and y. Since the transformations corresponding to these
generators are used for simplifying the canonical form, let us present them here:

X5 :X=xe", My =mpet, My =mye
X5:y=ye', iy =mpe?, My = mye’;
XE . i. =t a o _ —2a e o —2a o o —2a o _ —2a.
git=te, Mmp=mpe =", Mp=mpe =, My =mye =", My =mpe
- - - 5 -
XZ (X=X+ay, My =My +amy, My =My +a(My —Myp) — A Myy, My = My — AMyy;

- _ _ ) -
Xf; (y=Yy4ax, My =My —aMy, My =My — a(My — Myp) — A My, My = My + AMyy.

Here only changeable variables are presented. There are also four involutions corresponding to the discrete
transformations
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3. Canonical forms

For a real-valued 2 x 2 matrix M, the Jordan matrix is one of the following three types,

(D) e (59 55D

where a, b and ¢ > 0 are real numbers. The matrix P has also real-valued entries in these cases. The simplification of system
(1.2) through scaling of the dependent variables and independent variables depends on the form of the Jordan matrix.

3.1. Case J=];
Since a and b are real-valued, it is well-known that for a = b the corresponding system of Eq. (1.2) with J = J; is reduced to
the free particle system. The admitted Lie algebra in this case is also well-known and consists of the generators:
Xi=0, Xo=0r X3=0y, Xa=1tdy, Xs5=10,, Xe=2x0 X;=y0, Xg=td, Xo=2x0;, Xio=Yyor,
Xi1 =Y0x, X1z =x0y, Xi3=x(y0y +X0x+19), Xia=Yy(y0y+x0x+1t0), Xis==t(ydy+x0x+td).
If a # b, then using the equivalence transformations, one part of the set of admitted generators is
X1 =0, Xy=2x0x, X3=Y0,.
The remaining generators are defined by the formulae
X=@()d, Y=y(t)dy,
where
¢"=ap, y"=by.

The general solution of these equations depends on the signs of the coefficients.
Notice also that using the involution E4 and the scaling of the independent variable corresponding to X¢, the coefficient a
can be reduced to +1, where the sign coincides with the sign of a. Thus one obtains the cases:

(a1) a=1,b=0: X4 =60y X5 =€ 'Oy, X5 = Dy, X7 = t0y;

(a2)a=1,b=k*>0: Xy, =€'9y, Xs = €70 ,, Xs = €0y, X7 = e ¥ 0);
(@3)a=1,b=-k*<0: Xy=e"y, X5 = €' 8y X5 = sin(kt)dy, X7 = cos (kt)dy;

(a4) a=-1,b=0: Xy =sin(t)dy, X5 = cos(t)0x, Xs = 0y, X7 =t0;

(a5) a=—1,b=—k*<0 : X4 =sin(t)dy, Xs = cos(t)dx, Xs = sin(kt)d,, X7 =.cos (kD)Dy;

Notice that the last two cases are missing in [1]. Considering the commutators tables, one can show that the structure of
these Lie algebras also differs from the structure of the Lie algebras presented in [1].
However, in term of the dimension of the symmetry Lie algebra no new dimension arises.

3.2. CaseJ =],

Using the scaling corresponding to X§, and the involutions E, E,, E, (if necessary), system (1.2) with J = J, is reduced into
the system
X=ax+y, y=-x+ay.
Calculations give the admitted Lie algebra corresponding to the generators
X1 =Y0—x0y, Xp=X0x+Yy0y, X3=0:, X4=e"(cos(tq,)d — sin(tq,)d,),
Xs = "1 (sin(tq, )0 + cos(tq,)dy), Xe = e "1 (cos(tq,)x + sin(tq,)dy), X7 =e "1 (sin(tq,)dy — cos(tq,)dy),

where
g - vVi+ad® +a _ V1+a*-a
R

This case is also missing in [1].
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3.3. CaseJ=]3

In this case system (1.2) is
X=ax+y, y=ay. (3.3)
One part of the set of admitted generators is
X1 =0, Xo=y0x X3=Xx0x+Y0,.
The remaining generators are defined by the formula
X =c(td; — 2(y + ax)dy,) + @ox + (¢" — ap)dy,
where the constant k and the function ¢ = ¢(t) satisfy the equations
ca=0, @%W—-2ap"+da*p=0.

Thus, one has three cases:

(c.1) if a=0, then @ = p4t> + p3t + pot + py, and the additional generators are
X4 =0y, Xs=10—2y9,, Xe¢="00y+6L0,, X;==t20,+20,, Xg==td;

(c.2) ifa=—k*<0, then c=0 and ¢ = (pt + p,)sin(kt) + (pst + ps4)cos(kt), and the additional generators are
X4 =sin(kt)dy, Xs =cos(kt)dy, Xe = 2kcos(kt)d, + tsin(kt)dy, X7 = tcos(kt)dx — 2k sin(kt)d,.

kt ki

(c3) ifa=k*>0, then c=0and ¢ = (p;t + py)e* + (pst + p4)e ™, and the additional generators are

Xo=€"0, Xs=eMd,, Xo=e(td,+2kd,), Xy e (tox—2koy).

Here p;, (i=1,2,3,4) are constant.

In [1], the last case is presented incorrectly. One can check that the generator 9y is not admitted by system (3.3) in case
(c.3).
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1 Introduction

Many methods of solving differential equations use a change of variables that transform a given differential equation
into another equation with known properties. Since the class of linear equations is considered to be the simplest
class of equations, it is attractive to transform a given differential equation into a linear equation. This problem,
which is called a linearization problem, is a particular case of the equivalence problem. The equivalence problem
can be formulated as follows. Let a set of invertible transformations be given. One can introduce the equivalence
property according to these transformations: two differential equations are equivalent if there is a transformation
of the given set that transforms one equation into another. The equivalence problem involves a number of related
problems such as defining a class of transformations, finding invariants of these transformations, obtaining the
equivalence criteria, and constructing the transformation.

1.1 Introduction to the problem

We give a short review of results related to an equivalence problem for a second-order ordinary differential equation
(ODE). Furthermore, we distinguish two types of transformations used in the equivalence problem for second-order
ODEs, namely point transformations and generalized Sundman transformations. Lie [1] also noted that all sec-
ond-order ODEs can be transformed into each other by means of contact transformations and that this is not so for
third-order equations. Thus this set of transformations cannot be applied to a classification of second-order ODEs.

Among the target equations, two classes of equations can be mentioned. One set of this class was obtained by
Lie [2]. Lie’s group classification of ODEs shows that the second-order equations can possess one, two, three, or
eight infinitesimal symmetries. The equations with eight symmetries can be linearized by a change of variables.
Lie showed that the latter equations are at most cubic in the first derivative and gave a convenient invariant descrip-
tion of all linearizable equations. A similar description of the equations with three symmetries was provided in
[3,4]. Another set of target classes corresponds to the Painlevé equations. Analysis of the classes of equations
corresponding to the first and second Painlevé equations was performed in [5,6].

For the linearization problem one studies those classes of equations that are equivalent to linear equations. The
first linearization problem for ODEs was solved by Lie [1]. He found the general form of all ODEs of second order
that can be reduced to a linear equation by changing the independent and dependent variables. He showed that any
linearizable second-order equation should be at most cubic in the first-order derivative and provided a linearization
test in terms of its coefficients. The linearization criterion is written through relative invariants of the equivalence
group. Tresse [7] treated the equivalence problem for second-ordersODEs in terms of relative invariants of the
equivalence group of point transformations. In‘{8]-an infinitésimal-technique for obtaining relative invariants was
applied to the linearization problem.

A different approach to tackling the equivalence problem of second-order ODEs was developed by Cartan [9].
The idea of his approach was to associate with every differential equation a uniquely defined geometric structure of
a certain form. The Cartan approach was further applied by Chern [10] to third-order differential equations. Since
none of the conditions given in [10] is an implicit expression that could be used as a test for determining the type
of the studied equation, in a series of articles [11-15] the linearization problem was also considered. Linearization
with respect to point transformations is studied in [11], with respect to contact transformations in [12—16]. The
linearization problem was also investigated with respect to the generalized Sundman transformations [17-19].

The linearization problem via point transformations

T=9( x), u=1y({, x)

for a second-order equation ¥ = F (¢, x, x) is attractive because of the simplicity of the general solution of a linear
equation: a linearizable second-order ODE is equivalent to the free particle equation u” = 0. Thus, if one found the
linearizing transformation, then the general solution of the original equation could be found easily. Note that for a
linearizable equation X = F (¢, x, x) the expression
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On first integrals of second-order ordinary differential equations

U = XY + Yy
XQx + @
is a first integral of the equation. Here subscripts mean derivatives, for example, ¢; = d¢/dt, ¢, = d¢/dx and so
on. This motivated the authors of [20-22] to study equations possessing a first integral of the form
XA(t, x)+ C(t, x)

B, )+ 0, x)

Notice that a second-order equation equivalent to the free particle equation via the generalized Sundman transfor-
mation also possesses a first integral of the form (1).

The authors of [20-22] came to the form of first integral (1) from the study of A-symmetries for second-order
equations that play a fundamental role in the study of A-symmetries. Although the equation may lack Lie point
symmetries, there always exists a A-symmetry associated to a first integral / = I (¢, x, X). Such a A-symmetry can
be defined in canonical form by the vector field v = 0, and the function A = —1I,/I;. When [ is of the form

ey

1
I=ct o+ o iveeyy 470 @)

such a function A is given by

A, x, %) = y(t, x)x% 4 alr, x)i + B(t, x), 3)
where

y = ACy = —as, (4a)
o =2BCyx — Ay /A = —a» — ACy, (4b)
B = (Csz - Bx) JA = —a; + A;/A —2BC,. (4¢)

In this way the study of ODEs that admit first integrals of the form (2) can be seen as a problem of classification
of ODEs that admit v = 9, as a A-symmetry for some function A of the form (3).
The case where C, = 0,
1

XA(t, x)+C(t, x)°

I=C)+

was studied in [23]. It must be mentioned here that the case where B = 0 in (1) was thoroughly examined in [22].
We denote by B the class of equations corresponding to the particular case where y = 0 in (3). The equations in
B are ODE:s of the form

¥4 ax(t, x)x* +ai(t, x)x +aop(t, x) =0 5)
that admit first integrals of the form (2) with Cy = 0.

A significant subclass of ODEs in B, denoted by A, is constituted by the equations that admit first integrals of
the form A(¢, x)x + B(¢, x) [that is, C = 0 in (2)]. By (4b), the equations in A are the equations of the form (5)

that admit v = 9, as A-symmetry for some function A = —asx + 8. According to the results in [22], the coefficients
of the equations in .A must satisfy either S; = S> = 0, where

Si(t, x) = arx —2ay, S2(t, x) = (apaz + aoy), + (a2 — aix), + (a2 — aix) ay, (6)
or, if §1 # 0, §3 = S4 = 0, where
Sz Sz S2 2 SZ
S3(t, x) = (—) —(azr —a1x), Sa(t, x) = (—) + (—) +a (—) + apaz + apy. (7N
Sl x Sl t Sl Sl

The equations in .4 such that §; = S, = 0 constitute the subclass .4, and they admit two functionally independent
first integrals of the form A(¢, x)x + B(t, x).

Several properties of the linearization through local and nonlocal transformations of the equations in B are derived
in [23,24]. All the equations in .4 pass the Lie test of linearization (i.e., their coefficients satisfy L1 = Ly = 0). In
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contrast, none of the equations in .4, can be linearized through a local transformation; actually, there exist equations
in A, that lack Lie point symmetries [see, for example, Egs. (2.6) and (4.12) in [22]].

Although there exists Eq. (5) whose coefficients satisfy L; = L = 0, which are not in .4; (see Example 9 in
[24]), they must all belong to B. It is important to remark that there are equations in B not linearizable through
local transformations, apart from the subclass A (as the family appearing in Example 2.1 in [25]). To linearize
such types of equations, one must consider nonlocal transformations of the form
X =F(t, x), dT = (G(t, x)x 4+ G2 (¢, x)) dr. )
The equations in B can be characterized as the unique ODEs (5) that can be linearized through some nonlocal
transformation of the form (8). When G (¢, x) = 0 in (8), the equation must belong to A, and vice versa. In other
words, the equations in A are the unique ODEs (5) that can be transformed into the linear equation X77 = 0 by
means of some nonlocal transformation of the form
X =F(t, x), dT =G(¢, x)dr. C))
These transformations are known in the literature as generalized Sundman transformations (see [17,18,26-30]
and references therein). Constructive methods to determine nonlocal linearizing transformations can be derived
from the algorithms that calculate the first integrals [23,24]. In particular, local changes of variables that linearize
the equations in .A; can be determined by just dealing with first-order ODEs. We remark that such linearizing
point transformations usually appear in the literature as solutions of an involutive system of second-order partial
differential equations [31,32].

1.2 Invariants of a class of second-order equations

We recall some known properties of a second-order equation:

¥ +as(t, X)%° 4+ 3ax(t, x)%% + 3ay(t, x)% +aplt, x) = 0. (10)
This form of equation is conserved with respect to any change of the independent and dependent variables:
T =0(, x), u=y({, x). (11)
In fact, derivatives are changed by the formulae

Dy Y+ Xy

u' = g(t, x, ) =

Dip ¢ +ipy’
Dig g +ig.+ gk
A (12)
= (@ +3007 (¥ @ — ev0) HE (s Vo — )
+5% (@rex — et + 2 (0xVir — ¢ )
& (@avin — @uie + 2 @¥ix — Pa) + @ — P
Here Dy is the operator of the total derivative with respect to 7, and

A=@Yx — e #0.
Since the Jacobian of the change of variables A # 0, the equation

W+ by(t, Wy + 3by(t, wyu'> + 3by(z, ' + bo(z, 1) =0 (13)
becomes (10), where
a1 = A7 (@ Vx — @uxVic + @3b0 + 393 Ynb1 + 30 Wiby + ¥ lb3),
ay = A7 (37N (@Y — @ux Wi + 2 (0x¥ie — @rx V) + @i 92bo
+0x Qi + 0¥ bi + (@07 + 2001 Vx) by + Vi Yihs),
a3 = A7 (37N (@xVu — @iV + 2 (@i — @i ¥e)) + 92 pxbo
+ (0P + 20i0:01) bi + Qe + @) by + Y Ycbs),
ag = AN (@i — @ure + @2bo + 392b1 + 3@ by + Y b3).

u" =P, x, x, X) =

(14)

@ Springer
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Two quantities play a major role in the study of Eqgs. (13):

oIl oIl
L =— + — boIlyy — byI1i1 + 2b1 114>,
u at
oIl orT
Ly= 27120 572 b — byITy + 26y 0T,
du at
where

M =2 (b} = babo) +bie = bous Moz =2 (b3 = 3b1b3) + bac — b,

Iy = baby — b3bo + bar — byy.

Under point transformation (11) these components are transformed as follows [33]:

Li = A(Ligi+ Loyy). Lo = ALigx + Lavio) . (15)

Here the tilde means that a value corresponds to system (10): the coefficients b; are exchanged with a;, the variables
T and u are exchanged with ¢ and x, respectively.

Lie [1] showed that any equation with L; = 0 and L, = 0 is equivalent to the equation u” = 0. Liouville [33]
also found other relative invariants, for example,

vs = Ly (L1Lay — LoL1g) 4+ Ly (LaLyy, — L1Loy,) — b3L3 +3byL7Ly — 3by L1 L3 + boL3
and

wi = Li* (<L} (Mol = MLy + Ry (L3) —L3Rig+LiRy (biL1 = boL2).
where

Ry = LiLy; — LyLy; + byLT — 2by L1 Ly + boL3.

Notice that for the Painlevé equations L| # 0and L, = 0, vs = 0 and w; = 0.

Remark 1.1 Without loss of generality one can assume that L; # 0 and L, = 0; otherwise a change of the
dependent and independent variables such that the functions ¢(7, x) and v/ (7, x) satisfy the equation

‘pyLl + IpyL2 =0

leads to this case. For the sake of simplicity:we study equations with Ljy % 0 and L, = 0.

1.3 General difficulties of the equivalence problem

Despite the fact that the criteria for linearizability can be simply checked, there are certain difficulties associated
with finding the linearizing transformation. Let us consider a second-order ODE

Y b, )y e »y +dx, y) =0, (16)
where the coefficients satisfy the conditions

cy =2by, dyy —byx —byc+byd+dyb =0. an
The transformation

t=9x), u=vy,y) (18)
mapping Eq. (16) into the equation u” = 0 is found from the compatible conditions

lﬁyy = 1aﬁybs Zny = ‘P;lwy(Pxx + CWyv Yex = (P;lwxﬁl)xx + Wyd (19)
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and

2(,0/(/3/// _ 3¢// 2

(P/ 2
where H = 4(dy +bd) — (2¢x + ¢?). Notice that by virtue of the second equation of (17), the function H = H (x).
To solve systems (19) and (20), one must first solve Eq. (20). The change ¢’ = g_2 reduces Eq. (20) to the equation

= H, (20)

1
¢+ Lig=o @1

It is well known that the Riccati substitution
g =gv
reduces Eq. (21) to the Riccati equation

1
v'+v2+ZH=0.

Thus, to solve Eq. (20), one must be able to solve the Riccati equation, which is not solvable in the general case.

The example presented above shows that the solution of the linearization problem is only theoretical: in many
applications it becomes impossible to find the linearizing transformation. A similar problem is also encountered in
finding the intermediate integral.

2 Existence of first integral

The existence of the first integral of the form
1
I = A(t, - , (B #0), 22
Ot i oiron . PPV 22)
of a second-order equation requires that the necessary form of the equation be (10), where the coefficients are
related by the equations

ap = (Qr — A Q%) /B, a1 = (B, + O =2A;BQ — A:Q”)/(3B),
a) = (Bx — A,B? — 2AxBQ)/(3B), a3 = —A\B.
The sufficient conditions for the existence of an intermediate integral of the.form (22) are obtained if one considers

(23) as equations for the functions A(#, x), B(t, x),and Q(z, x) with given coefficients a; (¢, x), (i =0, 1, 2, 3).
System (23) gives

A, =B 'G, A, =—-Blaz, Q:,=ayB +BC0* B, =<0, +2G0 +3a1B —azB~10?, (24)

(23)

where
G =B (By —3a:B +2a30).

The function G (¢, x) is introduced in order to simplify the calculations.
The equations (Ay); = (A;)y and (By); = (By)y give

Gy =—B'0.a3 — ay + 3aja3 + 342G — B~?a3 0% + G?,

O.x = B2 (QxB 3azB — 4a30 + 3BG) — G, B> + B> (3aix — 3ax + 2apa3)

25
+ (6azaz — azy) BQ? — 4a2 0% + 4a3BG Q?) . 23)
The equation (Qyx): = (Qf)xx becomes
Gu = B™ (4G, 0,B> — 3G,B*a; + 4G,B*a3 0> — 2Q2B>G — 2Ga3 0*
+30,B? 2ay — a1y — apas) — 4Q,BGaz Q% + B*G?ap + B*G (aox + 3apaz) 26)

+B*(agia3 + aix + 3aivar — 2ax, — 6axyay + ayap + 3aparaz — A1)
—3B2%a3 0% (a1 — 2ay + apas)) .
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On first integrals of second-order ordinary differential equations

The equation (G¢)x — (Gy)y = 0 leads to S = 0, where

S =12G,0,B*G — 6G?B* — 602 B>G? + 12G,B*>Ga3 Q> — 120, BG*a3 0
+12 (a1x — 2ax; + apaz) B? (G;B* — Q. BG — Ga3 Q%) — 6G?a3 Q* + 3B*G),
—B* (Ax — 3ach + 6 (a1 — 2ay + aoa3)2) .

Furthermore, the equations

S, —6(G+a)S=0, B>S, —6(QXB — B +a3Q2) S=0

are

Baz Q. =3B*Gu; — 5B>G* + B* (3ajaz — ju2) — a3 0, (27a)

G, = (15B%11) " (60, BA1 (5G — j11) — 3B2G (A1 + 6a1h1) + 6a3h1 Q2 (5G — 1)
+B? (Mpir + 12ai.hy — 24ax g + Ay + 12a0azhy + 6aikimr))

where all coefficients wu;, (i = 1, 2,...,7) are presented in the Appendix.

For further analysis one needs to consider two cases: (a) a3 # 0 and (b)' a3 = 0. It is also worth noting that
because of the relative invariant vs, the property for a3 which is not equal to zero, is an invariant property of the
point transformations conserving L, = 0.

(27b)

2.1 Caseaz #0

Let a3 # 0; then Eq. (27b) gives
0. = (Baz)™! (3B2Gu1 — 5B2G2 + B% Bajay — o) — a%Qz) .

Thus, all first-order derivatives of the unknown functions A (¢, x), B(t, x), Q(¢, x), and G (¢, x) are found:

A; = B71G, A £ 5Bt s,

Q: = Bap+B~'GQ?, 0, = (-5B°G°+3B°G 1 +B> Gajaz—2) —a3 Q%) /(Bay),
B;=(5BG* —3BGpu| + Buz +2Ga3 Q) /a3, By=BG +3Ba, —2a30,

G, = (—10G> + 8G? 111 — Gus + Aps) faz. Gy =6G> + 3G (az — 111) — a3 + Ma. (28)

The overdetermined system (28) is compatible if the conditions
(A, — (A0, =0, (B, — (By), 20,
(0x)r —(Q1)y =0, (Gp)y — (Gx); =0
are satisfied. Notice also that by virtue of Eqs.(28),(24) are satisfied."Hence, it is not necessary to substitute the

first-order derivatives into the intermediate Eqs. (25) and'(26).
The conditions in (29) reduce to equations

H=12Ga3 — G*us — Gug — 7 = 0, (30a)
75G* — 801 G> + 5¢2G* — q1G — g = 0, (30b)

where the coefficients ¢; (i = 0, 1, 2) are presented in the Appendix. Let us also add to this set of equations the
following ones:

H,=0, H =0. (3D

Equation (30a) is a polynomial equation of third degree with respect to G. If we exclude from Eqgs. (30b) and (31)
the value

G* = (GPus + Gpus + 1) /(12a3)
then Egs. (30b) and (31) become

(29)

! This case has been studied in [23].

@ Springer



S. V. Meleshko et al.

501G+ B1G +y1 =0, 2G>+ G+ =0, 2503G> + B3G +25y3 = 0, (32)

where all coefficients «;, B;, and y;, (i = 1, 2, 3) are presented in the Appendix.

In solving Eq. (30a) with respect to G, one must also satisfy the conditions G; = (G); and G, = (G),. Satis-
fying these conditions is equivalent to satisfying Eq. (31). Thus, further study simply entails an algebraic study of
Egs. (30a) and (32). This study depends on the coefficients «;, B;, (i =1, 2, 3).

For example, assume that o1 # 0. From the first equation of (32) one finds G2. Substituting G? into (30a) and
the remaining equations of (32), one obtains linear equations with respect to G. One needs to study resolving these
linear equations with respect to G. This depends on the coefficients of these equations.

3CaseG =0

Let us consider the case G = 0 without restrictions for A,. Then
Ay =0, Ay=-—a3/B, Q:=aoB.

By = (- Q«B +3a1B* —a30%)/B, B =3aB — 2a30.
The equations (Ay); — (A;)y = 0and (By); — (B;)y = 0 give
0.a3B = —a3, B* + 3aya3B> — a3 Q°, (34a)

0:B* + 0:B (2a30 — 342 B) + B (3ay, — 3a1, — 2apa3)
+BQ? (a3y — 6azaz) +2B2Q (Baiaz — az) + 2a5Q° = 0.

(33)

(34b)

3.1 Caseaz #0

If a3 # 0, then Eq. (34a) defines

0. = (—ax B + 3a1a3B* — 430?) /(a3 B).. (35)
This reduces Eq. (34b) and the equation (Qy); — (Q;)y = 0to

(a3m — 3ayaz + 2a0a§) az — azazy = 0,

az — 3aziay + (aox — 3ai; + 3apaz) az. = 0. (36)

Thus, if Eq. (10) satisfies condition (36), thenthe overdetermined-System of equations consisting of Eqgs. (33) and
(35) is involutive.
For example, for a3 = 1 condition (36) can be solved as follows:

ap =3ax /2, ay =ax/2+ 3a§/4 + @,
where ¢ (x) is an arbitrary function. This means that all equations of the form
P44+ 308 + (azx J2+3a2/4 + go) i 43ax/2=0 37)

with arbitrary functions a; (¢, x) and ¢(x) have the intermediate integral
1
B(i+3a)+H

where the functions A(x), B(x), and H (x) are solutions of the equations

I=A+

A'=—1/B, B'=—H, H =3Byp— H?/B.

Notice that for ap; = 0 Eq. (36) can be reduced to a first-order ODE by the standard change x = y(x), whereas
for ay; # 0 this technique is not applicable.
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3.2 Caseaz =0

In this case, Eq. (34a) is satisfied and Eq. (34b) becomes

Oxx =3Qxay — 3B (ay — aiy) . (38)
The equation (Qyx)r — (Qr)xx = 0 gives
300 = B +3ain — 1), (39)

where n = a, — 2ay;. Hence, for n = 0 one has that®> A; = 0, and there are no other additional equations for the
functions A(z, x), B(¢, x), and Q(t, x). This means that the system of equations consisting of Egs. (33) and (38)
is involutive. If n # 0, then one can find Q. The equations (Qy); — (Q:)x = 0and (Qxx)x — (Qx)x = 0 give the

conditions
3nme = 4n? — 3nman + 15n,A1 + 902 (aox — air + 3aoaz — 2a3) — 9 (kiy + arry) + 923, 40)
NMex = NNy + 3nxh — 2773 + 3772“27 —3nkix.

Thus, if Eq. (10) satisfies condition (40), then the overdetermined system of equations consisting of Eqs. (33)
and (39) is involutive.

4 Examples

In this section we consider examples of first integrals of the form
/ A(t, x)x + B(x, t)

41
X+ 0, 1) (41)
Example 4.1 The most general equation associated with the first integral / in (41) is given by
. Ax .3 1 )
X+ —x"+—(Ar+ B, +A,0—AQ) X
A A
1 S\
+Z(BHrAzQ—AQz+BxQ—BQx)X+Z(QB:—BQr)=0, (42)
where A = AQ — B.
Proof Rearranging (41) we obtain
I(x + Q(x, 1)) = A(t, x)x + B(x, 1),
which immediately yields
TG4 Oy + Q) = AX + A x> + Ajx + Bex + By,
(A% + B)(E + Oy + Q) = (X + O(x, 1))(A¥ + Ayi® + Ak + Box + By). O

This equation is closely related to the (unparameterized) geodesic equations of some connection I" on U € R?
X4 I x0%b = vie
for x(¢) = (x(¢), y(t)). Eliminating the parameter ¢ yields the second-order ODE for y as a function of x

2

vy dy)’ dy\? dy .
@—a(x, y) (a) +b(x, y) (a) +clx, y) (a)-ﬁ*d(x, y) =0, (43)
where

2 1 2 1 2 1
alx, y) =17, bx,y)=17—2I7, cx,y) =211 —T%, dix,y) =1,
2 Notice that for Eq. (10), which is not linearizable, one can assume without loss of generality that A1 3 0.
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In other words, any second-order ODEs with cubic nonlinearity in the first derivatives of the form (42) gives rise

to some projective structures.

Example 4.2 A quasimonomial g over K is defined as

n
. Ci
q:XL:H'xil’ C,'G]K.
i=1

A quasimonomial function is a finite sum of quasimonomials f : C — %, where ¥ = C U {oo}, defined as

n

Cij

X —> E a,-ij .
j=1

We assume A = x%t#, B = x¥#% and O = 1 in (42) to obtain the second-order equation

o+ BE 4 yxV @ X4 )LM+ XV« arzott

i1 o i3 BTty o BT+ B 14 i B _o, (ad)

x(1 —xr—9) x(1 —xr—2) x(1 —x7r—) x(1 —x7—%)
which admits the first integral
I x4B x4+ x7 %)

B F+1

4.1 Claim
Settinga = —1, § =1=24, y =0 we obtain the first integral of
. 1 .3 1 1 .2 1 N+ x 4 X

— X - — =0 45
oot T (x(x— ot t(l—x))x R (1 —x>x+ A=) “3)
as
I= (5) i

x) x+1
Example 4.3 The first integral of the second-order‘equation
. t 3 2 (14 x)t 1\ ., 1 11—t . 1
— Z =0 46

x+x2(x—1)x+<l—x (1—x)x2+x)x+ 1—x+(1—x)x x+1—x (46)

is
/xx +x

I =¢e/" - .
x+1

Example 4.4 Letusset A = Q7! = e*™! and B = b (constant) in (41). Then we obtain the equation

(1 = b)K + e/ (O)tx + a(x)x? + 2(e’ ()% + a(x)x + e 2D (&' (x)t% + ba(x)) = 0.
The corresponding first integral is

i 4 b
= x + e—oz(x)t :
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4.2 Time-independent case

Consider A; = B, = Q; = 0. Thus Eq. (41) becomes

A 1 1
i+ Zxx%r - (B + A0 — AQy) i+ F(AQ—AQ:+B.0-BQ){=0,

which can be expressed as

1
X=y, y= —Z(Axy3 + (Bx + A:Q — AQ) y* + (BxQ — BO.) ).

This yields the flow equation
dy 1 2
i _Z(Axy + (Br+A:Q —AQ.) y+ (B:Q — BQ,)).
Assume A = 1; thus, A = Q — B. The flow becomes
dy A'(x) BXd (0O
dx A(x)yZZE(E)‘
This immediately yields
1
- 0/B—1

Hence we obtain

y= + C1.

t—/ dx
) CIQ—(Ci+ DB’

4.3 Reduction

Let A, = 0 and set

1 1 1
7 A+ By = AQy) = b(x, 1) = 5¢r, 2B + 40 = A0, +B:0 — BOx) = cx, 1) = 4.

(48)

(49)

(50)

A large number of second-order ODEs in the Painlevé—Gambier classification system belong to the following

class of equations:

1
X+ Eqﬁx)'cz +¢x + B(t, x) = 0.

This equation yields the Lagrangian description via Jacobi’s last multiplier. If we write this equation in the form

i=F@ x, %) =— B@xz + ¢k + B(t, x)} ,

then the Jacobi last multiplier M is given by the solution of

d oF
—InM=——.
dr ax
In the present case we have
2
L e
0x2

We then obtain the Lagrangian as

<2
L(t, x, %) = e‘W»x)% T A, 0%+ H, ).
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4.4 Conditions for Lagrangians

Let us express ¢ in terms A, B, Q and find the conditions for the Lagrangian. Defining

2
¢x:Z(At+Bx_AQx)»

1
¢t = Z(Bt+AtQ_AQt+BxQ_BQx)

immediately yields

2 " l 2 ! /
bu = — (A7) + By — A () Qx — AQxs) — e (A'(Q+AQ, — B)) (A'(t) + Bx — AQ.)

1 1
¢tx = Z (th +A,Qx _Ath +Bxe _BQxx) - E(AQX - Bx) (Bt +A/Q_AQI +BxQ_BQx)-

4.5 Claim

A second-order nonlinear equation of the form
¥ 4b(x, Di2+clx, DF +d(x, 1) =0
admits a Lagrangian provided
2A" + By —3A'Qy — AQx — Bxx O+ BO. (AQ — B)
=A'Q (24" +3B, —3A0,) + (AQ; — B) (2A" + By~ AQ,) — (AQ. — By) (B:Q — BO),
where b(x, t) and c(x, t) are defined as (8) and d(x, 1) = %(QB, — BQ,).

Outline of proof. It follows analogously to the argument in Sect. 4.3 and makes use of the compatibility condition

Oxt = Prx- O
Example 4.5 Set A=1,A = AQ — B = x%t# and assume Q = x” in (51); the equation becomes
¥
jc'—g)'c2+(()/—a)x”1 —g))'c—aﬁ): =0 (5D
X

whose first integral is
/ X+ x7 —x%h
X +xv
Let us find the conditions y and o for which'Eq.(51) gives alagrangian description.

4.6 Claim

For y = o or y =1 Eq. (51) yields a Lagrangian description.

Proof Equate %q&x =-—%and ¢, = (y — a)x? 1 — [ti This immediately yields ¢, = 0 and ¢, = (y — @)(y —
1)x? 2. Thus from the compatibility condition we obtain our criteria. O

5 Conclusion

Any second-order ODE that possesses a first integral of the form (1) must be cubic with respect to the first-order
derivative (10). This paper gives complete criteria of the existence of a first integral of the form (1) for a second-order
ODE (10), which is reduced to an equation with L, = 0. Despite the fact that any second-order ODE (10) can be
reduced to an equation with L, = 0, the complete solution of the problem requires that sufficient conditions be
given using coefficients of the original equation (not reduced). This is still an open problem.
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Appendix

The following coefficients w; appear in Egs. (27a) and (27b) in Sect. 2:

m1 = (Arx — 3axh1) /A1,

1o = (p1x + 3az — 3azp + u?) /3,

u3 = (raz — 24arazhy + 61117 + 10A 1 12) / (511,

s = (r1az + 12a3 (ary — 2az + apas + ayjuy) — 6113 — dppo + Spaps) / (1511,

s = azxy — 6azaz + 10az 1,

e = (azas — 6ara + 18azu? + azpa — azpus — 3uius) /5,

w7 = (3azta§ — waxaz — 2apa3 — 18ajal s + 6arazjiy + azhipa + S4azpi
—dazpipo — 3aspips — s — 1501 e + apts) /5.

In addition, the coefficients «;, B;, y; appear in Sect. 2.1 and Eq. (32):

ar = 720a3u} — 432a1a3 + 144aj o — 1440313 — 80asmy s — 300az e — Sps,

B1 = 1728ay,a3 — 3456ax,.a3 + 1776apa; + 3024ara3 ) — 1680a3h s — 3456a3 13
—1008a3 4112 + 1008a3 0103 + 432a347 115 + 1040a3 01 s — 300azje7 — 255 L6,

Yy = 48a0xa§ — 144a],a§1 + 48/&,(1;’ + 144a0a2a§1 — 432a1agu2 — 144a§k1mlﬁ4 + 96a§u%
+864a3 13 o — 48a3 o — 144as iy wopes - 320as iy 7 — 240a3 puape — 25117,

ay = —T2usea3 + 432a1a3 jus 4 2592a3 k1 jg — 1296437 s + 115203 1y e — 7203 paps
—2160a3 17 + 264a3 1113 + 1803516 — 5143,

B = —72,u6ta§ —|—432a1agu6 — 144a§k1/¢4u5 — 1296a§u%u6 + 1728a§/x1u7
—72a3 o i6 — 7203 u3pe + 264az iy s e — 60as s wy 4 240as pf — Su3pe,

V2 = —T2u7a3 + 432a103 117 — 720501 pLaple — 129643 1117 — T2a3 o107 — 14403 3 pg
+264a3 11 w5107 + 240a3 67 — i,

a3 = —2usyaz — 432a1a3 + 18azazjus + 1296a3 7 + 144a3 s — 7243 3
—242a3 1 pus — 336az 6 + 3143,

By = —1212a1,a3 + 2424axa3 — 105,03 4330 pscaz i) — 1244aga’t 4644ara3
+120a1a3us — 270azaz et pus + 1540a3 0 1y < '18336a3 1] — 1548a3 1o + 468a3 1 3
+3312a3 7 s + 5090a3 1 e — 30azpaps + 20aspsps + 850asp + T5pus/ie,

y3 = —2p7caz + 12a1a3 e + 30azazpuy — 36azpt we — 38az iy — 4azuasie
+2a3pspie + 61 s e + 3usp + 10ug.

The g; that follow appear in Eq. (30b):

qo = aoxa3 — 3aya3 — az o + Uoas + 3aparas — 3arazpn — 3h s + 13,

q1 = 36aicaz — T2ayaz + 3a 1 + 3Tapa3 + 45ajazpy — 35k s — 18y (13 + o — u3)

@ = az + 3aiaz + 33 — 2ur + 2u3.
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Abstract

The paper deals with an evolutionary integro-differential equation describing
nonlinear waves. A particularschoice of the kernel in the integral leads
to well-known equations such as the Khokhlov—Zabolotskaya equation, the
Kadomtsev—Petviashvili equation and others. = Since the solutions of these
equations describe many physical phenomena, the analysis of the general model
studied in this paper is important. One of the methods for obtaining solutions
of differential equations is provided by the Lie group analysis. However,
this method is not applicable to integro-differential equations. Therefore, we
discuss new approaches developed in modern group ‘analysis and apply them
to the general model considered in this paper. Reduced equations and exact
solutions are also presented.

PACS numbers: 02.30.Rz,05.45.—a, 11.10.Lm, 42.65.—k, 43.25.—x, 52.35.Py
Mathematics Subject Classification: 35C99, 35C07, 35G20, 74130, 76Q05

1. Introduction

One of the most general evolution equations used in nonlinear wave physics is as
follows [1, 2]:

(ux —uy — Wiy = Uyy + Uy,

00 1
w :/ K($)u(t —s)ds. M
0
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Here the variable 7 is the time, and x, y, z are the spatial Cartesian coordinates. The coordinate
x is distinguished as a ‘longitudinal’ one. It coincides with a preferred orientation of the
wave propagation. The other coordinates y, z are identified as ‘transversal’ ones. They are
commonly introduced in the cross-section of a wave beam.

Special cases of equation (1) are well known. In particular, if the kernel is identically zero,
K (s) = 0, the general equation (1) is reduced to the Khokhlov—Zabolotskaya (KZ) equation
[3, 4], describing wave beams in nonlinear media:

(uy —uuy); = Uyy + Uzz. (2)
If the kernel is the delta-function, K = 24(s), model (1) leads to the equation
Uy —uy — Uy ) = Uyy + Uz 3)

for nonlinear beams in a dissipative medium [5, 6]. Equation (3) is known as the Khokhlov—
Zabolotskaya—Kuznetsov (KZK) equation. It is widely used in underwater acoustics for the
engineering design of parametric radiating and receiving arrays [6].

If the kernel is proportional to the derivative of the delta-function, K = 2§'(s), the
integro-differential equation (1) becomes the Kadomtsev—Petviashvili (KP) equation

(U — Uty — Ugy); = Uyy + Uz; )
for nonlinear beams in a dispersive medium [7, 8]. The similar equation
(U — Uy — Wpps)r = Uyy + U ®)

for a scattering medium [9] follows from (1) when K = 28" (s).

There exist other models that specify or generalize equation (1), e.g. by including (1) in
a coupled systems of nonlinear equations [10, 11].

If the wave field u = u(¢, x) is a function of a single spatial (longitudinal) coordinate x
and does not depend on the transverse coordinates -y, z, equation (1) is reduced to well-known
equations for plane waves [12]. In particular, the Riemann—Hopf equation follows from (2), the
Burgers equation follows from (3) and the Korteweg—de Vries equation follows from (4). The
one-dimensional equation with fourth-order derivative for the scattering medium suggested
and solved in [9] follows from equation (5). 1D equations can be obtained by eliminating
the y, z derivatives of 3D equations and the subsequent integration over d¢, provided that the
wave field vanishes at t — +oc.

A choice of the kernel as a linear combination of the delta-function and its derivatives
of different orders gives a possibility" of deriving from (1),various well-known differential
equations of the physics of nonlinear/waves. , Symmetriés ‘of such equations either have
already been studied (many results obtained until 1995 are collected in [13—15]) or can be
studied by the standard Lie group methods [16—18]. However, to the best of our knowledge,
particular versions of the general equation (1) with non-degenerate kernels which maintain the
integro-differential feature of the model have not been studied yet.

The exponential kernel K = exp(—s) is of particular applied interest. Equation (1) with
such kernel describes wave beams in relaxing media. In this case, the integro-differential
equation is also reduced to a differential equation [1]. To derive such an equation, it is
sufficient to note that the integral term w in (1) and the variable u for the exponential kernel
are related by the following equation:

w,+w=u. (6)

Reduction of (1) to a differential equation is also possible for some more complicated
kernels. For example, if K = exp(—s)cos(wps), then the kernel describes the internal

2
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dynamics of the medium with resonant inclusions. In this case, the differential relation
between w and u in equation (1) has the form

(W, +w —u); + (w, +w — u) + wiw =0, (7)

A special class is formed by ‘model’ kernels which are non-zero on the finite segment,
for example, within s € (0, 1]. The simplest case is

K — 1 if s<1,
1o if s> 1.

For this kernel the integro-differential equation (1) is reduced to the difference-differential
equation

(uy — uu; — Auy); = Uyy + Uz,
Au=u(t) —u(t—1).

Note that, using the finite shift operator, one rewrites the integral term of equation (1) in
the form

(®)

w(t) = f,u(t), Z,(B,) = /OO K (s) exp(—s9,) ds, 9
0

where 9, is the partial derivative with respect to time. The second operator L (9;) is the Laplace
transform of the function K (s) defining the kernel of equation (1).
For example, if a kernel has the form of the Bessel function of zero order, then one has

K=h6),  L@)=(+0)

Using the tables of the Laplace transform and physical restrictions of the kernel forms, one
can single out all cases when equation (1) can be reduced to a differential equation of finite
order. In the general case, decomposing the exponential function of the integrand (9) into
power series, one verifies that the resulting differential equation will contain derivatives of an
arbitrary order.

The discussion of the properties of a kernel is continued below by considering the
formulations of main physical problems.

2. Physical statement and main physical parameters

For definiteness, a concrete physical object is considered which is:most simple and, at the same
time, can be adequately described by models like () Namely, we will deal with high-intensity
acoustic waves. The general equation (1), as well as majority of the particular models (2)—(7),
has been written at first for nonlinear acoustic waves.

Note that equation (1) is written in certain dimensionless variables in order to reduce all
coefficients of the equation into unity. To discuss a physical meaning of mathematical models,
we rewrite equation (1) using initial physical notations:

a [adp e dp c
B A N 10
at [8x c3ppar :| 2°4P (19
W:ﬂi K r—-e a_pd-r’

2¢ 0t J_o to ot/

m Ok () pr - e (11)

=—— > 7T — .
2¢ 912 ) fo P
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Here x is the coordinate along the direction of wave propagation, A, is the Laplace operator
written in the coordinates y, z on the orthogonal plane, T = t — x/c is the time in the
moving system of coordinates propagating with the sound velocity c, ¢ is the parameter of
nonlinearity and p is the density of a medium. The acoustic pressure p is chosen as the wave
field variable. The constant m characterizes the ‘force’ of time delay processes and ¢ is the
typical ‘memorizing time’ of a medium.

Let us note an important point before passing to further discussion. The natural question
arises: why is the coordinate x instead of time 7 used as a ‘slow’ (evolutionary) variable in
equations (1) and (10)? The answer is that the difference between x and ¢ depends only on
the way of description which depends on the statement of problem and ease of analysis of
results. In the case of non-wave problems (e.g. description of turbulence), the problem is
posed as follows. At the initial moment t = 0, a distribution of the velocity field in space
u(t =0, x) = up(x) is given, and the solution u(t, x) is sought with growing time ¢ > O.
In the corresponding experiment, sensors measuring the velocity field are placed in various
locations, and the measurement is made by all sensors at the same time #;. These results
determine the spatial structure of the field #(#;, x). Then similar measurements performed at
t, give the field profile u(#,, x). Repeating the measurements we trace the field evolution with
respect to time.

When propagating waves are of interest, the experiment is performed in a different way.
The only sensor placed at the position x; measures the variation of the signal with respect to
time: u(xy, t). Then the sensor is moved to another position x, > x; and the signal u(x;, t)
is measured. By moving the sensor of the vibration velocity (or the acoustic pressure) farther
and farther from the source of wave, we trace the evolution of the form of the wave profile
as the wave propagates. In real experiments a wave gets distorted at distances of the order of
thousand wavelengths, whereas, for a good reconstruction of the wave profile within its each
length A, one has to place no fewer than ten sensors. In this case, the method of the ‘slow
time’ is very inconvenient. Moreover, this method is.completely inappropriate in those cases
when the wave profile contains shock fronts whose extent is very small, e.g. 10742,

But in various acoustic problems, e.g. those dealing with standing waves in a resonator,
it is convenient to utilize the ‘slow time’ instead of the ‘slow coordinate’. It is clear that the
resonator has a limited length and, by measuring the field at the lowest modes, it is quite
realistic to place several sensors along the length of the resonator and perform simultaneous
measurement with them at various moments of time.

Let us return to the physical model (10), (11). The integration within the limits
—o00 < 7’ < t in the first integral-(11) means that the wave behavior at a given moment
T is determined by the values of the field variable at the-preceding moments from t to the
infinitely distant past. Consequently, the kernel 'K'(7) describing the ‘memory’ of a medium
must be nonzero only at positive values of its argument and tend to zero for t — +oo. This
decrease can be non-monotone and can look like oscillatory damping (see the example leading
to formula (7)).

In order to understand how the concrete form of the kernel is related to the measured
characteristics of the medium, we shall consider the simplest model of a plane wave moving
in a medium without nonlinearity. In other words, let us consider the equation

2 0o
dp _m 8 (% (té) (e T — £)dE = 0. (12)
0

ox  2c¢ 972 J,

Let us establish a relation of a kernel with the dispersion law. A solution is sought in the form

p = exp(—iwt + ik x), k=K +ik”. (13)
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Here k is the wave number, and k' and k” are its real and imaginary parts, respectively.
Substituting (13) into (12), we find

2 o)
mw*t
K =——"1[ K(s)sin(wtys)ds,
2¢ 0
(14)
L ma’ty [
k" = K (s) cos(wty s) ds.
26' 0

The first formula in (14) gives a frequency-dependent addition to the velocity of the wave
propagation: c(w) = ¢(1 — ck’'(w)/w). The second one defines the absorption coefficient or
the law of spatial decrease of the wave amplitude: pgexp(—k”x).

Evidently, integrals (14) must be convergent for physically feasible kernels. The concrete
form of a kernel can be reconstructed on the base of the corresponding physical model, or on
the base of experimental measurements.

A relaxing medium provides an important model known as the Mandelstam—Leontovich
model (see [1, 19]). The kernel for this model has the exponential form (see the example
leading to formula (6)). In this case,

, Mo (wip)? , o mo ol

e 7 =" 15
2¢ 1+ (wty)? 2¢ 1+ (wtp)? (1

The frequency dependences (15) of the dispersion k" and the absorption k” were confirmed
repeatedly in experiments. One could proceed 'in an opposite way. First, establish the
dependences (15) as an empirical generalization of measured data, and then reconstruct the
kernel by means of a standard procedure. This procedure exploits the causality principle
according to which two functions k" and k” cannot be arbitrary but should be connected by
the relations of Kramers—Kronig’s type [12].

The method of kernel reconstruction has been utilized for deriving mathematical models
used in the medical applications of ultrasound [20]. It is known that, within the most
interesting frequency range, the absorption of the ultrasound in soft tissues behaves like
k" ~ >, 0 <v < I. Itis easy to reconstruct the kernel K (s) = s”~! and verify that the
corresponding absorption coefficient

” m T 2—v
K= 50 T cos(2 v) (wio) (16)
has the correct frequency dependence. Note that the considered power kernel has a singularity
at s = 0 and is not integrable in semi-infinite' limits.' However, the convolution of this kernel
with the oscillating function describing a wave provides the convergence of the integral for
k”. This example demonstrates a wide variety of situations which can be met in applications.
In the conclusion of this section we demonstrate how one has to change variables in
equations (10) and (11) to reduce these to the simplest normalized form (1). One has to set

T — fot, p — polt, X —> XoX, y = Yoy, 7 — 202, a7

where the constant 7 (the ‘memory’ time) is defined by the structure of kernel and the other
constants are
m o

2 ; cly (18)
= —C N Xg = —Clp, = = —.
Po 26 o 0 " 0 Yo = 20 N
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3. Admitted Lie group

As for differential equations, an admitted Lie group of integro-differential equation (1) is
defined by the determining equations. These equations are integro-differential equations for
the coordinates of the infinitesimal generator

X=§0,+&E0,+&70,+E°0,+ "0, + "y,

where the coordinates &7, &%, &Y, &%, ¢" and ¢" are functions depending on the variables
(t,x,y,z,u,w). The system (1) comprises a partial differential equation and an integro-
differential equation. The determining equation related to the partial differential equation is
obtained by the standard procedure:

£ =g = dug g — g = (19)

where the coefficients ¢"~, g%, ¢*, ¢", ¢*» and {*= are the coefficients of the prolonged
generator X:

X = Xk 810y, + 5B, + 50, D+ T B+ D

The general theory of constructing determining equations for integro-differential
equations can be found in [21]. Formerly the determining equation related to the integro-
differential equation is obtained applying the following strategy. First, one has to construct
the canonical Lie-Bécklund operator equivalent to the generator X:

3? = ({u - étut - qux - ‘i:yu)‘ - %‘Zuz)au + (;w B étwi - sxwx - Eywy - szwz)aw-
Then the Lie-Bécklund operator has to be prolonged up to the maximum order of derivatives
of the equation. Finally, the determining equation is obtained by applying the prolonged

Lie-Bécklund operator to the equation, where the actions of the derivatives are considered in
terms of the Frechet derivatives:

v, x,y,2) = / K (s)y*(t —s, x,v,2)ds. (20)
0

Here

Y () = ¢ (ha) — &' (ho)us(hy) — §5(ha)u, (hy) — &7 (ho)uy (hy) — & (ha)u, (hy),
Y () = ¢ (ha) — &' (h)w (hy) — E¥ (h)wy(hy) = & (ho)wy (h1) — E¥ (ha)w, (hy),
where for the sake of simplicity of the presentation we denoted

hy=(t,x,y,2), ho= (8, x, y, 2 ult, %, 3,2), w(t, x, v, 2)).

The determining equations (19) and (20) have to be satisfied for any solution of equations (1).
Note that the determining equation (20) is still an integral equation.

Since it is difficult to find the general solution of the determining equations (19) and (20),
the following simplification is considered. One can assume that the determining equation (19)
is valid for any functions u(t, x, y, z) and w(t, x, y, z) only satisfying the first equation of (1).
This allows us to use the standard procedure for solving determining equations developed for
partial differential equations. After solving the determining equation (19), one can use the
found solution for solving the integral determining equation (20). It has to be noted that this
way of solving the determining equations (19) and (20) can give a particular solution. In this
paper, this method is used.

The described method of solving the determining equations (19) and (20) will be illustrated
on the one-dimensional case of equations (1). For the other cases, final results will be presented
in the following sections.

6
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3.1. One-dimensional case

In the one-dimensional case, equations (1) are

%(u,C —uu; — wy) =0, w(t,x) = / K(s)u(t —s,x)ds. 20
0

The admitted generator is sought in the form

X =&"(t, x,u, w0 +EX(t, x, u, w)d + " (t, x, u, w)d, + W (t, x, u, w)dy.
Applying the group analysis method to the first equation, one finds that

£ =1 /2+kt + g, ¢ =ulk —§'/2) —1E"/2- ¢,

22
V= —(6Ew+PEM 12+ 3wk + 2+ + ¢, 22)

where k; is constant, § = £§(x), { = ¢(x), n = n(x), u = pu(x) and g = g(x) are arbitrary
functions.

Remark. There is another representation of the first equation of (21). This equation is
obtained by integrating with respect to r and setting the arbitrary function of the integration to
zZero:

o0
Uy — uu; — wy =0, w(t, x) = / K(s)u(t — s, x)ds. (23)
0

In this case, the first step in finding admitted Lie group leads to (22) with the particular case
of the function u = —&”/2.

The determining equation for the second equation of (21)

w(t, x) =/ K(s)u(t —s,x)ds
0

is the equation

@ = Frw, — Frwn)(x) = f K() (" = Fup — Fru)(t — 5, x) ds, (24)
0

where
(1, x) = &"(t, x, ult, x), w(t, X)), EX(1,x) = £5(1, x, u(t, x), w(t, x)),
E“’(l, x) =%, x, u(t,x), w(t,x)), Z”’(t, x) =", x, utyx), w(, x)).

Substituting the coefficients (22)/into (24), let us satisfy equation (24). Note that

Ew)(t,x) = /0 K(s)(E*u,)(t — s, x)ds,
and
gt —s)=&(1) — s(ki + L&),
¢t —5) = (b — 3€ )l —5) = 50 —9)E" — g

Here and further, the argument x is omitted, and further tilde is also omitted. The determining
equation (24) becomes

V() + /00 K(s) ({”(t —5)—s (kl + %5/) u, (t — s)) ds
0

= (6w + 136" /12 — 3wk, — 1*u —tn — ¢ + <k1 - %g) w— g/f K(s)ds
0
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_lg” (r /oo K(s)ds — /OOSK(s)ds) + <lg’+k1) /OOSK(s)ut(t —s5)ds
2 0 0 2 0

o0
=" )12 = 2wk — P —tn — ¢ — g’f K (s)ds
0

—lé” (t /OO K(s)ds — /OOSK(S) ds) + <l$’+k1) /DOSK(s)u,(t —5)ds.
2 0 0 2 0

Let us calculate

fmsK(s)ut(t —s5)ds = —/OOSK(S) du(t —s)
0 0

= —sK(s)ult —s)g°+ [oo(K(s) +sK'(s)u(t —s)ds
0

=w+ /00 sK'(s)u(t — s)ds.
0

Here it is assumed that
sK()u —s)|g° =0.

The determining equation becomes

t3§.////]2_2wk1_tzu_tn_g—g// K(s)ds
0

_lg” (t/‘oo K(s)ds — /00 SK(s) ds) + (l§’+kl> /OOSK(s)ut(t —s5)ds
2 0 0 2 0

(o¢]
=137 /12 = 2wk) — > — g — ¢ —g’/ K (s)ds
0

_1y<ﬁ/mKQMM—/W¥K@yh)

2 0 0

+ (lé/ +k1> (w +/ sK'(s)u(t = s) ds)
2 0

] o0
=t3§’”/12+w<§§’—k1)—tzu—tn—é‘—g// K (s)ds
0

- 15” <t /OOK(S) ds — /oosK(s) ds)
2 0 0

+ (15/ +k1) /OC sK'(s)ut ~-s)ds
2 0

o0
=" /12 —1Pu—tn—1¢ — g’/ K (s)ds
0

_ l%-// (t /oo K(s)ds — /oosK(s) dS)
3 0 0

o ((1? +k1> SK'(5) + (15’ - kl) K(s)) u(t — 5)ds = 0.
0 2 2

Since u = 0, w = 0 s a solution of equations (21), the determining equation has to be satisfied
on this solution. Thus, one obtains

o0 1 o0
—t3.§/”/12+t2,u,+t7]+§+g// K(s)ds+§$” (r/ K(s)ds—/
0 0 0

[e¢]

sK(s) ds) =0,
(25)
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/oo ((15/ +k1) sK'(s) + (lg/ — k1> K(s)) u(t —s)ds =0.
o \\2 2

Since u(t, x) is an arbitrary, the last equation gives

1 1
(Eg’ + k1> sK'(s) + <§E’ - kl) K(s) =0,
which means that & is constant, for example, & = 2kx + kq. Thus,
(k+k)sK'(s)+(k —k)K(s) =0,
or K(s) = Kos%, and
k+k)a+k—k)=0.

Equation (25) becomes

and hence,

oo
t2,u,+t17+§+g’/ K(s)ds = 0.
0

This equation implies
oo
uw =0, n=0, C:—g’/ K (s)ds.
0

To prevent problems with the convergence of the integral jooo K (s)ds, one can assume that

g =0.

Remark. One can call the transformations corresponding to the generators
X =gd —g'd
formally admitted. These generators can be used for constructing invariant solutions.

Thus, one obtains that the Lie group corresponding to the generators
X 1= ax ) X 2 = at 9

X3 =k'td, + k*x0, + k"ud, + k" wa,
is admitted by equations (21). Here
k' =k+ki, k', = 2k, k" =k, — k, kY =3k, —k,
k+k)a+ (k—k)=0.
Note also that
k' = ak’, k' 0.

Since the integro-differential equations are nonlocal, not every admitted Lie group has the
property to transform a solution of integro-differential equations into a solution. However, for
the transformations corresponding to the generators X; and X, it is trivial to check that these
transformations possess this property. Let us also check that the scaling group corresponding
to the generator X3 maps any solution of equations (21) into a solution of the same equations.

The transformation corresponding to the generator X3 is

’ ak' / ak* ’ ak"
t' = te™, x' = xe™, u =ue™,

(26)

which maps a function u(#, x) into the function

u/(t/, x/) — eak“u(t/ e—ak” x e—akx).
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Let us consider the transformation of the integral
[o.¢] oo .
f K(shu'(f' — ', x')ds’ = e / K (s u((t' —s)ye ™ x'e ") ds’'
0 0
oo
= e / K(shu@t e —s'e ) ds’
0
[o¢]
— ea(k"+k') / K(S/ e—ak' eak’)u(t _ s/ e—ak') d(s/ e—ak')
0
o0
= k" +kD / K(se®ut —s)ds
0
o0
= k" +kD / Ko(s €*)u(t — s)ds
0

o0
= gtk +e+ DD / Kos®u(t —s)ds
0

a 1
— ea(k +(a+1)k")

w(t, x).
Thus, for checking one needs to only check that
—kY + k" + (. + K" = 0.
Indeed
— kY +E +(a+ DK = 3Bki+k+k —k+(a+ Dk+k)
=ki(-3+1l+a+)+k(l —1+a+1)
=ki(a —1)+k(x+1)=0.
Here condition (26) was used. One also needs to check the other conditions:
k' — k' — K = 2k" — 2k' = k" =3k"
Indeed,
k' — k' —k* =k —k — (k+k) — 2k = —4k,
2k" — 2k' = 2(ky — k) = 2(k + k1) = —4dk,
kY —3k" = 3k; — k — 3(k + k) = —4k.

3.2. Classification of subalgebras

The commutator table of the Lie algebra L3 =-{X;,X,; X3}is

X X X3
X 0 0 kX,
X2 0 0 ktX2

X; —-k'X; —k'X, 0.
The set of automorphisms is defined by the commutator table:

Ar: xp=x1+aik*xs,
A2 : xé = X +(12ktX3,

(L;k"‘ agk'
)

. o ;o
Az: x;=x¢€ Xy, = xp €%,

where only changeable coordinates of the automorphisms are presented.
If « = 1, then k* = 0, and the operator X; composes a center of the Lie algebra. Thus,
the one-dimensional optimal system of subalgebras consists of the subalgebras

10
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{(Xs+AX1, Xo+vXi, X1},

where y = £1.
If « # 1, then k* # 0, and the one-dimensional optimal system of subalgebras consists
of the subalgebras

{X3, Xo +A X1, X1}

For o # 0, using the automorphism Aj, the subalgebra X, + A X can also be reduced to
X, £ X;.

3.3. Invariant solutions

The optimal system of subalgebras of the Lie algebra L; defines the complete set of
representations of solutions invariant with respect to Ls.

3.3.1. Casea =1

The subalgebra {X3 + 1 X,}. The generator {X3 + A X} is
10, + ud, + A0y.
It is convenient to separate two cases (a) A = 0 and (b) A # 0. The invariants are

A=0: u/t, x;
L#0 ujt,te’ (A, =—1/A).

Invariant solutions have the representations

A=0: u=tex):
A0 u=te(y) (y=re?).

Note that for A = 0, the integral

w = /00 Kos(t — s)p(x)ds = Kop(x) /oos(t —s)ds
0 0

is divergent. Hence, one has only to, consider the case A # 0. In this'case,

00

wt, x) = Ko f st = $)o((t — 5) e ARG e / (v — Dz0(2) d(y — 2)
0

N y
= Kge fo s(y — ey —s)ds = e W (y).
w, =e XMW, w, =e W,
where we used the relations
s=1—ze =g Vh(reh —7) = e (y — 7).

Equation (23) becomes
2

d o0
Y(Gop + D' — ¢?) = Kog (/ S(y—S)so(y—s)ds>.
y 0

11
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The subalgebra {X, + y X1}. The generator {X, + y X} is 9; + yd,. The invariants are

u,y=x—yt.
An invariant solution has the representation
u=e(y).

Hence, one has
—0Q

w(t, x) = Ko/o sp(x —y(t —s))ds = Ko/ (y —2e)d(y —2)
¥

o0
= Kof sy —s)ds = W(y).
0
Wy = _VW/» Wy = W”a
where we used the relations
s=t+y@—x)=—yx—y)+yz=—y(y —2).
Equation (23) becomes

d2 00
(1 +79)¢ = Ko ( f s — )y — ) ds) .
0

dy?

The subalgebra {X;}. The generator {X} is d,. The invariants are
u,t.

An invariant solution has the representation
u=q@().

Hence, one has

w(t,x) = Kof s@(t —s)ds.
0

Equation (23) becomes

d2 00
/
—p¢ = Ko— </ St —s) ds) {
dr2 \ J,

3.4. Case a # 1.

The subalgebra {X3}. The generafor-{ X3} is
X3 =k'td; + kK x0, + k"o, ~(k" #0),

where the constants k', k* and k* are defined by (26). Substituting the representation of the
invariant solution

k" /(2k) k' /(2k)

u=ux o(y), t=yx

into the second equation of (23), one has
e [o.¢]
v / Kos®u(t —s)ds = Koxku/ak)f s%((t — $)x K120 dg
0 0

— _Kox((1+a)kl+ku)/(2k) / (y _ Z)a(p(Z) dz

1x—K /2K
y
— Kox((l+o{)kl+k“)/(2k)/ (y _ Z)a@(Z) dZ
—00
— Kox((l+oz)k’+k“)/(2k)W(y) — Kox(k’+2k")/(2k)W(y)

12
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where we used the relations
s =1 — zxK /@) xk’/(2k)(lx—k’/(2k) —2

= /0y — 7, (1 +a)k + k" = k' +2k",
and
¥
W(y) = (v —2)%(2) dz.
—00
The derivatives are changed as follows:
o _y , o Ky,
o 1 ax | 2%kxT”

a (dW Jd /y 1 y?

I A —W/)Z——W/+ W//Z—W//.
8t<8t> a:(; 12( Y YW 12
Thus, the first equation of (23) becomes

y? W

82 o0
Uy — UL, — Vg = Uy — Ul — —7/ Kos“u(t —s)ds
a2 J,
K /(2K K /(2K K42k /(2K
_ k_uﬂq) _ ’L’wa ke ka0 Y Peralinkdi
2k x 2k x t 12
R yel) KXk /2Ry, ) y .
_ / “iky, k)Y (k"K' (2K) y77
=——¢p———¢ —x X ~¢' — Koyx w
% x @ 2% 2 % " @ 0y
— xR k_u(p . k—tyw/ . (px(k‘+k"—k’)/(2k)(p/ — K KK /@0
X 2k 2k
_xk”/(Zk) k_u _kityr__ /_KW// =0
X 2k€0 ZkMD Y 0 .

Here, the following relation was used:
'+ kS —k =k —k+2k— (K+k) =0.

Thus, the reduced equation is

ap+((@— Do —y)p' =0 — a)Ko/ s%¢"(y — 5)ds,
0

dZ y d2 00
W'(y) = 02 (/_Oo(y —2)%(z) dz) =52 (/0 5¢o(y —s) dS)

o.¢]
:/ 54" (y'+1s8) ds:
0

where

The subalgebra {X, + »X}. The generator {X, + AX} is 0, + 19,. The invariants are
U,y =x — At.
An invariant solution has the representation of a traveling wave type

u=e(y).
As in the previous case, one needs to study only the case A # 0. If A > 0, then one has

w(t, x) = Ko / s (x — At — ) ds = A" Ko / (2 = Vo) dz — )
0 y

[o.¢]
= k’“’lKOf sYe(y +5)ds = W(y).
0

wy = _)\.W/, Wy = )\,ZW//,

13
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where
Z—x X—At z z—Y
s=r1+ =— +- = .
A A A A
The reduced equation is
oo
(1+rp)g = Al’“KO/ s%9"(y +5) ds. 27)
0

If A < 0, then

w(t, x) = Ko/ s%(x — At —s))ds = Ko(—=2) 7! / Oy —2)%(2)d(y — 2)
0 y

=(-0"""K /0 sYp(y +s)ds = W(y).

Equation (23) becomes

(1+rp)g = (—A)l_“KO/ 9" (y +5) ds. (28)
0

Combining equations (27) and (28), one has

o0
(1+2p)¢’ = A" Ko / s (y +5) ds. (29)
0

The subalgebra {X}. The generator {X,}1is d. The invariants are u, f. An invariant solution
has the representation

u=q@().

Hence, one has

o0
w(t, x) = Kof sY@(t — s)ds.
0

Equation (23) becomes
—p¢' = Ky </ s (t = 8) ds) .
0

4. Two-dimensional equation
The studied equations are

a o0
E(MX —UpU; — W) = Uyy, w(t,x,y) = / K(s)u(t —s,x,y)ds.
0

The first step gives the generator
X =&'(t,x,y, p,w)d +& (1, x,y, p,w)d, +&7(t, x,y, p, w)dy
+"(t,x, Yy, p,w)d, + 87, x, y, p, w)0y,
where the coefficients are
§' = (uE' +E"y +3hy) /6 + 1k + g, £ =¢, &' = (4y&"+3yk))/6 + h,
¢ = ((Oki —48") — &"'y* — 2€" — 68" = 3yh") /6, (30)
"= Gk = Ew+ P+ +1,

14
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Here k; is constant, &€ = £(x), h = h(x), g = g(x), ¢ = ¢, x,y), n = n(t, x,y) and
u = u(t, x, y) are arbitrary functions.
The determining equation for the second equation

w(t,x,y) = /000 K(s)u(t —s,x,y)ds
is the equation
(" —&w, —&w, —Ewy)(, x, y)
= /(-)00 K(@$)(¢" —&uy —E'uy — Euy)(t — s, x, y)ds.
Substituting the coefficients (30) into the last equation, one obtains

uw=0, n=0, =0, g =0, h' =0,

(%5’ +k1> sK'(s) + <§§’ — kl) K(s) =0,

which means that & is constant, for example, & = 3kx + kq. Thus,
(k+k)sK'(s)+ 2k — kK (s) =0,

or
K (s) = Kos*,

and
(k+kp)o + 2k — k) = 0.

Therefore, the admitted Lie algebra is defined by the generators

X1 =8x, XQZB,, X3=y8,+2x8}., X4=8y,
Xs = 2t (k + k1), +6kxdly + (4K + k) ) vy + 20k — 2k)udy, + 6v(k; — k).

5. Three-dimensional case

The studied equations are

o0

E(ux — Ul — Wy) = Uyy + Uz, w(t, %, y,27) = f K(Ju(t —s,x,y,2)ds.
a

The first step gives the generator

X =& x,y,u,z,w)d, +E(t,x, y, u, z, w)dy + &7 (¢, x, y, u, z, w)d,
+Cu(t5 'xa ya u7 Za w)au + ;w(ta xa y7 Za M, w)aw
with the coefficients
EN=1(E +2k) +3E" @+ ) /A Wy + fl))2+¢,
£ = 5§, &Y =3&'y + zky + yk| + 1, £ =387+ 7k — yky + f,
¢ =2(k) — 28N — 38" (P +y) /A"t —g — W'y + f2)/2,
V= w(k, —TEY+E"C 3+ u+ 1+,

15
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where ki, k, are constant, and § = £(x), h = h(x), g = g(x), f = f(x), ¢ = ¢(x,y,2),
n =n(x,y,z)and u = u(x,y, z) are arbitrary functions. It is obvious that the generator
corresponding to the rotation in the planes y and z is admitted. This generator is defined by k:

X =20, — yo,.
Excluding this generator, one obtains

E' =t(E +2k) +3E" (P +y) A+ Wy + )2 +g,
£Y = 5§, £ =y(3& + k) +h, £ =z(3' +ki) + f,
¢ =20k —28u — 3" (P +y) /A —E"t — g — W'y + f2)/2,

Y = w6k —TEYV+E"B 34+t + L.

The determining equation for the second equation

w(t,x,y,7) = / K(S)u( —s,x,y,z)ds
0
is the equation
(é-w - éth —&'w, — ‘i:ywy —Ew)(t, x,,2)
o0
= / K@)(&" —&'u, — E¥uy — Euy — E%u)(t — s, x,y,2)ds.
0

Substituting the coefficients into the last equation, one obtains

g=k3, h = 2ksx + ks, f:2k6x+k7
E' =tk +2ky) +kgy + kez + k3, & = 5(kx + ko), Y = y(3k + ky) + 2kyx + ks,
£7 = 73k + ky) + 2kex + ko, o = 2k = 2k, £ = w(6k; — 7k).

(k +2k))sK'(s) + 22k — k) K (s) =0,
which means that
K(s) = Kos*,
and
k(a+4)+2ki(x—1)=0.
The admitted generators are

X, = 0., X, =9, X3 =29y — yo,, X4 = y0; +2x0,,
X5 = 70, +2x0;, Xo = 0y, X; =0,
Xg = t(k +2ki)0d; + 5kx 0y + Bk + k) ydy + Bk + k1)z0,

+2(k; — 2k)ud, + w(6k; — 7k)0,.

16



J. Phys. A: Math. Theor. 44 (2011) 315201 N H Ibragimov et al

-~ -1

Figure 1. The solution describing the shape of front in a relaxing medium. Curves 1, 2 and 3
are constructed for « = 0 and A = 1, 0.75 and 0.5, correspondingly. The dashed curve 2 is
constructed for the values A = 0.75 and o = 0.15.

6. Exponential kernel

There exists one known exact solution to the 1D equation for an exponential kernel [1, 19]:

Uy — un; — Wy = 0,
oo
w = / exp(—s)u(t —s)ds.
0

One can seek for it in the form of a traveling wave:

u=u(t+oax).
The solution has the form

. 11 lu —a +'AA

=—In———=!
LN lu —a — A|+A

Here o, A and y are the constants. This solution has evident physical meaning for the
parameters A > |a|, 0 < A < 1. This is shown in figure 1 and the solution describes the
shape of a single shock front in a relaxing medium.

It is interesting to derive this solution using computed symmetries.
Since for the exponential kernel K (s) = e™* one has relation (6):

w,=u—w,
equations

Uxr — Ul — utz = Wyt (31)
and

Uy — Ul = Wy (32)

17
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can be reduced to the partial differential equations, respectively,

Uy — (1 + Wty — 3usutyy + Uy — Uty — ut2 =0, (33)
and

Uy — (1 + gy — u? +u, —uu; = 0. (34)

Admitted Lie groups of these equations are as follows. The admitted Lie group of equation

(33) is defined by the generators

X1 =9, Xo = g(x)d — g'(x)dy,
where the function g = g(x) is an arbitrary function. The admitted Lie group of equation (34)
is defined by the generators

X =0, X =0, X3 = x0; — 0.
The commutator table of the algebra {X, X», X3} is
X X X3

X, 0 0 X,
X, 0 0 0
X; —X» 0 0.

The generator X is a center of the Lie algebra. The set of automorphisms is defined by the
commutator table:

A]Z Xé:.)Cz+01X3,
A32 Xé:.)Cz—a3X|.
The one-dimensional optimal system of subalgebras consists of the subalgebras
{X3+ 21Xy, X5, X1},

The representations of invariant solutions are

X3+AX1: u= —)XC+<p(x2 —2At) (A #0),

A
X3: u:_“+§0(x)s
X

Xot u=¢(x),
Xit u =),

and the reduced equations are

X3+ 2X1: (43¢ + @) =22p?) 1=,
Xy ¢4 sp =0,
X
X, ¢' =0,
Xi: (¢ +9¢'+¢?/2) = 0.
The solution
u=u(t+aox)

is invariant with respect to the operator X| — ¢ X, = 9, — «d,. The subalgebra corresponding
to this operator is equivalent to the subalgebra with the generator X;. The reduced equation of
an invariant solution corresponding to the generator X is

k — ¢?
C2(1+9)]

/

2

18
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Figure 2. Solution describing the shape of wave front in the medium with the constant ‘memory’
inside the time interval [0, 1]. Curves 1 and 2 are constructed for « = 0 and the values of 8 = 1
and 0.5, correspondingly. The dashed curve 2’ is constructed for the values 8 = 0.5 and « = 0.25.

where k is an arbitrary constant of integration. The general solution of this equation depends
on the constant k:

1 +o|le
k=a?>>0 t+cy=—In u ,
o |(p—0(|l+a

2
k=—a?><0: t+cy= — In(¢? + o?) — Zarctan (f) ,
o o

2
k=0: t4+coy=—-2In(p)+ —.
@

7. Delay equation

It is desirable to derive an exact solution for any kernel which does not permit the reduction of
an integral equation to the differential one. Such an example exists. That is the model
kernel which is nonzero on the finite segment, say s & [0, 1]. The simplest case is
K =1, s <1; K =0, s > 1. For this kernel the integral equation is reduced to the
difference-differential equation

u, —uu; — Au, = 0, Au=u(t) —u(t—=d):

Its solution can be sought in the form of ‘a-traveling'wave: u = u(t + ax). The reduced
equation can be integrated one time. The solutionis u(t — 1) = %[uz(t) +2(1 — )u(t) — B?.
Here « and B are constant. This formula defines a mapping u(¢) — u(t — 1) which offers
easy possibility of constructing curves representing the profiles of the wave. These profiles
are shown in figure 2. They display the image of a shock front in the medium with constant
‘memory’ within the segment [0, 1].

The equation

uy(t,x) = ut,x)+ Du,(t,x) —u, (t — 1, x)

is a delay differential equation. The algorithm for applying the group analysis method to delay
differential equations is given in [21-23]. Calculations show that the admitted Lie group is
defined by the generators

X1 =0, X, = 0y, X3 =x0, — 0,.

19
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The representations of invariant solutions are given in the previous case. The reduced
equations are
X3+ AX1: 222 (@' @) (@) + 1) +¢'(z+2)0) =1,
X5 ¢+ %(p =0,
Xz: (p/ = O,
Xi: @0 +D+¢'(t—1)=0.
The reduced equations can be integrated:
X3 +AX1: A2 (@%(2) +20(2) + 9% (2 +2))) = 7 + o,
X3: ¢ =co/x,
X2t ¢ = co,
X1t @2 (t) +20(t) + 20t — 1) = co.

8. Conclusion

The nonlinear integro-differential evolution equation (1) considered in this paper is not an
exotic model. It encapsulates numerous mathematical models formulated by differential
evolution equations and differs from them significantly not only in its form, but mostly due to
its physical content meaning. Namely, any dispersion (frequency-dependent phase velocity)
must be strongly connected with frequency-dependent absorption. Such connection follows
from the causality principle. For example, waves having infinite velocities of propagation
which are allowed by the differential equations of Burgers and Korteweg—de Vries type must
disappear on their way, since otherwise a cause appears at a certain point later than its effect.
The causality principle is given in physical models by integral Kramers—Kronig relations.
Consequently, a consistent model must contain integral terms, in other words, be represented
in an integro-differential form. Although this conclusion is well known, mathematical models
described by purely differential evolution equations have been widely accepted in the nonlinear
wave physics due to their simplicity compared to the integro-differential models. It seems that
the consistent integro-differential nonlinear models will meet more applications in future.

This paper provides a first step in the application of the Lie group analysis to
equation (1). The approach used in this paper is described in [21]. The analysis of the
determining equation for the integro-differential equation allows us, in particular, to single
out a class of kernels used for deriving mathematical models in the medical applications of
ultrasound [20].

Note that for particular kernels; the integro-differential equation (1) becomes a partial
differential equation or a delay partial diffetential equation: In‘these cases the complete group
classification of equation (1) can be obtained. In the case of partial differential equations, the
classical group analysis is used. For delay partial differential equations, the analysis developed
in [22, 23] and described in [21] is applied. A complete study of particular cases is given in
the paper. This provides a new result in the application of the group analysis method to partial
and delay partial differential equations.

Along with admitted Lie groups, the representations of exact solutions and reduced
equations are constructed in the paper. A complete solution and a physical interpretation of
some of them are presented.

We hope that more results will be obtained in future by applying the above approach
for solving the concrete models of physical significance as well as for new mathematical
developments. In particular, it is interesting to make the preliminary group classification of
exceptional kernels by applying the method of an a priory use of symmetries [24] to the
integro-differential equations of the form (1).

20
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In Nonenmacher (1984) [1] an admitted Lie group of transformations for the spatially homogeneous
and isotropic Boltzmann equation with sources was studied. In fact, the author is Nonenmacher (1984)
[1] considered the equation for a generating function of the power moments of the Boltzmann equation
solution. However, this equation is still a non-local partial differential equation, and this property was
not taken into account there. In the present paper the admitted Lie group of this equation is studied,
using our original method' developed for group analysis of equations with non-local operators
(Grigoriev and Meleshko, 1986; Meleshko, 2005; Grigoriev et al., 2010 [2-4]). The Lie groups obtained
are compared with Nonenmacher (1984) [1]. The deficiency of Nonenmacher (1984) [1] is corrected.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The Boltzmann kinetic equation is the basis of the classical
kinetic theory of rarefied gases. Considerable interest in the study
of the Boltzmann equation was always the search for exact
(invariant) solutions directly associated with the fundamental
properties of the equation. After the studies of the class of the
local Maxwellians [5-7] new classes of invariant solutions were
constructed in the 1960s in [8-10]. A decade later, the BKW-
solution was almost simultaneously derived in [11,12]."Contrary
to the Maxwellians, the Boltzmann collision integral does not
vanish for this solution. The discovery of the BKW-solution
stimulated a great splash of studies of exact solutions of various
kinetic equations. However, the progress at that time was really
limited to obtaining BKW-type solutions for different simplified
models of the Boltzmann equation.!

The Boltzmann equation is an integro-differential equation.
Whereas the classical group analysis method has been developed
for studying partial differential equations, the main obstacle for
applying group analysis to integro-differential equations comes
from presence of non-local integral operators. The direct group
analysis for equations with non-local operators was worked out
and successfully used in [2-4]. In particular, a complete group
classification of the spatially homogeneous and isotropic
Boltzmann equation without sources was obtained in [2,14].

* Corresponding author.
E-mail addresses: grigor@ict.nsc.ru (Yu.N. Grigoriev),
sergey@math.sut.ac.th (S.V. Meleshko).
! See the review [13].

0020-7462/$ - see front matter © 2012 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.ijnonlinmec.2012.06.005

One of the alternative approaches for studying solutions of the
Boltzmann equation, by transition to an equation for a moment
generating function, was first considered in [12]. The BKW-
solution was obtained there. In [1], such an approach was applied
to the spatially homogeneous and isotropic Boltzmann equation
with sources. The author of [1] used the group analysis method
for studying solutions of the equation for the generating function.
However, it was not taken into account that this equation is still a
non-local oné. In the present paper we use our method [2,14] to
amend the'results of [1]. A group classification of the equation for
a moment generating function with respect to a source function is
obtained.

2. General equations

The Fourier image of the spatially homogeneous and isotropic
Boltzmann equation with sources has the form [15]

1
P00+ P.OPO,6) = /0 PS.HPEA—5).t) ds+ (.0, 1

where the Fourier transform

Bk t) = 4%. /0 v sintko)f,0) dv,

of the distribution function f(v,t) is defined by the formula

Pkt = @k /2,1).
Similarly, the transform of the source function q(v,t) is

é(k,t) = 4,—(“/ v sin(kv)q(v,t) dv,
0
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and

Gk,t) =Gk /2,t).

The inverse Fourier transform of @ (k,t) gives the distribution
function

f = 47” / ~ K sin(kv) (k. t) dk.
0

Normalized moments of the distribution function are introduced
by the formulae

47

Ma(O = G i

/ Fov™ 2 dy, (1=0,12,..). 2)
Jo

Following [16], one can obtain a system of equations for the
moments (2) from (1). It is sufficient to substitute the expansions
in power series

00

n=0 n=0

into (1), where

qn(t) = 4n /Oof(v,t)vzr“r2 dv, (n=0,1,2,..),
0

@n+1!
are the normalized moments of the source function. As a result,
one derives the moment system considered in [1]

dM,(t)
dt

1 n
+MuOMo(®) = =5 > M(OMy_(5)+(0). (3)
k=0

For q(v,t)=0 this system was derived in [12] in a very
complicated way.

Let us define moment generation functions for the distribution
function f(v,t) and for the source function q(v,t):

G(w,t) = i "Mp(t), S(w,t)= i "qp(0).
n=0 n=0

Multiplying Eq. (3) by w", and summing over all.n, one obtains for
G(w,t) the equation

&*(wG)

AWG) 5 owS)
atow =G+

ow ow

+Mo(t) (4)

Here the obvious relations are used

o(wG) o(wS)

2+ DeMu= "0, ) (e D = 0

o0 n
Z " Z Mk(t)Mn—k(t) = Gz-
n=0 k=0

In contrast to the case of homogeneous relaxation with q(v,t) =0,
the gas density My(t) = ¢(0,t) is not constant. From Eq. (3) for
n=0 one can obtain

t
Mo()= [ aot) de +Mo(0)

Notice also that
Mo(t) = G(t,0). (5)

This is the reason why Eq. (4) has a non-local term. This fact was
not taken into account in [1] in the process of finding an admitted
Lie group. The lack of this condition can lead to uncorrected
admitted Lie groups. In the present paper this omission is
corrected.

3. Admitted Lie algebra of the generating function equation

Eq. (4) is conveniently rewritten in the form
(XU~ +u(0)(xu), =g, 6)
where u(0) = u(t,0). Here w =x, G=u and (wS),, =g&.

As mentioned, because of the presence of the term u(0), Eq. (6)
differs from a partial differential equation. Hence, the classical
group analysis method cannot be applied to this equation. One
needs to use the method developed for equations with non-local
terms [2-4]. In this section the latter method is applied for finding
an admitted Lie group of Eq. (6).

The admitted generator is sought in the form

X =T(t,x,u)0; + E(t,X,u)0x + {(t,x,1)dy.
According to the algorithm [2-4], the determining equation for
Eq. (6) is
X+ U)Xy + ) —2¢u+ Y (0)(xu), = 0, (7)
where
W(t,x) = {(t,x,u(t, X)) —ue(6,X)T(E,X,Ut,X))—Ux (£,X)E(E,X,U(t, X)),
W(0) =(t,0).
After substituting the derivatives uy, uny and u., found from Eq.
(6) and its derivatives with respect to x and t into (7), one obtains
the determining equation
CoX® 4+ (x4 Lugx 4 (uuPx+ gE + u? E—2ux{ +ux((0)
—X(gT+8xE+8(Te+E)
— TP X—E P X + U(0)(CX? =Ly uUX—UE + X +XE QU+ XT L)
—xuy(0)(uxx +u)&(0)
— Tl X? — X2 Ul Ty —Urle &y X — U E X
+ Ul X(CuX—TeuX + Tulh(0)X— X+ Ey)
+u(Ex+ Cxux2 _5_Ttxxz —27T,X(g+ u2)
+u(0)x(2T U—XTy))
+UEX(Ty—XTo) + XU (0)(T—T(0)) (X + 1) + Ugx*(Euu(0)—E )

— U2 Uy Ty X
— U2 Eyy X2 A XU (X(TU(0) + {(0) + L)) —ExX—E,
—2&,8 =26, u* +2&,uu(0)) = 0. ®)

Here
T1(Q)="7(t,0,u(t,0), &(0)=<E(t,0,u(t,0)),

Ux(0) = ux(t,0).

g(o) = C(tvovu(tvo)))
ur(0) = ug(t,0),

Differentiating the determining Eq. (8) with respect to uy, t, and
then with respect to u, and u,, one gets

T,=0, 17x=0, £,=0, & =0.
Hence,

T=1(t), {=LX),

and

7(0)=T.

Differentiating the determining equation with respect to u,, and
then u,, one finds

(:uu = O,
or
{tx,u) = ulq (8,%)+{o(t,x).

The coefficient with u,uy(0) in the determining Eq. (8) gives
£(0) = 0. Continuing splitting the determining Eq. (8) with respect
to u,, and then uy, one finds

Li(tx) = —xTE@) +L10(D).
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Hence,

{(0) = {(£,0) = u(0)(C10(t)—&'(0)) +Lo(t,0).

The coefficient with u,u(0) leads to the condition
C1o=—T1c+£(0).

Differentiating the determining equation with respect to u twice,
one has

_ é !
=2:-¢(0).

The general solution of this equation is

& =x(C1X+Co).

Equating the coefficient with u, to zero, one derives

Tee(t) = {o(t,0).

The coefficient with u(0) in the determining Eq. (8) gives

xCox+{o=0.

This equation only has one solution which is non-singular at x=0

{otx)=0

Hence, {y(t,0) =0, and

T=0Ct+C3.

The remaining part of the determining Eq. (8) becomes

8i(Cat+C3) +x8x(C1X+Co) = —28(C1X+C2). (©)]
Thus, the admitted generator has the form

X =CoXg+C1X1+C2X5+C3X3,

where

Xo =X0y, X1 =2Xx(X0x—Udy), X =~to—uod,, Xs=o. (10)

The values of the constants cg, ¢y, ¢, c3 and relations between
them depend on the function g(t,x).
The trivial case of the function

g=0,

satisfies Eq. (9), and corresponds to the case of the spatially
homogeneous and isotropic Boltzmann equation without a source
term. In this case, using its Fourier image (1) withq(y;t) =0, the
complete group classification of the Boltzmann equation was

carried out in [2,14]. The four-dimensional Lie algebra
L*={Yy, Y,, Y3, Y4} spanned by the generators
YO =y8y, Y1 =y(p9w, Y2 = taﬁ(paq,, Y3 = 6[, (1 1)

defines the complete admitted Lie group G* of (1). There are direct
relations between the generators (10) and (11).

Indeed, since the functions ¢(y,t) and u(x,t) are related through
the moments M,(t) (n=0,1,2,...), it is sufficient to check that the
transformations of moments defined through these functions
coincide.

Let us consider the transformations corresponding to the
generators Yy and Xp

Yo=ydy :t=t, y=ye', p=0,

Xo=x0x:t=t, X=xe% U=u.

The transformed functions are @F,f)=q@Fe %f) and
Ux,t) =uXe 9,t). The transformations of moments are, respec-
tively,

Vi (F " .0 0" pye .0
Ma(®) = (-1 &2 — e 0
O=1 - i O,
=" e‘”“ = e "M, (E),

o"u(xe=9,t)

Mu(t) =n! = =e "p| (O t) = e "M,(F).

k=0
Hence, one can see that the transformations of moments defined
through the functions ¢(y,t) and u(x,t) coincide.

The Lie groups of transformations corresponding to the gen-

erators Y; and X; are
Y1 :yq)a(,, t= t, y:y, @: (p@ya,

= _ X
X1 =X(X0x—udy) :t=t, X= s
1 ( X u) 1—ax

U= (1-ax)u.

These transformations map the functions ¢@(y,t) and u(x,t) to
Py.H=e"py ) and uUREI)=>1/1+ax)ux/(1+ax)). The
transformations of moments are, respectively,

DPTH " F.D)
Mh® =105 = o

[y =
0 n -
=(=1" 0,t),
(G ) oper

IR, o (1
=nl—" =nl—|+7=
n(t)=mn! X" |g=o0 " (H—aiu( "1+ax )>\i:0.

Using computer symbolic calculations on Reduce [17] one can
check that these transformations of moments also coincide.

The Lie groups of transformations corresponding to the gen-
erators Y, and X, are

—a

Yo =t0—q@o, :t=te?, y=y, @=qpe"

Xy, =to—uody, :t=te?, X=x, uU=ue "

These transformations map the functions ¢(y,t) and u(x,t) to
@y,t)y=e @y, te % and uR,t)=e %u(x,te?. The transforma-
tions of moments are, respectively,

"P(,1) n,—a0"Qy.te"%)
Mofy= (-1l 200 (qyee @0l
”y F=o0 " y-o
=(= 1)“e*" (O te™®) = My(te "e™?,
11(v a
M (F) = n' Lf()ri ,0) —nle _O"ux,te %)
x=0 ox" x=0

= n!e‘ﬂ @ (O,fe*”) =M,(te"%e™".

The case where the transformations of moments correspond-
ing to the generators Y3 = ¢; and X3 = 6; coincide is trivial. These
direct relations between the Lie algebras confirm correctness of
our calculations.

4. Comparison with algebra [1]

Using the variables of the present paper, let us formulate the
results of [1]. The admitted generator obtained in [1] has the form

Zg = T(t)(06r—Mo(£)udy) + oudy + (Y —O)X(XOx —Udy ) —yXx, 12)

where

t t
mo(t) = /0 Mo(t) dt’, r(t):(ﬁffx /0 e~Mo®) dt’)em"(”,

o, B, v and o are constant. The function g(t,x) has to satisfy the
equation

0; 0,
T 2 +XXO=0) =) o = —20y=0)+ Mo(D)T (D). (13)

Since My(t) is unknown, comparison of our results is only possible
for g = 0. Moreover, in contrast to Eq. (9), the source function g(t,x) in
(13) as a solution of Eq. (13) depends on the function My(t), whereas
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the function My(t) also depends on the source function. This makes
Eq. (13) non-local and very complicated.

Comparing the operator Z, for g=0 with (10), one obtains that
the part related with the constants y and J coincides with the
result of the present paper, whereas the part related with the
constants o and f is completely different. Indeed, in this case Eq.
(13) is satisfied identically, Mq(t) = Mo(0), and for

Mo(0) # 0 : mg(t) = tMo(0), T(t) = fe™M©@ 4 7 )(1 —etMo(®)

Mop(0)=0:mg(t)=0, t(t)= ﬁ*O(f.

The admitted generator (13) becomes

Mp(0)#0:Zo = (ﬂ— )etMU(O)(at—Mo(O)Uau)

Mo(O)

M (0)6[4-()) 0)X(XOx—UBy)—7X0x,

My(0) =0 : Zg = fOr—o(tor—Udy) + (Y —0)X(XOx— Uy ) —XOx.

One can see that our results only coincide with [1] for My(0) = 0.
The case My(0) =0 corresponds to a gas with zero density which
is not realistic. For My(0) # 0, the coefficient with the exponent
e™Mo© plays a crucial role. This coefficient only vanishes for

o= Mo(0)f. (14

In this case the admitted Lie algebra found in [1] is a proper
subalgebra of the Lie algebra defined by the generators (10). Thus,
all invariant solutions with (a,f,7,0) = (Mo(0)f,[3,7,0) considered
in [1] are particular cases of invariant solutions obtained in [2,4].
In particular, the well-known BKW-solution is an invariant solu-
tion with respect to the generator Ygw = c(Y1—Yo)+ Ys. In the Lie
algebra (10) this solution is related with the generator
Xpxw = c(X1—Xo)+X3. Other classes of invariant solutions studied
in [1] correspond to (14) with the particular choice f =

5. On equivalence transformations of the generating function
equation

For the group classification one needs to know equivalence
transformations. Let us find some of them using-the generators
(10) and considering their transformations of the left hand side of
Eq. (6)

Lu = XU + U —u? + u(0)(Xux + ).

The transformations corresponding to the generator Xg = X0y
map a function u(t,x) into the function

ut,x)=u(t,xe ),
where a is the group parameter. Hence,
2

oxot

2
M ——(t,X)+ —(t X)—u?(t,x)+u(t,0) (x—(t X)+u(t, x))

[u=x (t X)+ ,(t X)—T2(F,%) +(E, 0)(xa—_(t X)+U(E, x))
6x6t

One can check that the Lie group of transformations

g=g,

is an equivalence Lie group of Eq. (6).

Similarly, one derives that the transformations corresponding
to the generator X3 = o; define the equivalence Lie group

t=t, Xx=xe U=u,

t=t+a, X=x, U=u, g=g

The transformations corresponding to the generator X, = to;—
ud, map a function u(t,x) into the function

U, x) =e "u(te *.x).

Hence,

[u= x@(t X)+ —(t X)—11°(£,%)+1(F,0) (;7% (€X) +ﬁ(f,>7)>

=e 20 <xa— %)+

1,2
oxot t(t'x) w0

au
+u(t,0) (x P (t,x)+ u(t,x)) > .

One can conclude that the transformations

—2a

t=t, x=xe", U=u, g=ge

x|

compose an equivalence Lie group of Eq. (6).
The transformations corresponding to the
X1 =x(x0x—ud,) map a function u(t,x) into the function

. 1 _ X
o= 4 <t1+ux)

Hence,

generator

o*u

um+—a@*%@

oxot

+U(E,0) <z =0 +ﬁ(f,i)>

_ _ 2
=( ax)( Oxot

+u(t,0) <x i—u (t,x)+ u(t.x)) > ,
oX

—(t X)—U (tx)

and the transformations
X

T —(1_ 2
o’ g=(1-ax)g,

t=t¢,

x|

u=(1-ax)u,

compose an equivalence Lie group of transformations.
Thus, it has been shown that the Lie group corresponding to

the generators
X§ =x0x, X§ =Xx(x0x—udy—280g), X4 =to;—ud,—2g0;, X§ =20,

is an equivalence Lie group of Eq. (6).

6. Group classification

Group classification of Eq. (6) is performed with respect to the
equivalence transformations considered above.
Eq. (9) can be rewritten in the form

cohg+c1hy+c3hy +c3hs =0, (15)
where
ho =xg., hi=x(xg+2g), hy=tg+2g, h3=g;. (16)

For the classification of all possibilities, it is convenient to
consider the functions h;, (i=0,1,2,3) as coordinates of the four-
dimensional vector

V= (ho,h],thh3)4

The analysis of the relations between the constants co, ¢1, ¢; and ¢3
follows the algorithm developed for the gas dynamics equations
[18]: one analyzes the vector space Span(V), where the set V
consists of the vectors v with t and x are changed. This algorithm
allows one to study all possible admitted Lie algebras of Eq. (6)
without omission.

First of all, if the function g(t,x) is such that changing t and x,
one can find four linear independent vectors v, then Eq. (15) can
only be satisfied in the case

COZO, C]:O, C2=0, C3=0.



1018 Yu.N. Grigoriev, S.V. Meleshko / International Journal of Non-Linear Mechanics 47 (2012) 1014-1019

In this case Eq. (6) does not admit a Lie group. Hence, for the
existence of an admitted Lie group one needs to study
dim(Span(V)) < 3.

Another trivial case is dim(Span(V))=0. One can derive that
dim(Span(V)) =0 if and only if g=0. Indeed, if g=0, then v=0.
Conversely, if dim(Span(V)) =0, then the vector v = (hg,hq,hy,h3) is
constant with t and x are changed. This leads to the function
g=0.

Further study deals with 1 < dim(Span(V)) < 3.
6.1. Case dim(Span(V))=1

In this case there is a constant vector
(.4,7,0) #0,
such that
ho =op,

hy=pp, hy=yp, h3=0p, 17)

where p(t,x) # 0 is some function which is not constant. Sub-
stituting (16) into (17), one obtains that

g=p(y-t0)/2,

and

P—(o+pP)x+tx0 =0, p(y—t0)=3ph, xp,(y—tl)=2po.
Hence,

p=0 0=0, y=—-a#0, p,=0, xp,=-2p.

In this case one derives that g(t,x) = gx 2, where ¢ # 0 is constant.
Eq. (9) becomes

Cy =Cp.
Thus, for the function g = gx~2 the admitted generators are
Xo+X2, X1, Xs.

For constructing all invariant solutions related with the Lie
algebra {Xo+X3,X1,X3} one needs to have an optimal system of
subalgebras. Using the commutator table

| Xo+Xa X1 X3
Xo+X> 0 X1 —X3
X1 —Xi 0 0
X3 X3 0 0

one obtains the inner automorphisms [18]

Ay 1 X =X1€a‘, X3 =X3€7a‘,

X : )21 =X1—ayy,

X3 : X3 =X3+0azy,

where only the transformed coordinates are presented, and y is
used for the coordinate corresponding to the generator Xg+X5.
Hence, an optimal system of subalgebras consists of the subalge-
bras

Xo+Xa2}, {(X1+X3}, (X1}, (X3}
Here the involution
E: )?] = —X1,

corresponding to the change x— —x was also applied.
The representations of the invariant solutions are

X0+X2:u:%(p(z), z:%,
X1+ X3 :u=xt+1)p(2) z—L
1+X3: U= p(2), =X+l

1
Xi:u= ;qo(z), z=t,

X3:u=@2), z=x

Substituting these representations into Eq. (6), one obtains the
reduced equations

Xo+Xz 1 220" =22 (0(0)-3)¢' +Z° p(p—(0)+1) = —q,
Xi+X3: 29" +2°(4z—p(0)¢’' +Z>p(2z+ p—p(0)) = —q,

X3 : Z2p0)¢'—Z* p(p—p(0)) =q.

Notice that since u(0) is not defined for the representation of an
invariant solution corresponding to the subalgebra {X;}, there is
no reduced equation for this subalgebra.

6.2. Case dim(Span(V)) =2

In this case there are two constant vectors (o, f3;,7;,0;) (i=1,2)
and functions p;(t,x) such that p;p, #0,

oo By 0
rank<x; ;),; jl 0;) =2, (18)
and
V= P01, 1,71,01) + D202, B2,72,62).
The last equation leads to the conditions
&=31(71—101)+pa(y,—t62)),
P1(B1=( +7)x+ 0180 +Po(By = (02 + )X+ 02t%) =0,
Pie(t01—71)+ P2 (t02=72)+3p101+3p,02 =0,

P1X(E01 =)+ Do X(t82 —)2) + 2Py 01 +2p,02 = 0. (19)
Notice that fi;— (a1 +71)X+01tx # 0, because otherwise condition
(18) is violated. Hence,
py & LpyBam(0a+ 79X+ 051X

! 2Bi— (o +y)x+0,tx

and the remaining equations in (19) compose an overdetermined
system of equations for the function p,(t,x). Since the analysis of
compatibility-of this system is cumbersome (although is not
complicated), we omit it here. After finding the function g(t,x),
and substituting this function into Eq. (9), one finds relations
between the constants co, cq, ¢; and c3 as it demonstrated for the
dim(Span(V)) =1.

6.3. Case dim(Span(V))=3

Analysis of this case differs from the previous case using a
single constant vector

(o, 8,,0) #0,
which is orthogonal to the set V
h0d+h]ﬁ+h2'y+h39=0. (20)

Substituting (16) into (20), one obtains a first-order partial
differential equation which has the characteristic system of
equations

e dx dg
Pt+y  x(ox+0)  —2g(ox+f)’

As in the previous case, a solution of Eq. (20) depends on the
values of o,f,y and 6, and after finding the function g(t,x), and
substituting it into Eq. (9), one finds relations between the
constants co, C1, C2 and cs.
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7. Conclusion

The present paper deals with the group classification of Eq. (6)
which, by the presence of the term u(0), differs from a partial
differential equation. The method developed for equations with
non-local terms [2-4] was applied in the present paper. The result
obtained matches with [2,14], and is essentially different in
comparison with [1]. It is also worth to notice that after obtaining
the function g(t,x), one has to coordinate it with the source term
of the original Boltzmann equation. Only then the invariant
solutions of the spatially homogeneous and isotropic Boltzmann
equation with isotropic scattering model can be considered.
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Lie symmetries of the spatially homogeneous and isotropic Boltzmann equation
with sources were first studied by Nonnenmacher (1984). In fact, he consid-
ered the associated equations for the generating function of the power moments
of the unknown distribution function. However, it was not taken into account
that this equation is still a nonlocal partial differential equation. In the present
paper their Lie symmetries are studied using the original approach developed
by Grigoriev and Meleshko (1986) for group analysis of equations with nonlo-
cal operators, which allows us to correct Nonnenmacher’s results. The group
classification with respect to sources is carried out for the equations under
consideration using the algebraic method.

1 Introduction

The Boltzmann kinetic equation is the basis of the classical kinetic theory of
rarefied gases. Considerable interest in the study of the Boltzmann equation
was always the search for exact (invariant) solutions directly associated with the
fundamental properties of the equation. After the studies of the class of the local
Maxwellians [3,4,11] new classes of invariant solutions were constructed in the
1960s in [13-15]. A decade later the BKW-solution was almost simultaneously
derived in [1] and in [10]. Contrary to the Maxwellians, the Boltzmann collision
integral does not vanish for this solution. The discovery of the BKW-solution
stimulated a great splash of studies of exact solutions of various kinetic equations.
However, the progress at that time was really limited to the construction of BKW-
type solutions for different simplified models of the Boltzmann equation®.

!See [5] for the review.
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The Boltzmann equation is an integro-differential equation. Whereas the clas-
sical group analysis method has been developed for studying partial differential
equations, the main obstacle for applying group analysis to integro-differential
equations comes from presence of nonlocal integral operators. The direct group
analysis for equations with nonlocal operators was worked out and successfully
used in [6,7,12]. In particular, a complete group classification of the spatially
homogeneous and isotropic Boltzmann equation without sources was obtained
in [7,8].

One of the alternative approaches for studying solutions of the Boltzmann
equation, by transition to an equation for a moment generating function, was
first considered in [10]. The BKW-solution was obtained there. In [16], such
an approach was applied to the spatially homogeneous and isotropic Boltzmann
equation with sources. The author of [16] used the group analysis method for
studying solutions of the equation for the generating function. However, it was
not taken into account that this equation is still a nonlocal one. In the present
paper we use our method [7,8] to amend the results of [16]. A group classification
of the equation for a moment generating function with respect to a source function
is obtained.

2 General equations

The Fourier image of the spatially homogeneous and isotropic Boltzmann equation
with sources has the form [1]

1
ot(y,t) + @y, 1)e(0,1) = /0 e(ys, )p(y(l = s),1) ds + 4(y, ). (1)

Here the function ¢(y,¢)"is related with the Fourier transform @(k,t) of the
isotropic distribution function .f (v,t) by the formulae

o(k?/2,t) = p(k,t) = 4% /Ooovsin(k‘v)f(v,t) dv.

The function §(y,t) is defined by the Fourier transform of the source function
q(v,t) in a similar way:

4

q(k*/2,t) = 4(k,t) = - /Ooo vsin(kv)q(v, t) dv.

The inverse Fourier transform of @(k,t) gives the distribution function

flu,t) = im /000 ksin(kv)p(k,t) dk.

v

Normalized moments of the distribution function are introduced by the formulae

_ 4m * 2n+2 _
Mn(t)—(2n+1)”/0 F 00 2dy, n=0,1,2.... @)
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Following [2], one can obtain a system of equations for the moments (2) from (1).
It is sufficient to substitute the expansions in power series

ol 1) = ML ) = S w0 L,
n=0 ’ n=0 '
into (1), where
1

o
qn(t) = (2n+1)”47r/0 q(v, > 2dv, n=0,1,2,...,

are the normalized moments of the source function. As a result, one derives the
moment system considered in [16]:

dﬂé’;(t) + M ()Mo (1) = —

Z A'Jk:(t)ﬂfrz/—k:<t) +aqn (t) (3)
k=0

n—+1

For q(v,t) = 0 this system was derived in [10] in a very complicated way.
Let us define moment generation functions for the distribution function f(v,t)
and for the source function ¢(v,t):

Gw,t) =D Ww"M,(t),  Sw,8)=> w"q(t).
n=0 n=0

Multiplying equations (3) by w™, and summing over all n, one obtains for G(w, t)
the equation

82(wG) I(w@) % % A(wS)
atow T M) T (4)
Here the obvious relations are used
= n ToWG) & n _ O(w9)
30+ DM (0) 50 D Dl = S5,
D w™ Y  Mi(t)Mn_y(t) = G2
n=0 k=0

In contrast to the case of homogeneous relaxation with g(v,t) = 0, the gas density
My (t) = ¢(0,1) is not constant. From equation (3) for n = 0 one can obtain

Mo(®) = [ ot + y(0)
0
Notice also that
My(t) = G(t,0). (5)

This is the reason why equation (4) has a nonlocal term. This fact was not taken
into account in [16] in the process of finding an admitted Lie group. The lack of
this condition can lead to incorrect admitted Lie groups. In the present paper
this omission is corrected.
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3 Admitted Lie algebra of the equation
for the generating function

Equation (4) is conveniently rewritten in the form
(zur)e = u? + u(0)(zu)s = g, (6)

where u(0) = u(t,0). Here w =z, G = w and (wS), = ¢.

As mentioned, because of the presence of the term u(0), equation (6) is not
a partial differential equation. Therefore, the classical group analysis method
cannot be applied to this equation. A method that can be used for such equations
with nonlocal terms was developed in [6,7,12]. In this section the latter method
is applied for finding an admitted Lie group of equation (6).

Admitted generators are sought in the form

X =71(t,x,u)0 + &(t, x,u)0y + ((t, z,1)0,.
According to the algorithm [6,7,12], the determining equation for equation (6) is

where

Y(t,z) =t zyu(t,x)) = u(t,x) (6, 2, ul(t, ©)) — u (¢, 2)E(E, z, u(t, x)),
$(0) =1(2,0).

After substituting the derivatives gy, Uy, and uy, found-from equation (6) and its
derivatives with respect to.m and ¢ into (7), one obtains‘the determining equation

Co®? + G + Cugr + Guu g€ HPE 20 + vz (0)

— 2 (gem + g2€ + 9(1e + &) — TPz — EpuPa — 2ug (0) (ugr + ©w)€(0)
+ u(0)(Ger® — Cuua — u + x¢ + xépu + 2Tiu) — Tpupr® — T U uyTy
— Ut — Upa&i® + Ut (Cuut — Tru® + Tuti(0)T — Epu + &u)
+ g (€ + Cou®® — € — T2? = 27,2(g + u?) + u(0)2(2Tu — iz
+ u?x(Tu — 2Ty) + 2w (0) (7 — 7(0)) (upz + u) + u§m2(§uu(0) — &)
+ 2ug (2(Tu(0) + ¢(0) + () — &at — & — 26ug — 26uu” + 28, uu(0))

2 2 2 2
— U Ug Ty ™ — Uy €™ = 0.

(8)

Here

T(O) = (t’ 0, u(tv O))a 5(0 = €(t7 0, u(tv O))v 4(0) = C(ta 0, u(ta 0))7
ut(0) = we(t,0),  uz(0) = ug(t,0).
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Differentiating the determining equation (8) with respect to uy, uz,, and then
with respect to u; and u,, one gets 7, =0, 7, =0, &, = 0, & = 0. Therefore,

T=7(t), &=¢@),

and hence 7(0) = 7. Differentiating the determining equation with respect to u,
and then ug, one finds (u,, = 0, i.e.,

C(t,z,u) = uli(t,z) + (o(t, ).

The coefficient with u;u,(0) in the determining equation (8) gives £(0) = 0.
Continuing splitting the determining equation (8) with respect to u; and then
with respect to u,, one finds

Gt x) = —2 7 2(z) + Cio(t).

Hence ¢(0) = ((¢,0) = u(0)(Ci0(t) — £'(0)) + ¢o(t,0). The coefficient with u,u(0)
leads to the condition

Differentiating the determining equation with respect to u twice, one has

§
= 2= —¢(0).
£ =25 —£(0)

The general solution of this equation is
& =z(c1z + ¢).

Equating the coefficient swvith u, to zero, one derives 74(t) = (o(¢,0). The coeffi-
cient with «(0) in the detérmining equation (8) gives #(y, + (o = 0. This equation
has a unique solution which ‘is/nensingular at: z =0,

Co(t, ) = 0.
Therefore, (4(¢,0) = 0 and
T = cot + c3.
The remaining part of the determining equation (8) becomes
gi(cat + ¢3) + zgu(c1z + o) = —2g(c17 + c2). (9)
Thus, each admitted generator has the form
X = coXo + 1 Xy + o Xo + c3X3,
where

Xo =20y, X1=ux(x0y—udy), Xo=1t0 —ud,, Xs=0. (10)
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The values of the constants cg, ¢1, co and c3 and relations between them depend
on the function ¢(¢,x).
The trivial case of the function

g=0

satisfies equation (9), and corresponds to the case of the spatially homogeneous
and isotropic Boltzmann equation without a source term. In this case, the com-
plete group classification of the Boltzmann equation was carried out in [7, 8] us-
ing its Fourier image (1) with ¢(y,t) = 0. The four-dimensional Lie algebra
L* = {Y1,Y3,Y3,Y,} spanned by the generators

Yo =90y, Y1 =yp0d,, Yo=10;—-p0d,, Y3=0 (11)

defines the complete admitted Lie group G* of (1). There are direct relations
between the generators (10) and (11).

Indeed, since the functions ¢(y, t) and u(x, t) are related through the moments
M,(t),n=0,1,2,..., it is sufficient to check that the transformations of moments
defined through these functions coincide.

Consider the transformations corresponding to the generators Yy and X,

¥

— a
T x u.

)
a
I

N
Il

I

e
The transformed functions are
@(gvf) = @(ge_aaf)’ ﬂ(iﬂ N u(a_je_a,f),

The transformations of moments are; respectively:

v nanﬁ(gv E) nan(p(ge_a? E)
(t) = (-1) I 5 (-1) 0T oo
— n —naan(p — —na .
=(—1)"e oy (0,t) = e "M, (t);
_ O"u(ze 1) e O U _
— N — na, 1= 7 _ na
M, (t) = n! 5 oo e Ml (0,t) = e " My (1).

Hence, one can see that the transformations of moments defined through the
functions ¢(y,t) and u(x,t) coincide.
The transformations corresponding to the generators Y7 and Xy,

|

=t Y=y, ©=pe’y

T

|

Y :ywaso:
X1 = x(x0y — udy): t=t,

, u=(1-ax)u,

8l
Il

1—ax
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act on the functions ¢(y,t) and u(x,t) and their moments in the following way:

_ _ T
5, 1) = ¥ (7, 1 i f—
o(7,t) = e"p(y,t), u(z,t)= 1+am (,1+am>,

M,(t) = (‘Un(%;zgf)wo =& leo

(g +e) ¢) 0D

- o"u(z,t) o 1 T
M, =nl—2"7 = pl
n(f) =n OT™  |z=0 " 9an (1 +a3:u(t’ 1 +am>)x:0’

respectively. Using computer symbolic calculations with REDUCE [9] one can check
that these transformations of moments also coincide.
The vector fields Yo and Xy generate the following transformations:

—a.
pe

ue ¢,

N
Il

bl
©

Y2 = t&t — (,08502 t= t(ja,
Xo =10y —udy: t=te",

Y
Il

K
Il

Z,

which map the functions p(y, t) and u(z, ) to the functions @(y,t) = e %p(y, te~*)
and u(Z,t) = e “u(T,te” "), respectively. The transformations of moments are

Mn(f) — (71)n8 @gyvﬂ = (-1)”6_(10 @(g_'/tei )
oy™ oy™
Y= =0 Yy |5=0

— (—1)"e S 2(0,0e ) = M (Te e %

d \
= n!e_aa—x:((), te” YN (e (e

The case where the transformations of moments corresponding to the genera-
tors Y3 = 9y and X3 = 0 coincide is trivial. These direct relations between the
Lie algebras confirm correctness of our calculations.

4 Comparison with results of [16]

Let us formulate the results of [16] using the variables of the present paper. The
admitted generator obtained in [16] has the form

Zg = 1(t) (0 — Mo(t)udy) + audy + (v — 0)x(x0y — udy) — Y0y, (12)

t t
0= [ Mle)dt, (o) (ﬁ o [ dt/) gmolt),
0 0

where
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a, B, v and § are constants. The function g(¢,x) has to satisfy the equation

(05 + (ol 5) - 1) 92 =
Since Mp(t) is unknown, comparison of our results is only possible for g = 0.
Moreover, in contrast to equation (9), the source function g(¢, ) in (13) as a solu-
tion of equation (13) depends on the function My(t), whereas the function My(t)
also depends on the source function. This makes equation (13) nonlocal and very
complicated.

Comparing the operator Z,; for ¢ = 0 with (10), one obtains that the part
related with the constants v and ¢ coincides with the result of the present pa-
per, whereas the part related with the constants o and 3 is completely different.
Indeed, in this case equation (13) is satisfied identically, My(t) = My(0), and for

=2 (z(y = 0) + Mo(t)7(t) — @) g (13)

Mo(0) #0:  mo(t) = tMy(0), 7(t) = BetMo(©) 1 M:( 0 (1 ~ etMD(O)) :

My(0) =0: mo(t) =0, 7(t)=p—at.
The admitted generator (13) becomes

Mo(0) #£0:  Zy = <B—ﬁ(0)

+ (’)/ — 5)1(167‘ — ua’u,) - ’Yl’az
My(0) =0:  Zy= L0y — atdy — udy) + (v =0)x(x0y — udy) — YTy

One can see that the above results coincide with [16] only for My(0) = 0. The
case Mp(0) = 0 corresponds to a gas with zero density which is not realistic. For
Mpy(0) # 0, the coefficient with the exponent e™0(0) plays a crucial role. This
coefficient only vanishes for

o = Mo(0)5. (14)

(67

Mo(0) O

) 6t1\fﬂ)(0) ((‘)t — ]\J()(O)Uau) +

In this case the admitted Lie algebra found in [16] is a proper subalgebra of the
Lie algebra defined by the generators (10). Thus, all invariant solutions with
(ar, B,7,0) = (Mo(0)8, 3,7, ) considered in [16] are particular cases of invariant
solutions obtained in [6,7]. In particular, the well-known BKW-solution is an
invariant solution with respect to the generator Ypxw = (Y1 —Yy)+Ys. In the Lie
algebra (10), this solution is related with the generator Xpxw = ¢(X1 — Xo) + Xs.
Other classes of invariant solutions studied in [16] correspond to (14) with the
particular choice of 5 = 0.

5 On equivalence transformations of the equation

for the generating function

For the group classification, one needs to know equivalence transformations. Let
us find some of them using the generators (10) and considering their transforma-
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tions of the left hand side of equation (6)
Lu = zug + up — u® + u(0) (zug + ).

The transformations corresponding to the generator Xy = 0, map a function
u(t, x) into the function

a(t,x) = u(t,Te™ ),

where a is the group parameter. Hence L@ = Lu. One can check that the Lie
group of transformations

t=t, T=uwze" u=u, g=g

is an equivalence Lie group of equation (6).
Similarly, one derives that the transformations corresponding to the generator
X3 = 0, define the equivalence Lie group:

t=t+a, T=xz, uU=u, §=g.

The transformations corresponding to the generator X9 = t0; —ud, map a func-
tion u(t, z) into the function

u(t,z) = e *u(te”*, 7).
Hence Lu = e 2%Lu. One can conclude that the transformations

—2a

|

— TN S - N
=t T=xe", U=u, (J=ge

compose an equivalence lie group of equation (6).
The transformations cerresponding to the generator. Xy = x(xd, — ud,) map
a function u(t, x) into the function

(6 7) = ———u (i, —~
u xTr) = u .
’ 1+ azx "1+ az

Hence L = (1 — ax)?Lu and the transformations

X

f=t, z= i=(1—-azx)u, g=1-az)’g

1—ax’

compose an equivalence Lie group of transformations.
Thus, it has been shown that the Lie group corresponding to the generators

Xo =20y, X{=uax(x0; —ud, —290,y), X5 =10 —u0,—290;, X35=20

is an equivalence Lie group of equation (6).
There are also two involutions corresponding to the changes

B z=—ux Ey: t=—t, 4= —u.
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6 Group classification

Group classification of equation (6) is carried out up to the equivalence transfor-
mations considered above.
Equation (9) can be rewritten in the form

coho + c1h1 + cahg + c3hy = 0, (15)
where
hO = XYz, hl = x(xgl‘ + 29)7 h2 = tgt + 297 h3 = Gt- (16)

One of the methods for analyzing relations between the constants cg, ¢1, co
and c3 is employing the algorithm developed for the gas dynamics equations [17]:
one analyzes the vector space Span(V'), where the set V' consists of the vectors

v = (ho, h1, he, h3)

with ¢t and z are varied. This algorithm allows one to study all possible admitted
Lie algebras of equation (6) without omission. Unfortunately, it is difficult to
implement.

In [20]? an algebraic algorithm for group classification was applied, which es-
sentially reduces this study to a simpler problem. Here we follow this algorithms?.
Observe here that because of the nonlinearity of the equivalence transformations
corresponding to the generator X7, it is difficult to select out equivalent cases
with respect to these transformations, whereas the algebraic algorithm does not
have such complication.

First we study the Lie algebra L4 composed by the generators Xy, X7, X9 and
X3. The commutator table is

Xo Xy Xo /X3
Xo 0 X7 O 0
X!/ -X7 O 0 0
X5 0 0 0 —X3
X3 0 0 X3 0

The inner automorphisms are

. kol - a
Ay:  T1 = xz1€%,
Ay: 21 =x1 + axg,
. A a
AQ. Ir3 = xr3€e,

Asz: 3= x3+ axy,

where only the changed coordinates are presented.

2See also references therein.
3The authors thank the anonymous referee for pointing to the possibility of applying to the
analysis of equation (15) the algorithm considered in [20].
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Second, one can notice that the results of using the equivalence transforma-
tions corresponding to the generators X§, X7, X§, X§ are similar to changing co-
ordinates of a generator X with regarding to the basis change. These changes are
similar to the inner automorphisms. Indeed, the coefficients of the generator X
are changed according to the relation [17]:

X = (Xt)0f + (X2)0; + (X1)0y.
Any generator X can be expressed as a linear combination of the basis generators:
20 X0 + 81X1 + 22 Xo + #3X3 = X0 + 21X1 + 22X + 73X, (17)
where
Xo =105, X1 =2(20; —udy), Xo=10;—udy, Xs3=0f

Using the invariance of a generator with respect to a change of the variables,
the basis generators X; (1 = 0,1,2,3) and X; (j = 0,1,2,3) in corresponding
equivalence transformations are related as follows

XS: Xo=Xo, Xi=e X, [ Xo=Xy, X3=Xz;
XS Xo=Xo+aX;, X =K1, 1Xo=X,, X3=Xs;
XS: Xo=Xo, X1 =X{; X3 = Xp, ] Xg.= e X3;

X5 Xo=ZXo, X=X, Xp=Xo+aXs, X3=Xs.

Substituting these relations into the identity (17), one obtains that the coordinates
of the generator X in the'basis Xy, X1, X9, X3 and in the basis Xg, Xl, Xg, Xg are
related similar to the changes defined by the inner automorphisms.

This observation allows us to 1ise an-optimal system of subalgebras of the Lie
algebra L, for studying equation (15). Construction of such optimal system is
not difficult. Moreover, it may be simplified if one notices that Ly = F € Fb,
where F} = {Xo, X1} and Fy» = {X2o, X3} are ideals of the Lie algebra Ly. This
decomposition gives possibility to apply a two-step algorithm [18,19]. The result
of construction of an optimal system of subalgebras is presented in Table 1.

Notice also that in constructing the optimal system of subalgebras we also used
transformations corresponding to the involutions E; and Fo:

E1Z .flz—l‘l; EQZ Zi‘3:—.1'3.

To obtain functions g(¢,x) using the optimal system of subalgebras one needs
to substitute the constants ¢; corresponding to the basis generators of a subalgebra
into equation (15), and solve the system of equations thus obtained. The result
of group classification is presented in Table 2, where o, 8 # 1,y # —2 and k are
constant, and the function ® is an arbitrary function of its argument.
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Table 1. Optimal system of subalgebras
Basis Basis
1| Xo, X1, Xo, X3 11 | Xo 4+ aXy, X3
2| Xo+aXg, X1, X3 | 12| Xo+ X3, Xj
3 Xo, X1, X3 13 X3, X1
4 Xo, X1, Xo 14 Xo, X1
5 Xo, Xo, X3 15 X9+ aXp
6 X9, X3 16 Xo+ X
7| Xo— Xo, X1+ X3 | 17 X3+ Xo
8 aXe —2Xp, X3 18 X3+ X,
9 X1+ Xo, X3 19 Xo
10 Xo, Xo 20 X4
21 X3
Table 2. Group classification
g(t,x) Generators g(t,x) Generators
1 0 Xo, X1; Xov X3 | 9 ka2 X1, X3
2 ko2 Xo + Xo; X3,X7 |10 t=20(xt™®) Xo + aXp
3| ka2(zt+1)* | Xy — Xo, Xy Xs | 11| @262 '®(te” ') | Xy + Xy
4 ka7 ~yXo — 2Xo, X3 12 O (Let) X3+ Xo
5| kz2ex XIE5X1, X3 13 | a2t +z71) X5+ X,
6 kt—2 Xo, X5 14 (1) Xo
7| ka226-1) X5 + BXo, X3 15 z2®(t) X
8 kx—2e2 X3+ Xo, X3 16 () X3
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Abstract A systematic application of the group analysis method for modeling fluids with internal inertia is
presented. The equations studied include models such as the nonlinear one-velocity model of a bubbly fluid
(with incompressible liquid phase) at small volume concentration of gas bubbles (Iordanski Zhurnal Prikladnoj
Mekhaniki i Tekhnitheskoj Fiziki 3, 102—111, 1960; Kogarko Dokl. AS USSR 137, 1331-1333, 1961; Wijnga-
arden J. Fluid Mech. 33, 465-474, 1968), and the dispersive shallow water model (Green and Naghdi J. Fluid
Mech. 78, 237-246, 1976; Salmon 1988). These models are obtained for special types of the potential function
W(p, p, S) (Gavrilyuk and Teshukov Continuum Mech. Thermodyn. 13, 365-382, 2001). The main feature
of the present paper is the study of the potential functions with Wg # 0. The group classification separates
these models into 73 different classes.

Keywords Group classification - Equivalence Lie group - Admitted Lie group - Fluids with internal inertia
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1 Introduction

Symmetry is a fundamental topic in many areas‘of physics.and mathematics [1-4]. Whereas group-theoretical
methods play a prominent role in modern theoretical physics, a systematic use of them in constructing models
of continuum mechanics has not been widely applied yet [5]. The present paper tries to help fill this niche.

This manuscript is focused on group classification of a class of dispersive models [6, see also references
therein]

o+ pdiviu) =0, pu+Vp=0, §=0,
SW oW 9 (oW OV (1)
p=p——-W=p\—— -\ ) -div\—=u))-W,
Sp ap ot \ dp ap

where t is time, V is the gradient operator with respect to space variables, p is the fluid density, u is the velocity
field, W(p, p, S) is a given potential, "dot” denotes the material time derivative: f = i—{ = f; +uV f and
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58—‘;/ denotes the variational derivative of W with respect to p at a fixed value of u. These models include the
nonlinear one-velocity model of a bubbly fluid (with incompressible liquid phase) at small volume concentra-
tion of gas bubbles [7-9], and the dispersive shallow water model [10,11]. Equation (1) were obtained in [6]
using the Lagrangian of the form

1 2 .

This is an example of a medium behavior dependent not only on thermodynamical variables but also on their
derivatives with respect to space and time. In this particular case, the potential function depends on the total
derivative of the density which reflects the dependence of the medium on its inertia. Another example of models
where the medium behavior depends on the derivatives is constructed in [12] by assuming that the Lagrangian
is of the form:

1 2

One of the methods for studying properties of differential equations is group analysis [1,2,13]. This method
is a basic method for constructing exact solutions of partial differential equations. A wide range of applications
of group analysis to partial differential equations are collected in [14—16]. Group analysis, besides facilitating
the construction of exact solutions, provides a regular procedure for mathematical modeling by classifying
differential equations with respect to arbitrary elements. This feature of group analysis is the fundamental
basis for mathematical modeling in the present paper.

An application of group analysis employs severalsteps. The first step is a group classification with respect
to arbitrary elements. An algorithm of the group classification is applied in case where a system of differential
equations has arbitrary elements in the form of undefined parameters and functions. This algorithm is necessary
since a specialization of the arbitrary elements can lead to an extension of admitted Lie groups. Group classifi-
cation selects the functions W (p, p, S) such that the fluid dynamics equations (1) possess additional symmetry
properties extending the kernel of admitted Lie groups. Algorithms of finding equivalence and admitted Lie
groups are particular parts of the algorithm of the group classification.

A complete group classification of Eq. (1), where W = W (p, p) is performed in [17] (one-dimensional
case) and [18] (three-dimensional case). Invariant solutions of some particular cases which are separated out
by the group classification are considered in [17-19]. Group classification of the class of models describing
the behavior of a dispersive continuum with ¢ = &(p, |[Vp|) was studied in [20]. It is also worth to notice
that the classical gas dynamics model corresponds to W = W (p, S).(or ¢ = €(p, S)). A complete group
classification of the gas dynamics equations was presented in [1]. Later, an exhausted program of studying the
models appeared in the group classificationiof the-gas dynamics equations was announced in [5]. Some results
of this program were summarized in [21].

The present paper is focused on the group classification of the one-dimensional equations of fluids (1),
where the function W = W(p, p, S) satisfies the conditions Wg;; = 0 and Wy # 0.

The paper is organized as follows. The following section studies the equivalence Lie group of transforma-
tions. The equivalence transformations are applied for simplifying the function W (p, p, S) in the process of
the classification. In Sect. 3, the defining equations of the admitted Lie group are presented. Analysis of these
equations separates Eq. (1) into equivalent classes. It should be noted that these classes are defined by the
function W (p, p, S). For convenience of the reader, this analysis is split into two parts. A complete study of
one particular case is given in Sect. 4. Analysis of the other cases is similar but cumbersome. A complete study
of the other cases is provided in Appendix. The result of the group classification of Eq. (1) where Wg;; =0
and Wy # 0 is summarized in Table 1. The admitted Lie algebras are also presented in this table.

2 Equivalence Lie group

For finding an equivalence Lie group, the algorithm described in [22,23] is applied. This algorithm differs
from the classical one [1] by assuming dependence of all coefficients from all variables including the arbitrary
elements. Since the function W depends on the derivatives of the dependent variables and in order to simplify
the process of finding an equivalence Lie group, new dependent variables are introduced:

u3=p, us=>=_S.
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Here, uy = p, up = u, u3 = pand ug = S, x; = x, xp = t. An infinitesimal operator X¢ of the
equivalence Lie group is sought in the form [23]

X =€y + "0, + " ow,

where all the coefficients Ei, ¢, i =1,2; j=1,2,3,4) and ;W are functions of the variables x, ¢, p,
u, p, S, W. Hereafter, a sum over repeated indices is implied. The coefficients of the prolonged operator are
obtained by using the prolongation formulae:

fuﬂ'i = D{¢" —up1D{§* —upaDE", (i =1,2),
D1 =0y + uﬂ,lauﬂ + (px Wa,l + ox Wa,Z + SxWa,3)aWa,
D; =0 + uﬂ,Zauﬂ + (pt Wa,l + 0 Wa,Z + StWoz,?))aWav

where o = («1, @2, @3) and 8 = (B, f2) are multi-indexes («; > 0), (8; > 0)
(a1, 02,03), 1 = (a1 + 1,02, 3), (a1.00,3),2 = (a1, 00+ 1,03), (a1,00,3),3 = (a1, 02,03 +1)
(B1,B2). 1 =(B1+ 1,82, (B1.B2).2=(B1, B+ 1)

ab1+P2y, gty
Uprp) = 5 Brgbr, @) T 5 e e

The conditions that W does not depend on 7, x and u give

u X; u u

, 174 w .
Git =0, 61 =0, §3=0,¢°=0, =0, *=0, ¢ =0,¢; =0 (=12).
Using these relations, the prolongation formulae for the coefficients ¢ "« become:

gWai = DeeWe — Wy DE¢™ = WoaDEE™S = Wy 3DEE™, (i = 1,2),
Df =0y + Wy, 10w, D; = a/) + Wy 00w, D§ = 05 + Wy 30w,

For constructing the determining equations and for their solution, the symbolic computer Reduce [24] program
was applied. Calculations give the following basis of generators ofithe equivalence Lie group

X¢ =0y, X§=0, X§ =10, + 3, X§=10+xd,,
X§ =13, +2pd, — udy, Xg = dw, X§ = —ud, + pd, — Wow + 13,
X5 = pe(S)dw. X§ = pg(p. Hdw. Xio=h(S)ds.

where the functions g(p, S), ¢(S) and h(S) are arbitrary. Here, only the essential part of the operators X7, (i =
5,6,...,10) is written.

Since the equivalence transformations corresponding to the operators X§, X¢, X7, Xg, Xg and X{, are
applied for simplifying the function W in the process of the group classification, let us present these trans-
formations. Because the function W depends on p, p and S only, the transformations of these variables are
presented:

X¢:p' = pe*, p=p, S =8 W = W;

X¢:p =p, o=p, S=S W = We 22,
XS:p ' =pet, p=p, §=S§ W =W +a;
Xg:p'=p, p=p §=S§ W' = pp(S)a + W;
X5:p' =p, p=p S=S W' =pg(p, Sa+ W
X{o: 0 =p, o =p, S=q(S,a) W=W;

Here, a is the group parameter.
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3 Defining equations of the admitted Lie group
An admitted generator X is sought in the form
X =80 +£'9 + P9, + 0“0, + ¢ 0.
where the coefficients £, &7, ¢°, ¢¥, {S are functions of (x, ¢, p, u, §). Calculations showed that

E% = (kat + k3)x + kat + ks, &' =kat?® + (ki + 2k3)t + k7.
$P = plhkg — kat), ¢" = ko(—ut + x) — u(ky + k3) + ka,

5 =59,

ka(B3Wppp + Wippp +3W;s5) =0, 2)

—3W,0'/35,(3§:9+3W/3‘5,.5,[)2(k1 + 2k3 — kg) — 3W; 50 0ks 3)
+3Ws50Q2kz — kg) — pka(BWy5 + Wyppp) =0,

ka(Woppp o0 — Wpppp + 3prﬁ/5/32 — Woppp + Wpp) =0, 4)

gsp(prS — Woppsp) — prp,éppsz — Woppo0 2kt + 2k3 + kg)

+Woppp0% 00kt +2ks — kg) + W,ppp2ks + W p(2ky + 2k3 + ks) 5)

+k2,(')(prpp,02 +S5Wsppp +3Wsp) =0,

ks (Wppssp® = 3Wppspp +3Wpsp567p — 3Wapsp” - 3Wpsp — Wppsp® +3W,osp —3Ws) =0, (6)
~Wop5500%ks — 2Wpss00ki — 2W, 550 pks + Wapgsopks + W ps06%0(2ks + ki — ks)
-I-W/j/,s,(‘)z(kg — ki — 2k3) + Wpsp(2ky + 2k3 — kg) + prs,ozkg + Wosp(2ky + 2k3 — kg)
+Ws (kg — 2ki — 2k3) + ppka(Wppp50 + 3Wps) 4 ¢35 (=Wosspp + Wsp + Wosp — Ws)
+05(=Wppsspp + Wpssp + Wossp — Wss) = 0,

)

where k;, (i = 1,2,...,8) are constant. The determining Eqs. (2)—(7) define the kernel of admitted Lie
algebras and its extensions. The kernel of admitted Lie algebras is determined for all functions W (p, p, S)
and it consists of the generators

Y4 =0y, Y5=10;, Ye =10+ 0.

Extensions of the kernel depend on the value of the function W(p, p0,§). They can only be operators of the
form

ki X1+ kiXpok kyXa HhkgXs 4505,
where

X1 =13 — ud, — pd;,
Xo = 129, + txdy + (x — ut)d, — tpd, — (p + 3tp)d,
X3 =210 +x0x —udy —3p03; — pdp,

Xg = pd, + p0;.

Since the function W (p, ¢, S) depends on p, the term with 9 is also presented in the generators.
Relations between the constants k;, ka2, k3, kg and £5(S) depend on the function W (p, p, §).

4 Caseky #0
If k» # 0, then Eq. (2) gives

3Wipphp + Woppep +3Ws, = 0.
The general solution of this equation is

W(p, p,S) = p3g(z,S) +¢o(p, S), (8)
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where z = pp 3. Substituting (8) into (4), one obtains

POopp — P0pp = 0.

The general solution of this equation is

90 = P 1(S) + pI(S) + J (5, ()]

where without loss of the generality by virtue of the equivalence transformation corresponding to the operator
Xg, it can be assumed that 1 (S) = 0. Equation (6) gives that J" = 0. By virtue of the equivalence transforma-
tion corresponding to X%, it can also be assumed that / = 0. Substituting the obtained W into (3) and splitting

it with respect to p, one obtains g.., = 0 or g = ¢»(S)z?, where @5 # 0. It should be noted that the linear part
of the function ¢; is also omitted because of the equivalence transformations corresponding to the generator
X§. The remaining part of Eq. (3) becomes

9h¢S — 205 (ks + ks) = 0. (10)
If ¢) = 0or ¢y =¢q # 0, then k3 = —kg and Eq. (5) becomes
WS 4+ 2k = 0. (11)

For i/ = 0, the function W does not depend on S. Since this case has been studied in [17], itis excluded from
further study in the present paper. Thus, one has to assume that ;' # 0. From (11), one gets ¢S = —2kq /.

Changing the entropy S = w1 (S), one has
g il T
and the extension of the kernel is given by the generators
X{—250;. X2, X3— Xs.

In the final Table 1, this is model M|, where the tilde sign is omitted.
If goé # 0, then from (3) and (10), one obtains

¢S = 222 (ks + kg),

2
W o2 (k3 5 J&) Ao (ki o k5 5 Ks) = 0. (12)
If i # O then, the last equation defines
/
ki = —(ks + ks) (1+’“”?). (13)
a2
Differentiation (13) with respect to S gives
W '
(ks + kg) ( £ ) ~0. (14)
MYy
M/<P2 / k . .
If (—) = 0or u = q1¢;, then the general solution of Egs. (2)—(7) is
ne,

22
e P s
W(p,,O,S):FS+q1p3Sk,

where S = ¢(S). The extension of the kernel is given by the generators
X2, X3—Xs, Xs— (k+1X; +250;.
In the final Table 1, this is model M».



120 P. Siriwat, S. V. Meleshko

wer
95

If ( ) # 0, then the general solution of Egs. (2)—(7) is

-2
o P 3 3
W(p,p,S) = ;S+p3u<8), (i # q155),

and the extension of the kernel is given by the generators

X, X3— Xg.
In the final Table 1, this is model M3.
If u = 0, then
i
W(pv pa S) = FS’

and the extension of the kernel is given by the generators
X1, X2, X3+ X3, Xg+ 2335.
In the final Table 1, this is model M.

Remark The last two cases do not satisfy the restriction Wy ;s # 0 announced in the title. For the case where
ky # 0, it is not necessary to separate the study intosthe cases Wj,5 7 0 and W35 = 0. Whereas for the
analysis of the case where k» = 0, one needs to make this separation.

5 Results of the group classification

The result of the group classification of Eq. (1) is summarized in Table 1. The linear part with respect to p of
the function W (p, p, §) is omitted. The equivalence transformation corresponding to the operator X{ is also
used. This transformation allows one to simplify the dependence on entropy of the function W (p, p, S).

The first column in Table 1 presents the number of the extension, forms of the function W (p, p, S) are
presented in the second column, extensions of the kernel of admitted Lie algebras are given in the third column,
restrictions for functions and constants are in the fourth column.

Table 1 Group classification

Wp, p, S) Extensions Remarks
M qop3p% + p3S X1 — 2835, X2, X3—Xs
M, P3PS + qip3S* X2, X3—Xs, Xg— (k+ DXy + 289
M; P3PS + pPu(S) X2, X3—Xg w # qiSk
My p3p2S X1, X2, X3—Xg, Xg+2S0s
Ms d(p.p)+S ds
Mg p(p)p*+S ds, X1 —280s
My @()p> +n(p) + S ds n" #0
Ms (PP +n(p)S X1 — 289 n" #0
Mo p(p)pIn|pl+ S X3 — 2895, s
Mo p(P)pIn|pl+n(p) + S ds n #0
My e()pIn|pl +n(p)S X3 — 280 n" #0
My (@10 +q0)In|p| +n(p) + S X3 — X1, ds q$+q%¢0
M3 ep)In|pl+np) + S ds " #0
Mg (q1p +qo)In|p| + h(p. S) X3 — Xi (g3 + aPhpps # 0
Mis e(E)n|pl 4+ 8) +n(p) + g2 X3 — X1 + 95 " #0
Mg o) 2+ S kX3 —2(k + DX +2(k +2)Sds, s k(k4+ 1)(k+2) #£0
M7 (L) +n(p)+ S ds n" #0
Mg (0 +n(p)S kX3 —2(k + DXy +2(k +2)Sds n" #0
Mo 0*g(pP*) +n(p) + S ds
Mg g(PPX) +q1p* + S —2kX1 4 2k + 1)X3 +2X5, s
My, pg(6p*) + qiplnp +S (k+ 1)(X3 — X1) + X5 + S5, 35
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Table 1 continued

W(p, p, S) Extensions Remarks
My p*g(pp*) + S 20k +2)X1 + 2k + 1+ 1DX;
+2Xg + 2189, ds AO—1) £0
Mz g(pp*) +SInp —2kX1 + 2k + 1)X3 +2X3
May pg(pp*) + Spnp (k+1D(X3 — X1) + X3
Mays p*(g(ppk) + S) —2(k + )X + Qk+ 1+ 1)X3 4+ 2Xg AA=1)#£0
Mas g(60%) + Q(pS) +¢q1InS —2kX1 + 2k + 1) X3 +2Xg — 2805
My p*g(pp*) + Q(pS) 20k + M) X1 + Qk + A+ 1)X3 + 2Xg — 2805 A#0
M>g qo,ép)‘ln|/5|+s X3 —280s, Xg—AX1+ (2r+1)S9s, 0s
Mg qopp*In|p|+n(p) + S 2Xg —20X1 + 2r —v — DX3+2(v+2)S8s, s 0" =qip” #0
M3y qopp*In|pl+n(p) + S ds n" #qp’, n" #0
M1 qopp™In|p|+ n(p)S X3 — 280 n" #0
M3y qopp*In|p|+ Splnp X3 — 28035, —AX| + X3+ 21835
M3z qopp*In|pl+ S(plnp +q1) X3 — 280 q1 #0
Mss qopp*In|pl+ Splnp +¢2In S 2(Xg — AX1 + AX3) + X3 — 2505 @ #0
Mss qopp*In|pl+ Splnp + ¢28* 2(1 —a)(Xg — AX | + 21X3) + X3 — 2505 qa(@—1)#0
Mss qopp™In|p|+ S(np + q1) X3 —280s
M37 qopp*In|pl +S(np +q1) +aSInS —2xaX| + Qar + 1) X3 + 20 Xg + 2(a — 1)Sdg a#0
Mg qopp*In|p| + Sp¥t? X3 — 2805, —AX1+ Xg+ 21 —v — 1)Sdy W+2)w+1) #0
M3y qopp” In|pl + S(p" ™ +q1) X3 — 2805 v +2)(v+1) #0
m qo,é,oklnl,é|+Sp"+2+q1 InS “2AX1+ A+ 1D)X3+2Xg —2(v +2)S9s q(v+2)(v+1)#0
M1 qopp” In|p| + Sp"+2 4 28 20(e — DX; o+ 1—21) + 22+ 1DX;3 W+2)(v+1) #0,
+2(1 — @) X8 = 2(v + 2)Sds gro(e—1) #0
My qopp*In|pl+g(pS) +¢q21n S —20X1 + @ F D X3 4 2X5 — 2805
Mys qopp*In|p|+ p'g(pS) + q28™" —20X1 4 CA=v+ 1)X3 +2Xg — 2595 v#0
My p*(q1 4+ qoIn(p"16])) + S 2 F V) X1 HF A+ 20+ DX;
+2Xg + 2A805,. Os
Mss qop™In|pl+n(p) + S ds n# p*(q1 +q21lnp)
Mas qop™ In|pl +n(p) + S X3.— X1, 0s n" #qp®?,
AL—1)=0
Mz qop™ In(|plp") + S X5 — Xpo (1= )Xy + 2X5 +21505, ds AM—1)=0
Mag qoln|p|l + SInp + f(S) X3— X1
Mag p(goln|p] + SInp) + f(S) X3 — X fr#0
Mso p(goIn|p] + Slnp) X3 = Xy, Xg
Msi qolnlpl +¢(pS) +q1InS X3— X1, Xi+2Xg—250s (z¢p ()" #0
Msy p(goln|pl +¢(pS) +q15™! X3 — X1, Xg— Sos (zp(2))" #0
Ms3 p*(qoln|pl+ ¢(pS)) + f(S) X3 — Xy A —=1)=0,
(S +Af) #0,
(zp (D))" #0
Mss gop(In|pl+S) +n(p) + 1S X3 — X1 +0s AL —=1) #0,
N #p*2(winp + )
Mss qop(In(|p1p") + S) + q1 p* X3 — X1 + 0s, A —=1)#0
200 — DX +2Xg — (A +2v + 1)dg
Mss qop*(In(1p1p") + ) + qip* + 25 X3 — X1 + s @I —1)#0
Ms7 qop™(n(|p1p") + ) + qip* + q2e*S =2k (h 4 v) + M) X| + 2k Xg + 2105 @A —1) #£0
+Q2r+ k(A +2v + D)X;3
Msg qop™(In(|p]p") + g(pS)) + q25* 2+ VX1 + A +2v+ 1)X3+2Xg — 2505 AL —=1)#0,
(g’ (@)" #0
Mso qop”p**2 +n(p) + S —2Q2k 4+ A +2+ (k+ Dv)X; (k+ 1)k +2) #0,
+(kv + 3k + 21 +2) X3 n =qip’ #0
+2(k +2)(Xg + (v +2)S9s, ds
Meo qop”p**2 +n(p) + S s (k+ Dk +2) #0,
n #qp’.n" #0
Mg qop™p*t2 +S 2k + 1)X| — kX3 —2(k +2)S3s, (k+1D(k+2)#£0
(k+ 2+ DX3 +2(k + 1) Xg — 21895, 9
My qop* 2 +g(pS) + ¢2In S =20X1 + (k+ 20+ 2) X3+ 20k + 2)(Xg — S35) (kK + D(k+2) #0
(zg'(@)" #0
Mgz qop” "2 + p'g(pS) + g2 20k + 1) +0)X1 + k(v + 1) + 24 +2)X3 vk+ Dk +2) #0
+2(k +2)(Xg — S9s) @"e' ()" #0
Mes  qop™p*+2 + Sn(p) 2(k + DXy — kX3 — 2(k +2)S0s (k+ 1)(k +2) #0,

0" #qip’, n" #0
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Table 1 continued

W(p, p, S) Extensions Remarks
Mes qop*p*+2 + S(n(pSP) + q2) 20k + 1 — BOX1 + (Blk + 21 +2) — k) X3 k+Dk+2)#0
+2(k +2)(BXg — Sds)
Mg qop* p*2 + pIn(p)S 20k + VX1 — kX3 — 2(k + 2)Sas, (k+1)(k+2)#0
20(X3 — X1) + (k +2)(X3 +2Xg — 2595)
Mg qop™ 6" + S(pIn(p) + q2) 2(k + DXy — kX3 — 2(k +2)Sds q@ #0,
(k+1D(k+2)#0
Mes qop* K2 + Splnp + g2 In S 20(X3 — X1) + (k +2)(X3 + 2Xg — 2595) q@ #0,
(k+1)k+2)#0
Mo qop* p**2 + S(pIn p + q25) 2Bk + A+ 1)+ k + 1)(X3 — X1) Bqz # 0,
—(k +2)X3 + 2(k +2)(BXs + Sds) (k+ 1Dk +2)#0
M~ qop*p* % + Sp¥ 2(k + DXy — kX3 — 2(k + 2)S9s, v #0,
(k+x+1DX3+2(k+1)Xg (k+1Dk+2)#0
—2(0 + v(k + 1))Sds)
M qop™ 6" + S(p¥ + q2) 2(k + DX{= kX3 — 2(k + 2)Sds ¢ #0,
(k+1D(k+2)#0
M qop* o2+ Sp’ + g2 In S 20(X3 — X1) + (k +2)(X3 + 2Xg — 2vS95) ¢ #0,
(k+1)k+2)#0
My3 qop* ¥ + S(p" + q2.5P) 280+ vk + 1) + vk + D(X3 — X1) @B #0,
—(k+2)(Bv — B+ v)X3 (k+D(k+2)#0

+2(k + 2)(BXs + vSds)

Acknowledgments The research of PS was financially supported by Mae Fah Luang University. The work of SVM was supported
by Suranaree University of Technology and by the Office of the Higher Education Commission under the NRU project.

Appendix: Case k» =0
For further study, the knowledge of ¢*(S) plays a key role. For example, for k; = 0, Eq. (3) becomes
Wiss® = Wipbki + 2ka(Wippp+ W) = ks Wb+ Wisppp + W), (15)
In the present paper, we study the case where
Wsps = 0.

By virtue of the equivalence transformation corresponding tothe generator X§, the general solution of the
equation Wj;5 = 0 is

W(p, p,8) =¢(p, p) + h(p,S),

where ¢hs # 0. Since for ¢, = 0, Eq. (1) are equivalent to the gas dynamics equations, it is assumed that
¢ # 0. Equation (15) reduces to

kia + k3b — kgc =0, (16)
where
a=pdpp, b=200ppp +bpp), ¢ =—(0Pppp + PPppp + Dpp)-

In the further study, the following strategy is used. Notice that Eq. (5) is linear with respect to ¢5 with the
coefficient A 5, i.e.,

hppst =A

with some function A = A(p, p, S) which is independent of ¢5. If hpps = 0, then due to equivalence
transformations one can also assume that

h(p, S) =n(p) + u(s),
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where ' # 0. In this case, Eq. (7) leads to

¢S = (=2k1p — k3 + ks + co) /s

where cg is an arbitrary constant. The admitted generator takes the form
X = k(X1 —2595) + k3(X3 — 2893) + ks(Xs + Sd5) + cods. (17)

where § = 1 (S). Remaining equations are (3) and (5). The relations between constants k1, k3 and kg depend
on the functions n(p) and ¢ (p, p). If h,ps # O, then the function ¢S is defined by Eq. (5). In this case, one
needs to satisfy the system of Egs. (3), (7) and the condition that S =1¢5(9).

The analysis of the relations between the constants k1, k3 and kg, follows to the algorithm developed for
the gas dynamics equations [1]: the vector space Span(V), where the set V consists of the vectors (a, b, c)
with p, p and S are changed, is analyzed. This algorithm allows one to study all possible subalgebras without
omission.

dim(Span(V)) =3
If the function W (p, p, S) is such that dim(Span(V)) = 3, then Eq. (16) is only satisfied for
ki =0, k3 =0, kg =0.
In this case, Egs. (5) and (7) become
tShpps =0, 8 (phys — hg) + ¢ (physs — hss) = 0.

Since for ¢% = 0, there are no extensions of the kernel of admitted Lie algebras, one has to consider ¢ # 0.
The general solution of the first equation, after using the equivalence transformation corresponding to the
generator Xz, is

h = u(S),
where 1/ # 0. The general solution’of the second equation is £ = ¢/’ Hence,
Wp. 6, 5) = ¢(p. p) A5
and the extension of the kernel is given by the generator
5,

where S = 1 (S). In the final Table 1, this is model Ms.

dim(Span(V)) =2
There exists a constant vector («, 8, y) # 0, which is orthogonal to the set V:
aa+ Bb+yc=0. (18)
This means that the function ¢ (p, p) satisfies the equation
(@428 +v)0Pppp +vPbppp = —2B +V)bpj- (19)
The characteristic system of this equation is

_dn _ dp _ AP (20)
@428+ v —QB+y)p
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Casey =0
Because ¢ # 0 and (o, B, ¥) # 0, one has that o + 28 # 0. The general solution of Eq. (19) is

$pp = P(p)A", @D

where @(p) # 0 is an arbitrary function and k = 28/(a + 28). Since dim(Span(V)) = 0 for (p@’/¢)' = 0,
one has to assume that (p@’/@)’ # 0.
Substitution of (21) into (16) gives

ks@'p — @(k(ky + 2k3 — kg) + 2kz — kg) = 0. (22)

The case kg # 0 leads to (0@’ /@) = 0. Hence, kg = 0 and Eq. (22) becomes
k(ky + 2k3) + 2kz = 0. (23)
Let k = 0. Due to Eq. (22), one gets k3 = 0. Integrating (21), one finds ¢ = (p(p),[)z. Equation (5) becomes
Bpps¢S +2hppki = 0. (24)

Assume that s, = 0, this means that after using the equivalence transformation corresponding to the
generator X§, one has that 1 = u(S), where i/ # 0. Equation (7) after integration gives

05 = =2k + co/ 1,
where ¢ is a constant of the integration. Thus,

W(o. 6, S) =p(p)p* + 8.
and the extension of the kernel is given by the generators

95, X1 — 250s,

where S = 1 (S). In the final Table 1, this is model Mg.
Assume that i,, # 0. For the existence of an extension of the kernel, Eq. (24) implies that A(p, S) =
n(P)u(S) + ua(S), where un” # Q.In this case, Eq. (5) becomes

1S + 2k = 0.
If ' = 0, then w), # 0, ky = 0 and Eq. (7) gives'¢S ='¢/ . Thus,
W(p. p.8) = @(p)p* + nlp) + S,
and the extension of the kernel is given by the generator
5,

where S = 112(S). In the final Table 1, this is model M.
If W' # 0, then ¢5 = =2k /1, and Eq. (7) gives

(ns/pu') = 0.
Hence, without loss of generality one can assume that 1 = 0. Therefore,
W(p, 5, 8) = ¢(p)p” +n(p)S.
and the extension of the kernel is given by the generator
X1 — 2535,

where § = 1 (S). In the final Table 1, this is model Mg.



Group classification of one-dimensional nonisentropic equations of fluids 125

Remark In the cases where i’ # 0, one can assume that 15(S) = f(u(S)). This simplifies calculations.

Let k # 0. Equation (23) gives

k1 = —2k3 T

The function ¢ (p, p) is obtained by integrating Eq. (21). The integration depends on the value of k.
Let k = —1, then

¢ =@(p)pIn|p|. (25)

Substituting (25) into (5), one obtains
¢Shpps + 2kshpp = 0. (26)
If hyp, =0, then h = p(S) with " # 0, and Eq. (7) leads to
0% = —2kspfp + co/ .
Therefore,
W(p. p.8) = ¢(p)pIn|pl + 5.

and the extension of the kernel is given by the generators

X3 - 288, 3

where § = 1 (S). In the final Table 1, this is model Mg.
If hyp, # 0, then

h(p, S) = n@S)nlp) +ua(S); (uy” #0).

Equation (5) becomes /¢S + 2k3p = 0.
If ' = 0, then p), # 0, k3 = 0 and Eq. (7) gives ¢ = co/u}. Thus,

WAp. . 8) = p(p)pIn 5] 1) ¢S,
and the extension of the kernel is defined-by the generator
9%t

where S = 12(S). In the final Table 1, this is model M.
If &’ # 0, then

¢5 = =2ksu(S)/u.
Similar to the case k = 0, Eq. (7) gives 2 = 0. Therefore,
W(p, 5. 8) = p(p)pIn|pl+n)S, (0" #0),
and the extension of the kernel is given by the generator
X3 — 25‘33,

where S = 1 (S). In the final Table 1, this is model My;.
Let k = —2, then

¢ =w(p)In]pl|. (27)
Equation (5) becomes

tShpps —k3g” =0 (28)
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Assuming that s ,,5 = 0, one has
h(p, S) =n(p) + n(S),

where ' # 0. Equation (7) leads to

¢% = co/t. (29)
Therefore,

W(p. p.8) = ¢(p)In|p| +n(p) + 5.

and (a) for ¢’ = 0, one has two admitted generators

X3 — Xy, 03,
(b) for ¢” # 0, there is the only admitted generator

oz

Here, S = w(S). In the final Table, 1 case (a) is model M, and case (b) is model Mj3.
Assuming that s1,,5 # 0, one has

/!

¢S =k3

hops

It should be noted that here k3 7 0, otherwise there is no an extension of the kernel of admitted Lie algebras.

Hence,
1/
(‘p ) —0. (30)
hops y)

If " = 0, then Eq. (7) is also satisfied. Therefore, there is the only extension

X5 — X1,
and
W(p. p. )E)@qre, i a0) Indpl #h(p. S),

where (q(% + qlz)hpps # 0. In the final Table 1, this is model M 4.
If ¢” # 0, then Egs. (30) and (7) give

h(p,S) = e(P)(S) +n(p) + qau(S),

where ' # 0. Therefore,

W(p, 6, 8) = @(p)(n 1|+ 8) +n(p) + 25, (¢ #0),
and the extension of the kernel is

where S = 1 (S). In the final Table 1, this is model M;s.
Letk(k + 1)(k +2) # 01in (21), then

¢ = p(p)p*H? 31)
Substituting (31) into (5), one obtains

¢Shsppk — 2kz(k +2)h,p = 0. (32)
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If h,, = 0, then one can consider that & = 1(S), where u" # 0. Equation (7) is

(k+2)

% =2k /i +co/i'.

In this case,
W(p, 5,8 = (o) + 8,
and the extension of the kernel is given by the generators
kX3 =20k + DX +2(k +2)895, 0,

where S = 1 (S). In the final Table 1, this is model Mjg.
If hp, # O, then for an existence of an extension of the kernel, Eq. (32) requires that

h(p, S) = n(pIn(S) + n2(S),
where un” # 0. Equation (32) becomes
Sk = 2ks(k +2)p = 0.
If W' = 0, then w), # 0, k3 = 0 and Eq. (7) gives §° = co/uts. Thus,
Wp. 5. 5) =8 2o+ n(p) + 5. (" #0).
and the extension of the kernel is given by the generator
0%,

where § = 12(S). In the final Table 1, this is model Mi7.
If &’ # 0, then

¢S E2ks w/w,

(k+2)
k
Similar to the case k = 0, Eq. (7) gives o> = 0. Therefore,

Wp. . 5) 2152 peo)h n@S (" # 0),
and the extension of the kernel is given by the generator

kX3 —2(k + DX| + 2(k +2)89,

where § = 1 (S). In the final Table 1, this is model Mig.

Case y # 0.
In this case, the general solution of (20) is
¢=0"8). (8" #0). (33)
where z = ppX, k= —(@ +2B)/y — 1, A = 2(B + a)/y + 1. Substituting ¢ into (15), one obtains
28""ko + §"'ko = 0, (34)

where kg = 151 +2k3 —kg(k + 1) and ko = 2k3 — kg(2k + A + 1). If ko # 0, then dim(Span(V)) < 1, hence,
ko = 0 and k9 = 0, which mean that

ki = —ks(k + 1), k3 = kg(2k + A+ 1)/2.
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Equation (5) becomes
¢S hspp + ks (0hppp — (k= 2)hpp) = 0. (35)
Assume that A5 = 0 or
h(p, S) =n(p) + n(S),
where ' # 0. Equation (5) and (7) become, respectively,
ks(pn” — (L =20") =0, &% = kshp/p' +co/'.
If pn”" — (A — 2)n” # 0, then kg = 0. Thus,
W(p, p,S) = p*2(6p") +n(p) +5,
and there is the only extension of the kernel of admitted Lie algebras corresponding to the generator
05,

where S = x(S). In the final Table 1, this is model M.
If o/ — (A —2)n" =0or

q10°, A=0,
n=qqpllp)y r=1,
qip’, A =1) #0.

Then,
W(p, 3 5) = p*2(6p" )+ n(p) + 5,
and the extension of the kernel of admitted Lie algebras corresponding to the generators is

2% + 1+ 1 -
—(k+1)X| + %Xg 4 Xg + 1505, 35,

where S = wn(S). In the final Table [,these models correspond to Mpp—Mo».
Assume that hg,, # 0 in (35), then

¢% = —ks(phppp — h = 2hpp)/ hspp-
Since ¢S5 = ¢£5(S), one has

—Phppp + (A —2)hyp

= H(S), (36)
hspp
and ¢S5 = kg H(S).
If H = 0, then the general solution of (36) is
hop(p, S) = w($)p* 2. (37)

Hence,
h(p, ) = u(S)n(p) + n2(S),
where 1/(S) # 0 and

In p, A=0,
n=1plp). r=1,
o, AL —1) £ 0.
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Equation (7) gives

ks (hpth + 1 (p*n” — 1(pn’ — m))) = 0.

This equation leads to: (a) if . = 0, then kg = 0, (b) if A # 0, then kg = 0. Hence, an extension of the kernel
of admitted Lie algebras occurs for A % 0. In this case, ,u’2 = 0, which allows one to assume that u, = 0.
Thus,

W(p, p.8) = p*g(pp") + Sn(p).
and the extension is given by the generator

2k + X1+ 1
—(k+MX; + ¥X3 + Xg.

In the final Table 1, these models correspond to M3—Mps.
If H # 0, then Eq. (36) leads to

h=p"0+ o,
where ;= u(S), n2 = f(u(S)), O = 0(2),z = ppand i/ # 0. Here, H(S) = /i’ # 0. Substitution of

W(p, p,5) = p"g(pp") + p~" Q(ou(S)) + F(u(S))
into (7) gives
wf”+ A+ 1) f =0.

Hence,
fl=auOFD,
Integration of this equation depends on A:
| qelnp, A =0,
el VT

Thus,
h=0:Wp.p.5) =g(pp")+ 0@S) +q1InS,
M0 W(pspy8) = pH(g(0p )+ Q(pS)).
The extension of the kernel is given-by the generator

2k+ A +1 -
—(k+2)X + (27))(3 + X3 Sdg,

where § = w1 (S). In the final Table 1, these models correspond to Mpg—Ma7.

dim(Span(V)) =1

Let dim(Span(V)) = 1. There exists a constant vector («, 8, ¥) 7% 0 such that

(a,b,c)=(a,B,y)B
with some function B(p, p, S) # 0. Since ¢;; 7# 0, one has B — 2« # 0, and

PPpip =APpps PPpp = kpps

where
)L:3oz—,8—y’k: o '
B — 2« B — 2«
These relations give
Qoo = 1ot %, (38)
where c¢; # 0 is constant. Equation (3) becomes
kik +2k3(k+1) —kg(k+14+1)=0. 39

Integration of (38) depends on the value of k. It should be noted that k2422 # 0, otherwise dim(Span(V)) = 0.
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Casek = —1.
Integrating (38), one obtains
¢ = qop"pIn|pl.
Equation (39) gives
k1 = —Akg,

and Eq. (5) becomes

hgppg's = —2k3hpp — ks(phppp — hpp(2A — 1)).

Assuming that hg,, = 0 or
h(p. S) =n(p) +p(S), (W #0),
Equation (41) is reduced to the equation
pn"'ks — (ks (2% — 1) — 2k3)n” = 0.
The general solution of Eq. (7) is

o

¢S = (gh+ D= 2%k = + 2
A

where ¢ is an arbitrary constant.

(40)

(41

(42)

If n”” = 0, then without loss of the generality one canassume that n = 0. Equation (42) is satisfied. Thus,

W(p. 6, )= qopp*In|p| 43,

and the extension of the kernel of admitted Lie algebras is defined by the generators

X3 —2850;, Xg—AX|+ QA+ 1)Sdg. 9;,

where S = w1 (S). In the final Table [, 'this model corresponds to Msg.

If n” # 0, then
1 "
ks =kg|r— = — o .
2 2n"

Because k3 is constant, one has

Assume that

orn” = q1p”, where v is constant. Substituting " into (43), one gets

v+ 1
k3=k8(k— 2 )

Thus,

W(p, p,S) = qopp* In|pl +n(p) +S, " =qip”, a1 #0),

(43)
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and the extension of the kernel of admitted Lie algebras is defined by the generators
2X3 — 20X + 2k —v — DX3 +2(v +2)83;, 9;,

where S = 1(S) and g; # 0. In the final Table 1, this model corresponds to Mag.
If
(pn ) 40,
n

W(p, 6,8) = qopp™ In|pl +n(p) + S,

then kg = 0,

and the extension of the kernel of admitted Lie algebras is defined by the only generator
5

In the final Table 1, this model corresponds to M3.
Assuming that hg,, # 0, Eq. (41) gives

CS = k3 hop ~ kg Phppp — hpp(20 — 1).

(44)
h Spp h Spp
Differentiating equation (44) with respect to p, one obtains
h Hopp — N pp(Ch — 1
2k (L’) ) + kg (’O pop — "o )) - 0. (45)
hspo ) hsop p
It (,%) — 0, then & = 5(p)£(S) 4/ (1(S)); and Eq. (45)becomes
0
"\ /!
ks (p",/ ) =0, (46)
Ui
Here, u'n” # 0.
/
( ) # 0, then kg = 0. Equation (7) gives
Sy = cop. 47)
Changing the function n such that n + ¢y — 7, one obtains
W(p. p.8) = qopp" In|p| +1(p)S. (" #0),
and the extension of the kernel is given by the only generator
X3 — 28 35,
where § = 1(S). In the final Table 1, this model corresponds to M3;.
"
If ;077” = 0, then n”” = p", where v is constant. Further study depends on v.
If v = —1, then
n=plnp. (48)
Substitution of (48) into (7) gives
2(ks — Mkg)(f' i — f) = (c1 — ks f), (49)

where ¢ is a constant of the integration.
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Assume that ' — f = 0, then f = g, and Eq. (49) becomes

qikgp = ci1.

Because ' # 0, one obtains g1kg = 0 and ¢; = 0. If g; = 0, then
W(p,p,8) =qopp*In|p| + Splnp,
and the extension of the kernel is given by the generators
X3 — 2805, —AX| + Xg + 2189;,
where § = 1 (S). In the final Table 1, this model corresponds to M3». If ¢1 # 0, then kg = 0. Thus,
W(p, 6, 8) = qopp* In o+ S(pInp +q1). (g1 #0),

and the extension is given by the only generator

X3 = 280;.

In the final Table 1, this model corresponds to M33.
If f'fu— f #0, then

c1 = ksf
2(f'w— f)

Differentiating the last equation with respect to 1, one gets
o — ke f !
(Cl/ Sf‘ ) _0
fiw=f

colf'n = =ci —ksf,

where c is constant. It should be neted that if ¢ = 0, then an extension.of the kernel only occurs for kg 7~ 0.
This means that f = const which issvithout loss of generality can be assumed f = 0, and then f'u — f = 0.
Hence, one has to assume that ¢ # 0./This implies that

k3 = Akg + (50)

or

f,M_af:q3s

where kg = co(l — «) and ¢; = cpg3. It should be noted that by virtue of the equivalence transformation
corresponding to the generator X9, one can assume that agz = 0. We also note that for « = 1, one obtains
ks = g3 = 0, which prohibits an extension of the kernel. Hence, « # 1. The extension of the kernel of
admitted Lie algebras is given by the only generator

2(1 — a)(Xs — X1 + AX3) + X3 — 259z,

where
W(p, 5,8 =qopp™In|p| +Splnp+ f(5),
S = u(S) and
: @ In(S), o =0;
S = J
FS) [qﬁ% ala—1) #0.

In the final Table 1, these models correspond to M34 and M3s.
Ifv=-2,thenh = u(S)Inp + f((S)). Integrating Eq. (7), one has

(2ks — 21+ Dkg)(wf' — f) — wks = c1, (5D
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where ¢ is a constant of the integration. If f'u — f = 0or f = g1, then kg = 0, and ¢; = 0, and
W(p. p.5) = qopp” In|p| + S p + q1). (52)
The extension of the kernel in this case is given by the only generator
X3 —2859;.

In the final Table 1, this model corresponds to Mse. If f'iu — f # 0, then

c1 + pkg
2kz = 2r + Dkg + ———,
wf'—f
and, hence,
(Cl + ks#)/ _0
wf" = f
or

coluf' — f) =1+ ksp,

where ¢ is constant. It should be noted that if ¢y = 0,.then kg = 0, and there is not an extension of the kernel
of admitted Lie algebras. Hence, ¢y # 0, and

flu—fEg+op,
where kg = coa and ¢ = cpg3. The general solution of the last equation is
f = apln(p) + g1 — qs.
Thus, the extension of the kernel of admitted Lie algebras is given by the generator
—200 X + 0k + 1)X3 + 20 X + 2(a — 1)S0,
where
W(p, 6, 8 2g9pp” In 4| + S(In p + ga)t aSn(S),

and S = u(S). Notice also that the previous case(52) 1s'included in the present case by setting @ = 0. In the
final Table 1, this model corresponds to M37.
Let (v + 1)(v +2) # 0, then h = p"T2u(S) + f(u(S)), and Eq. (7) gives

(k3 = 21 —v = Dkg)(f' = ) + (v +2) fhs = c1. (53)
If f/iu— f =0o0ruy =qiu, then
(v +2)ugiks = ci.
Because (v + 2)u’ # 0, one obtains that g1kg = 0 and ¢; = 0. If g; = 0, then

W(p. 5. S) = qopp™In|p| + Sp*+2,
and the extension of the kernel is given by the generators
X3 — 283, —AX1 + X5+ (2» —v — 1)S05,

where S = 1 (S). In the final Table 1, this model corresponds to Mzg.
If g1 # 0O, then kg = 0. Thus,

W(p, 6,8) =qopp™ In|pl + S" > +q1), (1 #0),
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and the extension of the kernel is given by the only generator
X3 — 280;.
In the final Table 1, this model corresponds to Mazg.
If uf' — f # 0, then
— 2)fk
ks = (21 — v — kg + w
nf'=f
and, hence,
c1— (W +2)fkg
nf'=f

where ¢ is constant. It should be noted that if cp = 0, then an extension of the kernel only occurs for f = const,
whereas by virtue of the equivalence transformation corresponding to the generator X7 one can assume that
f =0, and then f'u — f = 0. Hence, ¢y # 0, and

= <o,

f'u—af =q,
where
| —«
v+2°

c1 =coq2, Kkey=co
Here, as in the previous case, one has to require that @ # 1. Hence,
W(p. . 5) = qoppidnip| + o2 + £(S),
and the admitted generator is
20— DX+ (@(w+1=21)4+24+ DHX34+2(1l —a)Xg —2(v + 2)5‘83,
where

_ [q2In(®), a=0;
| 259, ala — 1) #0s

In the final Table 1, these models correspond to-M4g.and Mui:
h
Returning to (45), if (hﬂ) # 0, then Eq. (45) gives
P

Spp
h —h,, 2L —1 h
ks = —kg (:0 pPP o )) /( pp) . (54)
hspp P hspp p)
Thus,
(Phppp—hpp(u—l)) /(hpp) — const
hspo p \spp/,
or

Phpop — Hhspp = koh pp

where kq is constant and H = H (S) is some function. It should be noted that for H = 0, one has the con-

h
tradiction ( —2-) = 0. Hence, H(S) # 0. The general solution of the last equation (up to an equivalence
Spp / p

transformation) is

h(p, ) = p"glpn(S)) + f(1(S)), (55)
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where ' # 0. Equation (7) becomes
wf"+@+1)f =0. (56)
Thus,
W(p, 6,8) = qop” 616l + p"2(pS) + f(S),
and the extension is given by the only generator
—2).X1 + (21 — v + 1) X3 + 2Xg — 2505,
Here, S = u(S), and
& _ | 2InS), v=0;
S) = -
£ ’cpS‘", v # 0.
In the final Table 1, these models correspond to M4, and Mu3.
Case k = —2.
Integrating (38), one obtains
¢ = qon" In |l (g0 # 0). (57)
Substituting (57) into (3), one gets
1 —A
ki = —k3+k y
1 3+ K8 )
Equation (5) becomes
2hspp¢ S = 2qok3p* Ph( = 1) — ks(2phppp = 20 =)y + qop* (G = 1). (58)
Assuming that hg,, = 0 or
h(p.8) = n(p) + u(S), (1" #0),
Equations (7) and (5) are reduced to the equations, tespectively,
kgAp + co
R (59)
uw
qor(. — 1)(2k3 — kg(h + 1)) = 2ksp* (" p — 0" (1 — 2)), (60)

where cg is the constant of integration.
Let A(A — 1) # 0. Equation (60) gives

A1 "o — " —2
k3=k8( +(np n"( )))’

2 qor(r — 1)p*=2

Differentiating this equation with respect to p, one has

ks (0° (" p =" (.= 2)) , = 0.

If (0>~*""p — 0" (0 — 2)))p = 0, then n” = p*~2(G1 + gor(r — 1)vIn(p)) or, by virtue of equivalence

transformations,

n = p*(q1 + qovIn(p)).
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Here, v and g are constant. Thus,
W(p, 6, 8) = p*(q1 +qoIn(p"15)) + 3,
and the extension of the kernel is given by the generators
—2(A 4+ v)X1 + (A +2v + D) X3 + 2X35 + 21835, 95.

In the final Table 1, this model corresponds to Myg. If (,02*)‘(7)/”,0 -\ - 2)))p # 0, then kg = 0. Thus,

W(p. p. 5) = qop™In|pl +np) + 3,
and the extension of the kernel is given by the only generator
5.

In the final Table 1, this model corresponds to Mys.
Let A(A — 1) = 0. Equation (60) becomes

ks(n"'p —n""(A—2)) = 0.
If n” # q1p%*~?, then kg = 0. Thus,
W(p. p. 5) = gopn p] +n(p) + 3,
and the extension of the kernel is given by the generators
X1+ X3, 95,
In the final Table 1, this model corresponds to Myg. If " = g1 ,o(k_z) or
W(p. p. 5) =qop In(lplp")+ 5. (G —1)=0),
then the extension of the kernel is given by the generators
— X+ X3, (1= W)X + 2Xg + 21595, 3.

In the final Table 1, this model corresponds to My7.
Assuming that &5, # 0 in Eq. (58),-0ne obtains

p)
0 Phooo — (A —2)h
205 = qor(n — 1)(2k3 — kg(h + 1)) —— — 2kg—22~ 2. 61)
hspp hspp
Differentiating the last equation with respect to p, one gets
r=2 h A —2)h
gor(A — 1)(2kz — kg(A + 1)) (p ) = 2kg ('O por _ ) pp) . (62)
hspp 0 hspp hspp P

If (A — 1) = 0, then Eq. (62) becomes

ks (Phppp _ (r — z)hpp) -0
o

hSpp hSpp
Let
(phppp _ (r — 2)hpp) -0
hSpp hSpp P ’
then

phppp + H(S)hSpp =X - 2)hppy (63)
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where H = H(S) is a function of the integration. A solution of the last equation depends on the function

H(S).
Assuming that H = 0, one has {S =0,

h(p, §) = pu(S)p* Inp + f((S)),
where 1’ # 0. Equation (7) becomes
ks (hf' + goO — 1)p*) = 0.
If L = 0, then Eq. (64) gives kg = 0. Thus,

W(p,6,8) =qoln|p|+Snp+ £(S),

and the extension of the kernel is given by the only generator
X1 — X3.
If A = 1, then Eq. (64) becomes kg /' = 0. For f’ # 0, one has kg = 0,

W(p, p,5) = p(goln|p|+ Stnp) + £(5), (f #0),

and the extension of the kernel is given by the only generator

X1 — X3.

In the final Table 1, these models correspond to Myg/and Myy. For /' = 0, one has

W(p. p,8) = p(goIn|p| + Slnp),
and the extension of the kernel is given by the generators
X|— X3, Xs.

In the final Table 1, this model corresponds to Msg.
Assuming that H # 0 in (63), one obtains

fip. ) = p"p(p(S)) + £ (1L(S));
where ' # 0. Substitution of A(p, S) into (7 ) gives
Tes (i O =<0
If (uf’+Arf) =0or

fe qi1In(n), A =0,
apt, a=1,

then

W(p, p, ) = p*(goIn|p| + ¢ (pS)) + f(S),

and the extension of the kernel is given by the generators

X1 — X3, (1-M)X; +2Xg —259;.
In the final Table 1, these models correspond to Ms; and Msy. If (uuf” + Af) # 0, then kg = 0,

W(p, p,S) = p*(goIn|p| + ¢ (pS)) + £(S),

and the extension of the kernel is given by the only generator
X1 — Xs.

In the final Table 1, this model corresponds to Ms3.

(64)

(65)

(66)
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Returning to (62), let L(A — 1) # 0. Assume also that
A—2
(75), -
hspp P

h(p. S) = qo($)p™ + n(p) + f(1(S)).
where i/ # 0. Then Eq. (62) becomes

ks (0> (o0 — . =2") , = 0.

If (0> (pn"” — (x — 2)r1”)p # 0, then kg = 0. Substituting into (7), one obtains

which means that

kyf” =0. (67)
Since for k3 = 0, there is no extension of the kernel, one has f” = 0. Thus,
W(p. 6. 5) = qop™(alpl+ )+ n(p) + @18,
and the extension of the kernel is given by the only generator
X1 — X3 —= 0.

In the final Table 1, this model corresponds to Msy.

If (p>*(on” — (h — 2)7;”)p = 0, then ” = p*=>(Wlnp + §1), where ¥ and g are constant. Using
equivalence transformations, one finds that . = p*(govInp + ¢1) , where vV = govA(Ah — 1) and g =
g1A(A — 1) +gov (21 — 1). In this case,

A—=1

ki :_(k3_k8 ) % = (ks — kg(d +2v + 1)/ 2u),

and Eq. (7) becomes
(ks — kg 4-2v + 1)) f' = 2kghf = 72,

where ¢ is constant. The last equation can be rewritten in the form

af —1f =q,
where
/ a I a+2v+1
ks = —. k3= 4 "7
8=50 BTt T 2

Further analysis depends on the constants « and /. It should be noted that for the existence of an extension of
the kernel of admitted Lie algebras, one needs to require that o> + [> % 0. Hence, for = 0, one has [ # 0,
which means that without loss of generality one can assume that f = 0. In the case f = 0, one obtains

W(p, 6, 5) = qop*(n(lplp") + $) + q10",
and the extension of the kernel is given by the generators

X1 — X3 — ag, 20— DX +2Xg — (A +2v + 1)35.

In the final Table 1, this model corresponds to Mss. For o # 0, one has

f _ q2/L, I = 01
T gae™* 1 #£0,

and

K(A+Vv)+ A K 1 K
—L, kg = —, k3=—+ﬁ()»+2v+1),

ki =
2\ 21 2
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where | = ko and ¢ # 0 is constant. Thus, one obtains:
(a) for the function f (E) = q2§:
W(p, 6, 8) = gop™(n(I1p") + 8) +q19* + @25, (g2 # 0),
and the extension of the kernel is given by the only generator
—X1+ X3+ 0g;
(b) for the function f (§) = qre* S.
W(p, . 8) = qop” (n(p1p") + ) + q1p* + q2¢*, (g2 # 0,
and the extension of the kernel is given by the only generator
=2k (A +v) + )X + 2 Xg + 2A + (A + 20 + 1)) X3 + 2405.

In the final Table 1 these models correspond to Mss and Mj7.
A—=2

Assume that ('0

) # 0, then from (62) one finds
Spp / p

Phppo—(A=2)h
(W)p A+ 1

k3 = kg -+ (68)
g = DG, 2
Since for kg = 0, there is not an extension, then
(Phppp o ()“—z)hpp)
hspp hspp i
Ni = const
P
( hspp )p
or
oh oy + H(S)hspp = (h — Dy + vp 72, (69)

where v is constant and H (S) is some function. It should be noted that for H(S) = 0, one obtains

hpp = (Pnptt M(S))P}Wz»

(),
hspp p
Hence, one has to assume that H(S) # 0, which gives

hpp(p, ) = p*>@1np + Z(pu(S)))

which leads to the contradiction

or
h(p,S) = p*(wlnp + g(pp($))) + f(1(S)),
where 1/ # 0. Equation (7) gives f = gou™*. Thus,
W(p. 5. 8) = qop” (In(161p") + 8(0S)) + 4257,
and the extension of the kernel is given by the only generator
=20+ ) X1 +2Xg + (L +2v + 1) X3 — 2505,

In the final Table 1, this model corresponds to Msg.



140 P. Siriwat, S. V. Meleshko

Case (k+1)(k+2)#0
Returning to integration of (38), if (k + 2)(k + 1) # 0, then one obtains

¢ = qop*p**? (70)
Substituting (70) into (3), one has

k k+X1+1

ks = —k
3 e+ T ar

and Eq. (5) becomes

k42 2k +A+2
S
¢ hspp—i-hpp (klk—i-l 3 K )—i—kg,ohppp:(). a1
Assuming that hg,, = 0, one finds
h(p, S) =m(p) + n(S),
where ' # 0. Equation (71) becomes
k+2 2k + 1 +2
"k k kgpn” = 0. 72
(1k+l ST )+ 8PN (72)

Let n” # 0, then

ki = —k

k41 2k+k+2+p77/”
k2 Ty 7 )

Differentiating the last equation with respect to p, one gets
"

pn/// /
kg( ) =0. (73)
n
on

—— = ko = const, then n” =g p", where v = ko. This gives that

If

W(p, 5,8 = qop™ 0" BHN@)H S (0 = 10" # 0),
and the extension of the kernel is given by the generators

k+1 2k+)»+2+ X kv +3k+21+2
k+2 k+1 2(k +2)

X3+ Xg + (v +2)89;, 05,

where n” = q1p", S = u(S) and ¢; # 0. In the final Table 1, this model corresponds to Msg, (k% 4+ A2 # 0).
AN
If(’”’ ) £ 0, then kg = 0,
n

1

W(p, 6, 8) = gop™*** +1(p) + S,
and the extension of the kernel is given by the only generator
5.

In the final Table 1, this model corresponds to Mg, (k2 + A2 # 0).
Considering (72), let n”” = 0. Without loss of the generality, one can assume that = 0. Equation (7) gives
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Thus,
W(p, p,S) = qop™p** + 3,
and the extension of the kernel of admitted Lie algebras is defined by the generators

koo k2o kbAtloo M oa o
2+ D) T k+10% 2+ P R T 17% %

X

In the final Table 1, this model corresponds to Mg, (k> + 12 # 0). Returning to (71), assume that s, # 0.
Then

h k+2 2k +A+2 h
g.S:_ op (kl + kg )_kpppp.
hsop \ k+ 1 k+1 hsop

Differentiating this equation with respect to p, one finds

h k+2 2k +A+2 J
( "”) (kl LA S | )+k8<‘”ﬂ) 0. (74)
hspp) , \ K+ 1 k+1 hsoo /
h
If(ﬂ) #£ 0, then
hspp P
(ph/Jp/))
o k+1[2kHa+2 hsoo )
=752l k+1 (hpp)
//’Sp/) o

Extension of the kernel occurs only for

which means that
Ph g 7+H ()b B Vil
where H (S) is some function and v is constant. It should be noted that for H(S) = 0 one has

Bop(p, S) = p" 11(S)

h
which leads to the contradiction (ﬂ) = 0. Hence, H(S) # 0, and then
Spp / p

hop(p. S) = p"G(pp(S)),
or
h(p, S) = p"g(pp(S)) + f(1n(S)),
where 11/ # 0 and (z"1'¢’(z))” # 0. Equation (7) leads to the condition
nf +vf =,
where g3 is constant. The general solution of the last equation depends on v:

_ JaIn(w), v=0,
f(M)—[ pu", v #£0.
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Thus, setting S = u(S), one gets

W(p. 5. 8) = qop™ 4% + p"g(pS) + f(5),
and the extension of the kernel of admitted Lie algebras is defined by the generator

vk + 1) + A k(w4 1) + 2% 42 i
- X X3 + Xg — S0z
k+2 1+ 2(k +2) 3+ A8 =505

In the final Table 1, these models correspond to Mg and Mg3, (k2 + A2 # 0).
h
If (ﬂ) =0, then h(p, S) = u(S)(n(p) + f(u(S))), where n” ' # 0. Equation (74) becomes
P

Spp
mN\ !
ks (’”7” ) =0,
n

AN
If (,077 ) # 0, then kg = 0, Eq. (7) leads to the equation

4

wf' +2f =0.

A solution of the last equation is f(1t) = c1/u + co,Where ¢ and ¢ are constant. Without loss of generality,
one can assume that ¢; = ¢y = 0. Thus,

k k+2pn
5 =~k —

k3=_k1 ) ;0
20k + 1) k+1pu

and

W(pep. 8) = qop’t**2 + Sn(p).
The extension of the kernel consists of the generator

Uk + 1) X1 — kX3 —2(k +2)S0.

In the final Table 1, this model corresponds to-Mga, (k% o 22 #0):

"

If 'On” = ko = const, then " = 671,0”_2, where v = 2(ko + 1). One can choose the function 7(p) as
follows
In(p), v=0,
n=1prln), v=1,
pvv \)(U - 1) 7& 0

This reduces Eq. (7) to the equations

v=0:auf =b+gu ",
v=1:apf +bf =qu", (75)
v —1) #0:auf +vbf =gp "

where a = k1 (k+2)+kg(A+v(k+1)), b = kg(k+ 1) and g is constant. It should be noted that the condition
a? + b? = 0 leads to the relations k; = 0 and kg = 0. These conditions do not allow an extension of the kernel
of admitted Lie algebras. Hence, one has to assume that a + b? # 0.

Let us consider the case v = 0, where n = In(p). In this case a # 0, because otherwise b = 0. Using
equivalence transformations, the general solution of Eq. (75),—¢ has the representation:

S =BIn(n) + q2,
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where B and g5 are constant. Substituting the representation of the function f () into Eq. (75),—0, one finds
that Ba = b and ¢, = 0. Therefore,

ktl-ap  _ ph+20+2) —k B

a—————, kz=ua , ks =a——o
(k+ 1)k +2) 2(k + 1)(k +2) k+1

ky =

and
W = qop*pF* + § (ln (pgﬂ) + qz) :
where S = 1(S). The extension of the kernel of admitted Lie algebras is defined by the only generator

k41— Ba Bk +2x+2) —k
k+2 F 2(k +2)

X3+ BXg — 585.

In the final Table 1, this model corresponds to Mgs, (k%22 # 0). In other two cases, v = L and v(v — 1) #0
one has to solve the equation

apf'+vbf =g, (v #0). (76)

1

By virtue of equivalence transformations, the function f is equivalent to the function f = f — rju~!, where

r is constant. The change f = f + ;! reduces Eq. (76) to the equation

anf +vbf = Gaa (@ — vb)yryu .

This means that for a — vb # 0, one can assume in/(76) that go = 0. Therefore, the analysis of solutions of
Eq. (76) is reduced to the study of solutions of either the homogeneous equation

apf' #vbf =0, (77)
or the nonhomogeneous equation
wf' + f =g, (g £0). (78)
The function f = 0 is the trivial solution of Eq. (77). In this case, k| and k3 are arbitrary. Thus,
W(p. 5. 8) = qop” 12+ Sn(p),
and the extension of the kernel consists,of the generators
2k + 1)X1 — kX3 = 2(k +2)895, (k+ A+ 1)X3+2(k + D Xg — 2(A + v(k + 1))5d3).

Here, S = w(S). In the final Table 1, these models correspond to Mgg and M7, (k2 4 A2 #0).
The only nontrivial solution of Eq. (77) has the representation

fw =aqu’, (@ #0, p#-1).

Substituting the representation into Eq. (77), it becomes
Bki(k +2) + k(A +v(k + 1)) + ksv(k + 1) = 0. (79)
If 8 =0, then kg = 0, and
W(p, 6, 5) = qop" 57> + S(n(p) + 92),

with the extension

2(k + DXy — kX3 — 2(k +2)89;.
In the final Table 1, these models correspond to Mg7 and My, (k% + A2 £ 0).If B # 0, then Eq. (79) gives

B +vk+ 1) +vk+1)

ki = —ks Bk +2)
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Thus,

Bkv+k+21+2)+ kv s Vi
k3 = kg , =kg——,
2k +2)B B

and the potential function is
W(p, p, 8) = qop"p* 2 + 5(n(p) + 425P), (@2B(B+1) #0).
The extension of the kernel of admitted Lie algebras is defined by the only generator

JBOA v+ 1) + v+ 1)
(k+2)

In the final Table 1, these models correspond to Mgo and M73, (k2 4+ A% # 0).
The representation of the general solution of Eq. (78) is f = gou~" In(u). Substituting the representation
into Eq. (76), it gives

(X3 — X1) — (Bv — B+ v)X3 + 2BXg + 2v80;.

q» = aqz, a—vb=0.
Hence,

A
k42

k1 = —kg

Thus,

W(p, p, 8) = qop” p** +8n(p) +q21n(S), (g2 # 0),

and the extension of the kernel is defined by the generator
20(X3 — X)) + (k + 2)(X3 4 2Xg = 2v535).

In the final Table 1, these models correspond to Meg and M7, (k% + 22 # 0).

dim(Span(V)) =0
In this case, the vector
(BPppps 2055 + Ppp)s — (6P + PPosp + Ppp))
is constant. This condition implies that
¢ = qop’.

Substituting ¢ into (3) and (5), one gets, respectively,

1
k3 = —kg,
3 ) 8
;“Shgpp + 2k1hpp + kg(Phppp + 2hpp) = 0. (80)
Assume that hgp, # 0, then
¢S5 = —2aky — kgb, (81)

hpo b= Phppp + 20

PP . Differentiating (81) with respect to p, one obtains
hSpp hSpp

where a =

2k1ap + kgbp =0. (82)
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If a, = 0 then, h(p, S) = n(p)u(S) + f(un(S)), where n” " # 0. Equation (82) becomes
AN
()

pn/// /
If (7) # 0, then kg = 0, and Eq. (7) becomes
n

kif" =0.

Since for k1 = 0 there is no extension of the kernel, without loss of generality one can assume that f = 0.
Thus,

W = p%q0 +n(p)S,
and the extension of the kernel is given by the generator
X1 = 2535,

where § = 1 (S). In the final Table 1, this model corresponds to Mga, (kK = A = 0).

/AN
If P
1

Letv(v — 1) # 0, then n = p" and Eq. (7) becomes
2kipf” + vigi(ur” + f) = 0. (83)

If f” =0, then f = g1 and Eq. (83) is reduced to-the equation

=0 or ”” = p"~2. Finding the function 7(p) depends on the value of v.

ksq1 =0.
Hence, if g1 # 0, then kg = 0 and
W = p2go (0" +41)Ss 1 (@1 # 0).
the extension of the kernel is given by the generator
X — 259,

In the final Table 1, this model corresponds to M7y, (k = A = 0).
If g1 = 0, then kg is arbitrary, and

W = p2q0 + p"S.
The extension of the kernel is given by the generators
X1 — 2895, X3+ 2Xg —2v80;.

In the final Table 1, this model corresponds to M7, (k = A = 0).
If f” # 0, then Eq. (83) gives that

wf" = Bf =0, (n#0),
where S is constant and

B+D
28

ki = —vkg (84)

Thus,

W = p2q0+ 'S+ £(S),
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and the extension of the kernel is given by the generator

—v(B+ D)X1 + BX3+2BXs +2v8d5, (B #0).
Here

po|ain®, =1,
@S B #A L

In the final Table 1, these models correspond to M7 and M73, (k = A = 0).
For v = 1, one has n = p In(p). Further analysis of this equation is similar to the previous case:

W =qop* +S(plnp+q1), (g1 #0): X —28d;,
W =qop> +Splnp: X; =288;, X3+ 2Xg — 2189;,

W =qop> +Splnp + f(S): —(k+1)X| + kX3 + 2kXs +283;, (k #0),
where

_ [a1ne$), =1,
CIISﬂ+]» ﬂ#_l-

and g; # 0. Inthe final Table 1, these models correspond to Mg7, Mg, Meg and Mgy, (kK = A = 0), respectively.
Let v = 0, then n = In(p), and Eq. (7) becomes

kg =2kamf".
This equation gives
ki(uf") = 0.

Since for k; = 0 there is no extension, one has that ;.f” is constant or after using equivalence transformation,
one finds

f = n(BInw) + g2).
Thus,
W = qop” + Sn(pSP) +q2) : X1+ B(X3 + 2Xs) — 2505

In the final Table 1, this model corresponds to Mgs, (kK = A = 0).
If in Eq. (82) a, # 0, then there exists a constant v and a function H (S) such that

b—va+H(S) =0
or
Phppp + H(S)hspy = (v —2)hpp.
Hence,
k1 = vkg/2.

It should be noted that if H = 0 then a, = 0, hence H # 0. In this case,

h=p"g(pp(S)) + f(n(S)), (85)
where p’ # 0. Equation (7) becomes

wf”+@+1)f =0. (86)
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Thus,
W =qop” + p"g(pS) + f(S): —vXi + X3 +2Xg — 2535,
In the final Table 1, these models correspond to Mg and Mgz, (kK = X = 0).
If hspp = 0, then
h =mn(p) + 1(S),
where p’ # 0, and Egs. (5) (or 80) and (7) become, respectively,
2kin" + ks(pn”" +2n") = 0. (87)
@) = =2k (88)
Equation (88) gives
¢35 = (=2kip+ co) /1 (89)

Hence, if n” = 0, then one can assume that 7 = 0z In this case,
W = qop’ + S,
and the extension of the kernel is given by the generators
X.— 2805, X342Xg, 05

In the final Table 1, this model corresponds to Mgy, (k = A = 0).
If n” # 0, then Eq. (87) leads to
pn///
ki = —kg (ZT]” i 1) .

This gives that

For pn’”" = vn”, one has
2k1 +ks(v +2) = 0.
In this case,
W=q06+n(0)+35. 0 =qp").
and the extension of the kernel is given by the generators
—(V+2)X| + X3+ 2X5 +2(v +2)83;, 05.

In the final Table 1, this model corresponds to Msg, (k = A = 0).

/7
For ( 7 ) # 0, one has the only generator d5. In the final Table 1, this model corresponds to
"

Mo, (k=1=0).
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