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Abstract: This paper describes an infrastructure for information loading and treatment to support the analysis 
phase of knowledge discovery. We designed and developed a system to specialize in the utilization of 
heterogeneous information sources and the preparation of those information to achieving the best knowledge 
discovery results. The preparation tasks include data format transformation, data cleaning and reduction. The 
final product of this cooperative multi-component system is the clean data set well-prepared for the knowledge 
mining task.

Introduction: Knowledge discovery in databases has recently received considerable attention due to the 
proliferation of large databases. Traditional data analysis methods that require humans to process data sets of 
huge size are completely inadequate. Fayyad, Piatetsky-Shapiro, and Smyth [2] describe knowledge discovery 
as the process of identifying valid, novel, potentially useful and understandable patterns in data. This complex 
process involves five phases: data selection, data preprocessing, data transformation, data analysis (mining), 
and interpretation and evaluation. While previously most attention is on the analysis phase involving the mining 
of patterns from data, the other phases are also currently admitted considerably important to the success of the 
process. Most mining algorithms presume that a cleansed and appropriately transformed data set is already 
available. This setting is not realistic in real world applications in which data are corrupted, noisy and format 
incompatible. It has been shown [1] that almost 75% of the discovery time has been spent on populating, 
cleansing, and transforming the data to a format appropriate for the mining algorithm. 

The data preparation not only supports the mining phase, but also significantly influences the quality of 
the mined patterns. Our focus is thus on the preparation phases of the knowledge discovery process. We design 
and develop a data filtering system to access and prepare data for the mining algorithm. The proposed system 
supports user interactivity; i.e., the user is allowed to interactively direct the process towards an efficient result, 
or to supply background knowledge to some components for achieving the best performance.

Methodology: Data preparation tasks in the process of knowledge discovery comprise of the component to 
locate and access the relevant data set, the component to clean the data including fill-in the missing values, the 
component to reduce the data set to a sufficient size, and the component to transform the data format to match 
the requirements of the mining algorithm. Although the mining component is essential, the other components 
often require more time and effort to complete and can be the primary factors to the success or failure of the 
knowledge discovery process. Most knowledge discovery systems, e.g. WEKA [8 ] , assume a closed 
environment in that a database and a set of tools for cleaning, preparing, and analyzing data are combine within 
the same environment. Our data filtering system is designed to support the access of heterogeneous data sources 
and the preprocessing tasks that exist outside the mining environment. The proposed system may be viewed as 
a distributed infrastructure for the knowledge discovery task. The framework of a data filtering system is 
illustrated in Figure1.
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Figure1 presents an overall perspective of the data filtering system. It illustrates the resources and all the 
components required to accomplish the data preparation tasks. The framework of a data filtering system divides 
the knowledge discovery process into three layers: locating and accessing, filtering, and mining layers. Our 
project has focused on the critical labor-intensive parts; i.e., locating, accessing, and filtering data. 

Locating and accessing layer. At the bottom layer of the framework multiple, heterogeneous data sources are 
located in an enterprise environment. These data sources may be distributed across a network, such as the 
intranet or internet. Thus, the data filtering system must provide a component to dynamically locate the relevant 
data sources. Moreover, during the process of knowledge discovery if the underlying data sources are updated, 
there must be a monitoring component to notify and migrate the updated data to the upper layer.

Filtering layer. Once the relevant data are located and gathered, they will then be migrated to the next layer 
where all the necessary actions for preparing and filtering data are taken place. This filtering layer can be 
viewed as a data treatment phase in that the extracted data are carefully cleansed, the missing fields are treated, 
attributes are analyzed with an appropriate technique (e.g., symbolic attributes are analyzed on the basis of 
information theoretical measurement, whereas numeric attribute analysis is based on statistical measurements 
[5,6,7]) and only promising attributes towards the success of the mining process are selected. In order to 
support the mining algorithm to discover valuable knowledge, the sampling component [3,4] is another 
essential part. It is responsible for approximating the size of the data set. The justification of this size 
approximation role is that extracting knowledge from the massive data set is a computational and I/O intensive 
process which results in the difficulty of guaranteeing quick response time of the knowledge discovery process. 
Therefore, sampling is an effective technique to minimize the I/O traffic involved in the distributed 
environment in which the data filtering system and the mining system may be at the separate sites. Finally, the 
data samples are transformed to the format appropriate for each mining algorithm.

Fig. 1. Data filtering system framework

Results and Discussion: The components at the filtering layer are composed of:
- the cleansing component to get rid of noise in the data contents, 
- the missing-value handler to seek for the appropriate method of filling in some missing parts in the 

data contents, 
- the feature selector to efficiently evaluate and select the most promising features out of the available 

data set, 
- the sampling component to obtain the representatives appropriate for a specific mining task, and 
- the transformation component to turn the data to the right format.



Samples of major components are shown in Figures 2, 3, and 4.

Conclusion: The contribution of this paper is the design and implementation of a system to provide an 
integrated, flexible, and efficient pre-mining platform supported by various components. This platform provides 
mechanisms of data browsing and extracting, data arrange, data quality for knowledge discovery process. The 
interactions of modules in the system are controlled by one component acting as a supervisor of the whole 
system. Components are designed to be active and intelligent. They are able to react appropriately to 
unpredictable situations, evaluate and apply their own problem solving strategies. However, the current design 
has to be extensively tested on various application domains. Several areas of extensions are currently being 
investigated. The functionalities of filtering components can be extended to support new techniques of 
cleansing and adaptive sampling. Finally, we plan to extend the scope of this project to cover the mining and 
post-mining phases to obtain a complete distributed, agent-based knowledge discovery system.  

Fig. 2. Main menu of SUT Filter    Fig. 3. Data source selection and loading    Fig. 4. Missing-value handling
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