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CHAPTER I

INTRODUCTION

Differential equations have been found in the study of pure sciences, applied

sciences, engineering, and many areas of social sciences extensively. We know that

the mathematical model of these systems can be described as differential equa-

tions. Depending on the problem, these equations may take various forms: or-

dinary differential equations, functional differential equations, partial differential

equations, etc. The study of ordinary differential equations is mature nowadays.

The study of partial differential equations is comparatively more difficult, because

of the complexity of its variables. Therefore, under broad assumptions, we try to

reformulate the partial differential equations by ordinary differential equations on

abstract spaces, for example, Banach spaces. This is where semigroup theory plays

a central role and provides a unified and powerful tool for the study of partial dif-

ferential equations. Semigroup theory concerns the study of existence, uniqueness

and continuous dependence of solutions on parameters and their regularity

properties. The dynamical system (eg. heat conduction, properties of elastic

material, fluid dynamics, etc.) described by partial differential equations (or in

combination with ordinary differential equations) involves finding a control policy

to minimize or maximize some objective functional subject to a dynamic frame

work. This is the optimal control problem. In some diffusion reaction processes

and emigration problems, we need to use integral differential equations. Further-

more, compared with traditional initial value problems, we know that impulsive

conditions can be used to model more physical phenomena than traditional initial
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value problems.

Many interesting phenomena that cannot be modelled by traditional initial

value problems can be done so by impulsive conditions, for example, the dynamics

of populations subjected to abrupt changes caused by epidemic, harvesting or im-

migration. Moreover the study of engineering structures, such as beams, satellites

with flexible appendages, suspension bridges, etc: as well as the presence of any

form of impact forces also need an impulsive evolution equation. All of these give

rise to the study of nonlinear impulsive integral partial differential equations and

the optimal control problem.

Impulsive systems have been widely investigated on finite dimensional

spaces. The readers can consult the related books written by Lakshmikan-

than(1989) and Yang(2001) etc. There is also a great number of papers studying

such problems. For example, for general nonlinear impulsive evolution equations:





ẋ(t) = Ax(t) + F (t, x(t)) t ∈ (0, T ) \D,

x(0) = x0,

∆x(ti) = Ii(x(ti)), i = 1, 2, . . . , n.

Guo and Liu(1995), Liu and Willms(1995) have studied the existence, uniqueness

and stability of the solution or other properties respectively on finite dimensional

spaces for different cases.

Concerning the study of evolution system on infinite dimensional spaces,

the readers are suggested to consult the related books written by Ahmed(1991),

Pazy(1983), Li and Yong(1995) etc. Many authors studied evolution systems

on infinite dimensional spaces. For example, for Rogovchenks(1997), Liu(1999),

Ahmed(2001) have studied the same equations on infinite dimensional spaces for

different cases.

Since the end of last century, impulsive equations on infinite dimensional
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Banach space have been considered. See Pazy(1983), Lakshmikanthan(1989), Li

and Yong(1995) and Liu(1999). Particularly, Ahmed discussed a series of problems

for the impulsive system on infinite dimensional space. See also Li and Yong(1995),

Liu(1999) and Balder(1987). It is only in recent years that the optimal control of

system governed by impulsive evolution equations have been studied. Ahmed for

the first time considered the following controlled impulsive system;





dx = (Ax + f(x))dt + g(x)dv,

x(0) = x0,

∆lx(ti) = Fi(x(ti)), i0 = t0 < t1 < t2 < . . . < tn < T.

Some authors have studied optimal control theory for infinite dimensional systems

governed by impulsive evolution equation in recent years, see Xiang, Peng and

Wei(2004).

It is well-known that to guarantee existence of optimal “state-control” pair,

we need a convexity hypothesis on a certain orientor field. When this convexity

hypothesis is no longer satisfactory to obtain optimal solutions, we need to pass

to a longer system, in which the orientor field has been convexified and cohere

measure valued controls, so-called relaxed control, have been introduced. Many

authors working on variational and optimal control problems have convexified

finite-dimensional control system for existence of optimal controls. This problem

(called relaxation) has already been studied. See Warga(1962) and Warga(1996).

For infinite-dimensional control systems, Ahmed dealt with this problem

and introduced a measure-valued control in which the control space is compact and

values of relaxed control are countable additive measures, see Ahmed(1983). Then

Papageorgious and other authors continued to discuss this problem. See Papageor-

gious(1989), Xiang and Ahumed(1993) and Xiang, Sattayatham and Wei(2003).

Since 1991, Fattorini has been working with relaxed controls whose values are fi-



4

nitely additive measures. By his approach we can cope with such a control set

which is a normal topological space even on arbitrary set. See Fattorini(1999) and

Fattorini(1994). However, to our knowledge, there are only a few authors who

have studied the problem on relaxed controls of system governed by impulsive

evolution equations, in particular, the semilinear impulsive evolution equations on

Banach space.

In this thesis, we first study a class of nonlinear impulsive evolution equa-

tions as follows:





ẋ(t) = Ax(t) + f(t, x(t)), t ∈ I \D,

x(0) = x0,

∆x(ti) = Ji(x(ti)), i = 1, 2, . . . , n,

(1.1)

on a Banach space(X, ‖ · ‖), where I ≡ [0, T ], D = {t1, t2, · · · , tn} ⊂ (0, T ),

0 < t1 < t2 < . . . < tn < T . A is the infinitesimal generator of a C0−semigroup

and ∆x(ti) = x(t+i ) − x(ti), representing the jump in the state x at time ti, with

Ji determining the size of the jump at ti.

We then consider the following controlled system governed by the impulsive

differential evolution equation





ẋ(t) = Ax(t) + f(t, x(t), u(t))

x(0) = x0

∆x(ti) = Ji(x(ti)), u(·) ∈ Uad.

(1.2)

As we discuss system (1.1) and the corresponding controlled system (1.2),

we first introduce the mild solution, prove the existence and uniqueness of mild

solution. We also make a priori estimates of (1.1) and study the continuous de-

pendence on initial states control for the system (1.2). In addition, we generalize

Gronwall lemma which plays the important role in the paper.
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We consider the following relaxed control system corresponding to (1.2)





ẋ(t) = Ax(t) + F (t, x(t))µ(t),

x(0) = x0,

∆x(ti) = Ji(x(ti)), µ(·) ∈ Ur.

(1.3)

Before discussing system (1.3), we introduce relaxed control space and discuss

system(1.3). We then study the existence and uniqueness of mild solutions, and

also introduce original and relaxed trajectories and study their properties.

In addition, we consider the Lagrange problem (P0) and (Pr) and discuss

the existence of optimal relaxed control for Lagrange problem (Pr) and study the

relation between problem (P0) and (Pr).

The thesis is organized as follows. In Chapter II, we give some associated

notations and preliminaries. In Chapter III, we begin to discuss the original im-

pulsive systems on Banach space. The existence and uniqueness of mild solution

for impulsive differential evolution equations are presented. We also study the

continuous dependence on initial state and control of solution for the controlled

system. In Chapter IV, we discuss relaxed impulsive systems. We introduce re-

laxed control space. The existence and uniqueness of mild solution for relaxed

impulsive equation are proved, we also introduce original and relaxed trajecto-

ries and present properties of relaxed trajectories. In Chapter V, we discuss the

existence of optimal relaxed control for Lagrange problem (Pr).



CHAPTER II

MATHEMATICAL PRELIMINARIES

In this chapter we will review some basic concepts and results that are

necessary for the presentation of the theories in the later chapters. Most proofs

will be omitted as they can be found in standard textbooks.

2.1 Elements of Functional Analysis

In this section, some basic concepts and theorems of functional analysis are

collected. We assume that the reader is familiar with basis concepts from topology.

2.1.1 Normed linear spaces

We begin by reviewing the notions of normed linear spaces and inner prod-

ucts.

Definition 2.1. Let X be a linear space over a field F (F = R or C).

A map ‖ · ‖ : X → R is called a norm on X if it satisfies

‖x‖ ≥ 0

‖x‖ = 0 ⇔ x = 0

‖αx‖ = | α | ‖x‖

‖x + y‖ ≤ ‖x‖+ ‖y‖,

for all x, y ∈ X and α ∈ F.

If the second condition above is omitted from the definition, then ‖ · ‖ is

called seminorm.
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A map (·, ·) : X ×X → F is called an inner product on X if it satisfies

(x, x) ≥ 0

(x, x) = 0 ⇔ x = 0

(x, y) = (y, x)

(αx + βy, z) = α(x, z) + β(y, z)

for all x, y, z ∈ X and α, β ∈ F , and where (y, x) denotes the complex conjugate

of (x, y) ( If F = R the bar can be omitted ).

Hereafter, we denote a norm on X by ‖ · ‖X . Similarly, we denote an inner

product on X by (·, ·)X . If X has a norm, then the pair (X, ‖·‖X) is called a normed

linear space. The norm ‖ · ‖X induces a metric d on X by d(x, y) = ‖x− y‖X and

thus X become a topological space.

Let us now recall some standard topological concepts in normed linear

spaces.

Definition 2.2. Let X be a normed linear space with the norm ‖ · ‖X . We say

that a sequence {xn} converges strongly to x ∈ X if

lim
n→∞

‖xn − x‖X = 0.

We write xn
s→ x or xn → x.

Definition 2.3. A sequence {xn} ⊂ X is called a Cauchy sequence provided that

for any ε > 0 there exists N > 0 such that

‖xn − xm‖X < ε for all n,m ≥ N.

Definition 2.4. A normed linear space (X, ‖·‖X) is called complete if each Cauchy

sequence in X converges; that is, whenever {xn} is a Cauchy sequence, then there

exists x ∈ X such that {xn} converges strongly to x.
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Definition 2.5. A complete normed linear space (X, ‖ · ‖X) is called a Banach

space.

Example 2.1. There are various ways to construct a new Banach space from a

given one. For example, let Ω be topological space and Y be a Banach space. The

space C(Ω, Y ) = {f : Ω → Y | f is continuous} with pointwise addition and scalar

multiplication and supremum norm

‖f‖∞ = sup
x∈Ω

{‖f(x)‖Y } (2.1)

is Banach space.

Definition 2.6. Let X be a linear space with inner product (·, ·)X . The inner

product induces a norm on X by ‖ · ‖X =
√

(·, ·)X . Then X is called a Hillbert

space if it is complete under the norm ‖ · ‖X .

Definition 2.7. Let X be a Banach space and G ⊂ X.

1. Given x ∈ X and r > 0, the set Or(x) = {y ∈ X|‖y− x‖X < r} is called the

open ball centered at x with radius r.

2. The set IntG := {x ∈ G| ∃r > 0 such that Or(x) ⊂ G} is called the interior

of G; the smallest closed set containing G is called the closure of G and

denoted by G; and ∂G := G\IntG is called the boundary of G

3. G is compact if for any family of open sets {Gα, α ∈ Λ} with G ⊂ ∪α∈ΛGα,

there exist finitely many Gα, say Gα1,...,Gαk
in this family, such that G ⊂

∪k
i=1Gαi.

4. G is relatively compact if the closure G of G compact.

5. G is totally bounded if for any ε > 0, there exists a finite set {x1, . . . , xk} ⊂ G,

such that G ⊂ ∪k
i=1Oε(xi).



9

6. G is separable if it admits a countable dense subset, i.e., there exists a count-

able set G0 ≡ {xi, i ≥ 1} ⊂ G, such that the closure G0 of G0 contains G. If

X is itself separable, then we say that X is a separable Banach space.

7. G is convex if for any x, y ∈ G and α ∈ [0, 1] then αx + (1− α)y ∈ G.

Proposition 2.1. Let X be Banach space and G ⊂ X. Then, the following are

equivalent:

1. G is relatively compact;

2. G is totally bounded;

3. Every sequence {xn} ⊂ G has a (strongly) convergent subsequence.

2.1.2 Linear Operator

In the following, unless stated otherwise X and Y will denote normed linear

spaces over a field F .

Definition 2.8. Let D(A) be not necessarily closed linear subspace of X.

1. A map A : D(A) → Y is called a linear operator if the following holds:

A(αx + βy) = αA(x) + βA(y), ∀x, y ∈ D(A), α, β ∈ F .

The set D(A) is called the domain of A.

2. We say that A is densely defined if D(A) is dense in X.

3. A is called closed if whenever xn → x in X, xn ∈ D(A) and Axn → y in Y ,

then

x ∈ D(A) and Ax = y.
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4. We say that A is closable if there exists a closed operator A : D(A) ⊂ X →
Y , such that

D(A) ⊂ D(A), and Ax = Ax, ∀x ∈ D(A).

Proposition 2.2. Let A : X → Y be a linear operator. The following two condi-

tions are equivalent:

1. A is bounded, i.e., there exists a constant d > 0 such that

‖Ax‖Y ≤ d‖x‖X for all x ∈ X.

2. A is continuous, i.e., xn → x as n → ∞ implies Axn → Ax as n →
∞,∀{xn} ⊆ X.

Given two normed linear spaces X and Y , let L(X, Y ) denote the set of

all bounded linear operators from X to Y . L(X,Y ) becomes a normed linear

space if we define vector operations in a natural way and define the operator norm

‖A‖L(X,Y ) = sup
x∈X
‖x‖X≤1

‖Ax‖Y . If X = Y , we simply write L(X) for L(X,X).

Theorem 2.3. (Uniform Boundedness Principle). Let X and Y be Banach spaces

and A ⊂ L(X, Y ). Then,

sup
A∈A

‖Ax‖Y < ∞, ∀x ∈ X implies that sup
A∈A

‖A‖L(X,Y ) < ∞.

2.1.3 Linear Functionals and Dual Spaces

Definition 2.9. 1. A bounded linear operator x∗ : X → F is called a bounded

linear functional on X.

2. We write X∗ to denote the collection of all bounded linear functionals on X

and call it the dual space of X.
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3. If x ∈ X, x∗ ∈ X∗ we write

〈x∗, x〉

to denote the real number x∗(x).

4. Let ‖ · ‖X∗ denote the operator norm on X∗. Then for x∗ ∈ X∗,

‖x∗‖X∗ := sup{〈x∗, x〉|‖x‖X ≤ 1}.

5. A Banach space is reflexive if (X∗)∗ = X. More precisely, this means that

for each x∗∗ ∈ (X∗)∗, there exists x ∈ X such that

〈x∗∗, x∗〉 = 〈x∗, x〉 for all x∗ ∈ X∗.

Definition 2.10. A function f : X → R is called convex provided that for all

x, y ∈ X and t ∈ [0, 1],

f(tx + (1− t)y) ≤ tf(x) + (1− t)f(y).

Definition 2.11. A locally convex space (X, {pj}) is a linear space X over F

together with a system of seminorm {pj}j∈J such that

x = 0 ⇔ pj(x) = 0 for all j ∈ J .

2.1.4 Closed Operator

Definition 2.12. Let X and Y be normed linear spaces and T : X → Y a

function. The graph of T , denote by G, is defined by

G(T ) = {(x, Tx) | x ∈ X} ⊂ X × Y.

If T is linear, it is easy to verify that G(T ) is a linear subspace of X × Y .

We say that the map T : X → Y has a close graph or T is a closed operator if

G(T ) is a closed subspace of X × Y .
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Lemma 2.4. Let X and Y be normed linear spaces and T : X → Y a linear

operator. Then T has a closed graph if and only if for every sequence {xn} in X,

if xn → x and Txn → y, then y = Tx.

Theorem 2.5 (Closed Graph Theorem). Suppose that X and Y are Banach

spaces and T : X → Y a linear operator. Then T is bounded if and only if T

has a closed graph.

2.1.5 Weak Topology and Weak Convergence

The difference between a finite dimensional Banach space and an infinite

dimensional Banach space is that in the latter, a bounded sequence need not have

a convergent subsequence. This is responsible for many difficulties in the calculus

of variations and the theory of partial differential equations. In order to overcome

this difficulty, one needs to introduce the concept of weak convergence.

Let X be a Banach space and X∗ its dual. Elements of X∗ can be used to

generate a new topology for X called the weak topology. It is obtained by taking

as a base all sets (neighborhoods of the form)

N(x0, F
∗, ε) := {x ∈ X : 〈x∗, x− x0〉 < ε, x∗ ∈ F ∗},

where x0 ∈ X, F ∗ is any finite subset of X∗, and ε > 0. Endowed with this weak

topology, X becomes a locally convex linear topological vector space.

The concepts of open or closed sets, compactness, convergence, ect. are

topological, hence they must be qualified by referring to the topology involved. In

the case of normed linear spaces, when one speaks of open or closed sets, com-

pactness, convergence, etc., one refers to the norm topology, while when referring

to the weak topology, one uses the terms weakly open or weakly closed sets, weak

compactness, weak convergence, ect.
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Definition 2.13. A sequence {xn} ⊂ X is said to converge weakly to x ∈ X,

written xn
w→ x, if lim

n→∞
〈x∗, xn〉 = 〈x∗, x〉 for all x∗ ∈ X∗.

Proposition 2.6. 1. If X is a reflexive Banach space, then every bounded se-

quence {xn} in X has a weakly convergent subsequence. If in addition, each

weakly convergent subsequence of {xn} in X has the same limit x, then

xn
w→ x in X as n →∞.

2. If X is a Banach space, and

x∗n → x∗ in X∗, xn
w→ x in X as n →∞,

then

x∗n
w→ x∗ in X∗, xn → x in X as n →∞.

Moreover, if X is a reflexive Banach space, then

x∗n
w→ x∗ in X∗, xn → x in X as n →∞,

implies

〈x∗n, xn〉 → 〈x∗, x〉 as n →∞.

Lemma 2.7. (Mazur). Let X be Banach space and K be a norm closed convex

set in X. Then K is weakly closed in X.

2.1.6 Compact operators

Definition 2.14. Let X and Y be Banach spaces, and T be a map from some

subset D(T ) of X into Y . Then T is called compact if and only if:
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1. T is continuous,

2. T maps bounded sets into relatively compact sets.

Theorem 2.8. (Arzela-Ascoli). Let X and Y be Banach spaces, G ⊂ X be com-

pact and F ⊂ C(G, Y ). Suppose that

1. for each x ∈ G, the set {F (x)|F ∈ F} is relatively compact in Y .

2. F is uniformly bounded, i.e.,

sup
F∈F ,x∈G

‖F (x)‖Y < ∞.

3. F is equicontinuous, i.e., for any ε > 0, there exists δ = δ(ε) > 0, such that

‖F (x)− F (x′)‖Y < ε, whenever ‖x− x′‖X < δ, F ∈ F , x, x′ ∈ G.

Then there exists a sequence {Fk} ⊆ F and F0 ∈ C(G, Y ), such that

lim
k→∞

‖Fk − F0‖C(G,Y ) = 0

where C(G, Y ) denotes the supremum norm (2.1).

The proof can be found in Xunjing Li and Jiongmin Yong(1995).

Proposition 2.9. Let A : X → Y be linear operator, where X and Y are Banach

spaces.

1. If A is compact, then A is strongly continuous, i.e.,

un
w→ u as n →∞ implies Aun → Au as n →∞.

2. Conversely, if A is strongly continuous and X is reflexive, then A is compact.

The proof can be found in Zeidler(1990).
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2.2 Lebesgue Integration Theory

In this section, we review the notions of Lebesgue measure and Lebesgue

integral for Banach space valued functions. We then state some standard con-

vergence theorems for integrals and introduce the Lebesgue function spaces in

which we will be working. For details and proofs we refer to Zeidler(1990), unless

otherwise stated.

2.2.1 The Lebesgue Measure

Let us first give a quick outline of some fundamentals of Lebesgue measure theory.

Loosely speaking, the Lebesgue measure provides a way of describing the “size”

or “volume” of certain subsets of Rn.

Definition 2.15. A collection M of subsets of Rn is called a σ−algebra if

1. ∅ ∈ M and Rn ∈M,

2. A ∈M implies Rn \ A ∈M,

3. if {Ak} ⊂ M, then
∞⋃

k=1

Ak ∈M and
∞⋂

k=1

Ak ∈M.

Theorem 2.10 (Existence of Lebesgue measure and Lebesgue measurable

sets). There exists a σ−algebra M of subsets of Rn and a mapping

| · |: M→ [0, +∞]

with the following properties:

1. Every open subset of Rn, and thus every closed subset of Rn, belongs to M.

2. If B is a ball in Rn, then | B | equals the n−dimensional volume of B.
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3. If {Ak} ⊂ M and the sets {Ak} are pairwise disjoint, then

|
∞⋃

k=1

Ak |=
∞∑

k=1

| Ak | (countable additivity).

4. If A ⊂ B, where B ∈M and | B |= 0, then A ∈M and | A |= 0.

The sets in M are called Lebesgue measurable sets and | · | is called the

n−dimensional Lebesgue measure. If some property holds everywhere on Rn, ex-

cept for a measurable set with Lebesgue measure zero, then we say that this prop-

erty holds almost everywhere or for almost all x ∈ Rn, abbreviated “a.e.”. In the

following, we will simply use the word “measurable” for “Lebesgue measurable”.

2.2.2 Measurable Functions

Let M ⊆ Rn be a measurable set and X a Banach space.

Definition 2.16. 1. A function f : M → X is called a step function if there

exist finitely many pairwise disjoint measurable subsets Mi of M such that

|Mi| < ∞ for all i, and elements ai of X such that

f(x) =





ai if x ∈ Mi

0 otherwise.

That is, f is constant on each set Mi.

2. The integral of a step function is defined to be

∫

M

fdx =
∑

i

|Mi|ai.

3. A function f : M → X is called (strongly) measurable if there exists a

sequence {fn} of step functions fn : M → X such that

lim
n→∞

fn(x) = f(x) for almost all x ∈ M.
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4. (Measurable functions via substitution). Let X, U be real and separable

Banach spaces, M ⊆ Rn be measurable, f : M × U → X and u : M → U .

Set

F (x) = f(x, u(x)).

If the function u : M → U is measurable, then the function F : M → X is

also measurable provided that f satisfies the Caratheodory condition:

(a) x 7→ f(x, u) is measurable on M for all u ∈ U ,

(b) x 7→ f(x, u) is continuous on U for almost all x ∈ M .

2.2.3 The Lebesgue Integral

The Lebesgue theory of integration is especially useful since it provides powerful

convergence theorems. Throughout, X will denote a Banach space.

Definition 2.17. Let X be Banach space. A function f : M ⊆ Rn → X is called

integrable if it is strongly measurable and there exists a sequence {fn} of step

functions fn : M → X such that

1. f(x) = lim
n→∞

fn(x) for almost all x ∈ M ,

2. given ε > 0 there exists n0 = n0(ε) ∈ N such that

∫

M

‖fn(x)− fm(x)‖dx < ε for all n, m ≥ n0(ε).

The second condition implies that the sequence
{ ∫

M
fn(x)dx

}
is Cauchy in X, so

that we can define the Lebesgue integral of f by

∫

M

f(x)dx = lim
n→∞

∫

M

fn(x)dx (2.2)

One can show that this integral is well defined, i.e., the limit in (2.2) does not

depend on the choice of the step functions fn. Furthermore if B ∈ L(X) and the
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integral of f exists, then the integral of Bf exists, and

∫

M

Bf(x)dx = B

∫

M

f(x)dx.

Proposition 2.11 (Monotone convergence theorem). Let {fn}, fn : M ⊆
Rn → R be a monotone increasing (monotone decreasing) sequence of integrable

functions, with sup
n
| ∫

M
fndx |< ∞. Then fn(x) converges a.e. to some integrable

function f , and

lim
n→∞

∫

M

fn(x)dx =

∫

M

f(x)dx.

Proposition 2.12 (Majorant criterion). Let f : M ⊆ Rn → X be measurable.

If there exists g : M → R such that ‖f(x)‖ ≤ g(x) for almost all x ∈ M , and

∫
M

g(x)dx exists, then f is integrable, and

∥∥
∫

M

f(x)dx
∥∥ ≤

∫

M

‖f(x)‖dx ≤
∫

M

g(x)dx.

Proposition 2.13 (Majorant convergence principle). Let fn : M ⊆ Rn → X

be measurable for all n and suppose that fn(x) converges almost everywhere to

some function f : M → X. If there exists g : M → R such that ‖fn(x)‖ ≤ g(x)

for almost all x ∈ M and all n ∈ N, and
∫

M
g(x)dx exists, then f is integrable,

and

lim
n→∞

∫

M

fn(x)dx =

∫

M

f(x)dx.

2.2.4 Lebesgue Spaces of Vector-valued Functions

We now introduce the function spaces which we will be working in, and discuss

some of their properties. Let X be a Banach space and 0 < T < ∞.

Definition 2.18. By Cm([0, T ], X) with m = 0, 1, . . . we denote the set of all

continuous functions u : [0, T ] → X that have continuous derivatives up to order
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m on [0, T ], with the norm

‖u‖ :=
m∑

i=0

max
0≤t≤T

| u(i)(t) | . (2.3)

Here, only the right-hand and the left-hand derivatives need exist at the

end points t = 0 and t = T , respectively, and u(0) means u. Note that C0([0, T ], X)

coincides with C([0, T ], X) of example (2.1).

Let M ⊆ R be measurable.

Definition 2.19. By Lp(M,X) with 1 ≤ p ≤ ∞ we denote the set of all mea-

surable functions u : M → X for which
∫

M
‖u(t)‖pdt exists, endowed with the

norm

‖u‖Lp(M,X) :=
( ∫

M

‖u(t)‖p
Xdt

)1/p
. (2.4)

If X = R or X = C, we simply write Lp(M). We note that LP ((0, T ), X)

can be identified with LP ([0, T ], X), and one often writes Lp(0, T ; X) for this space.

Definition 2.20. Let X and Y be Banach spaces over F with X ⊆ Y . The

embedding operator j : X → Y is defined by j(u) = u for all u ∈ X.

1. The embedding X ⊆ Y is called continuous if j is continuous, i.e., if there

exists d > 0 such that

‖u‖Y ≤ d‖u‖X for all u ∈ X. (2.5)

In this case, write X ↪→ Y .

2. The embedding X ⊆ Y is called compact if j is compact as a linear map,

i.e., (2.5) holds, and each bounded sequence (un) in X has a subsequence

(un′) which is convergent in Y . In this case, we write X ↪→↪→ Y .

Proposition 2.14 (Properties of Lebesgue Space). Let m = 0, 1, . . . and

1 ≤ p < ∞. Let X and Y be Banach spaces over F . Then:
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1. Cm([0, T ], X) with the norm (2.3) is Banach space over F .

2. Lp((0, T ), X) with the norm (2.4) is Banach space over F if one identifies

functions that are equal almost everywhere on (0, T ).

3. C([0, T ], X) is dense in Lp((0, T ), X), and the embedding

C([0, T ], X) ⊆ Lp((0, T ), X)

is continuous.

4. Lp((0, T ), X) is separable in the case where X is separable.

5. Lp((0, T ), X) is reflexive in the case where X is reflexive for 1 < p < ∞.

6. If the embedding X ⊆ Y is continuous, then the embedding

Lr((0, T ), X) ⊆ Lq((0, T ), Y ), 1 ≤ q ≤ r < ∞

is also continuous.

Proposition 2.15 (Hölder’s inequality). Assume 1 < p, q < ∞ with 1
p
+ 1

q
= 1.

Then if u ∈ Lp(M), v ∈ Lq(M), we have uv ∈ L1(M) and

∫

M

|uv|dx ≤ ‖u‖Lp(M)‖v‖Lq(M).

2.3 Theory of C0−semigroups

In this section, we introduce the concept of and present some basic results

on C0−semigroups. For more details and proofs, we refer to Pazy(1983). X and

Y will always denote Banach spaces unless otherwise stated.
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2.3.1 C0−semigroups

Let us first introduce the following definition.

Definition 2.21. Let
{
T (t), t ≥ 0

}
be a family of bounded linear operators on

X. The family
{
T (t), t ≥ 0

}
is said to be a semigroup of operators on X if

1. T (0) = I ( I is the identity operator on X),

2. T (t + s) = T (t)T (s) = T (s)T (t) for all t, s ≥ 0.

The semigroup
{
T (t), t ≥ 0

}
is said to be uniformly continuous if t 7→ T (t) is

continuous on [0,∞) in the norm topology of L(X). It is easy to show that this

is equivalent to

lim
t→0+

‖T (t)− I‖L(X) = 0.

Definition 2.22. A semigroup
{
T (t), t ≥ 0

}
of bounded linear operators on X is

said to be strongly continuous if t 7→ T (t)x is continuous on [0,∞) for all x ∈ X.

It is easy to show that this equivalent to

lim
t→0+

‖T (t)x− x‖X = 0 for all x ∈ X.

A strongly continuous semigroup of bounded linear operators on X is called a

C0−semigroup.

Definition 2.23. Let
{
T (t), t ≥ 0

}
be a C0−semigroup on X. The operator A

with domain

D(A) :=
{
x ∈ X : lim

t→0+

T (t)− I

t
x exists

}

and defined by

Ax := lim
t→0+

T (t)− I

t
x, for all x ∈ D(A),

is called the infinitesimal generator of the semigroup. The operator A : D(A) ⊆
X → X is linear but not necessarily bounded.
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Some important properties of strongly continuous semigroups of bounded

linear operators and their infinitesimal generators are formulated as follows:

Theorem 2.16. Let
{
T (t), t ≥ 0

}
be a C0−semigroup on X. Then there exist

constants M ≥ 1, and ω ≥ 0 such that

‖T (t)‖ ≤ Meωt, t ≥ 0.

If we can choose ω = 0 in Theorem 2.16, then T (t) is called uniformly

bounded and if in addition, we can choose M = 1, then it is called a C0−semigroup

of contractions.

Theorem 2.17. Let
{
T (t), t ≥ 0

}
be a C0−semigroup and let A be its infinitesimal

generator. Then

1. For x ∈ X,

lim
h→0

1

h

∫ t+h

t

T (s)xds = T (t)x.

2. For x ∈ X,
∫ t

0
T (s)xds ∈ D(A) and

A

( ∫ t

0

T (s)xds

)
= T (t)x− x.

3. For x ∈ D(A), T (t)x ∈ D(A) and the function t → T (t)x is differentiable

with

d

dt
T (t)x = AT (t)x = T (t)Ax.

4. For x ∈ D(A),

T (t)x− T (s)x =

∫ t

s

T (τ)Axdτ =

∫ t

s

AT (τ)xdτ.
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2.3.2 Hille-Yosida’s Theorem

In this section we state Hille-Yosida theorem which provides necessary and suffi-

cient conditions for a closed operator to be the generator of a C0−semigroup. Let

A be a linear but not necessarily bounded closed operator on X.

Definition 2.24. 1. We say that a complex number λ belongs to ρ(A), the

resolvent set of A, provided the operator λI − A : D(A) → X is one-to-one

and onto.

2. If λ ∈ ρ(A), then λI − A is invertible, and its inverse operator R(λ,A) :=

(λI − A)−1 is called the resolvent operator.

According to the Closed Graph Theorem, the resolvent operator R(λ,A) :

X → D(A) ⊂ X is bounded. Furthermore, AR(λ,A)u = R(λ, A)Au if u ∈ D(A).

Theorem 2.18 (Properties of resolvent operators). 1. If λ, µ ∈ ρ(A),

we have

R(λ,A)−R(µ,A) = (λ− µ)R(λ,A)R(µ,A)

and

R(λ,A)R(µ,A) = R(µ,A)R(λ,A).

2. Suppose that A is the infinitesimal generator of a C0−semigroup of contrac-

tions
{
T (t), t ≥ 0

}
. If λ > 0, then λ ∈ ρ(A),

R(λ,A)u =

∫ ∞

0

e−λtT (t)udt; u ∈ X

and thus ‖R(λ,A)‖X ≤ 1
λ
.

Theorem 2.19 (Hille-Yosida ). A linear operator A is the infinitesimal gener-

ator of a C0−semigroup
{
T (t), t ≥ 0

}
if and only if

1. A is closed, D(A) is dense in X.
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2. For some ω ∈ R and M ≥ 1, we have ρ(A) ⊃ {λ ∈ C|Reλ > ω} and

‖(λI − A)−n‖ ≤ M

(Reλ− ω)n
, for all n ≥ 0, Reλ > ω.

Corollary 2.20. A linear operator A is the infinitesimal generator of a

C0−semigroup satisfying ‖T (t)‖ ≤ eωt if and only if

1. A is closed, D(A) = X.

2. The resolvent set ρ(A) of A contains the ray {λ : Imλ = 0, λ > ω} and for

such λ,

‖(λI − A)−1‖ ≤ 1

λ− ω
.

2.3.3 Semigroups of Compact Operators

Definition 2.25. A C0−semigroup
{
T (t), t ≥ 0

}
on X is called compact semi-

group for t > t0 if T (t) is compact operator for every t > t0. It is simply called

compact if it is compact operator for all t > 0.

Note that if T (0) is compact, then X must be a finite dimensional Banach

space, since the identity operator is compact if and only if X is finite dimensional.

Hence for general Banach space, one can expect T (t) to be compact only for t > 0.

Note also that if T (t0) is compact for some t0 > 0, then T (t) is compact for all

t ≥ t0. This follows from the fact that T (t) = T (t− t0)T (t0), t0 > 0, and that the

composition of a compact operator with a bounded operator is always compact.

Theorem 2.21. Let
{
T (t), t ≥ 0

}
be a C0−semigroup. If T (t) is compact for

t > t0, then T (t) is continuous in the uniform operator topology for t > t0.

For the converse statement one has:
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Theorem 2.22. Let
{
T (t), t ≥ 0

}
be a C0−semigroup and let A be its infinitesimal

generator. T (t) is a compact semigroup for t > t0 if and only if T (t) is continuous

in the uniform operator topology for t > 0 and R(λ,A) is compact for some λ ∈
ρ(A).

2.4 Linear Evolution Equation

We wish to study both linear and nonlinear evolution differential equations

covering only deterministic systems. We shall consider the existence of solutions of

evolution differential equations. Let X be a Banach space, A ∈ L(X) with D(A)

and R(A) ⊂ X and consider the existence of homogeneous equation in X given by



ẋ(t) = Ax(t), for t > 0,

x(0) = x0,
(2.6)

where A is the infinitesimal generator of a C0−semigroup in X.

Definition 2.26 (Classical Solution). The Cauchy problem (2.6) is said to

have a classical solution if for each given x0 ∈ D(A) there exists a function x(t) =

x(t, x0), t > 0, with values in X, satisfying the following properties:

1. x ∈ C1;

2. ẋ(t) = Ax(t) for all t > 0;

3. x(0) = x0.

Theorem 2.23. Let A be a densely defined linear operator on X with ρ(A) 6= ∅.
Then the system (2.6) has a unique classical solution for each x0 ∈ D(A) if and

only if A is the infinitesimal generator of a C0−semigroup
{
T (t), t ≥ 0

}
on X.

Corollary 2.24. If A is the infinitesimal generator of a C0−semigroup
{
T (t), t ≥

0
}
, on X, then for every x0 ∈ X, the system (2.6) has a mild solution x(t) =

T (t)x0, t ≥ 0.
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Definition 2.27 (Weak Solution). A function x ∈ C([0, a], X) is said to be a

weak solution of (2.6) if for every x0 ∈ X and t ∈ [0, a] and x∗ ∈ D(A∗)

(x(t), x∗) = (x0, x
∗) +

∫ t

0

(x(τ), A∗x∗)dτ.

Theorem 2.25. If A is the infinitesimal generator of a C0−semigroup
{
T (t), t ≥

0
}

on X, then for every mild solution of (2.6) is weak solution.

We now consider the inhomogeneous initial value problem




ẋ(t) = Ax(t) + f(t), t > 0,

x(0) = x0,
(2.7)

where A is the infinitesimal generator of a C0−semigroup on X.

Definition 2.28 (Classical Solution). A function x : [0, a) → X is said to be a

classical solution of the system (2.7) if

1. x ∈ C([0, a), X);

2. x ∈ C1((0, a), X);

3. x(t) ∈ D(A) for t ∈ (0, a), and

4. x satisfying (2.7) on (0, a).

Definition 2.29 (Mild Solution). A function x ∈ C(I, X) for any finite interval

I = [0, a], is said to be a mild solution of the system (2.7) corresponding to the

initial state x0 ∈ X and the input f ∈ L1(I,X) if x is given by

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ)dτ, t > 0.

Theorem 2.26. Let x0 ∈ D(A) and f ∈ L1(I, X)
⋂

C((0, a), X) and suppose that

A is the infinitesimal generator of semigroup
{
T (t), t ≥ 0

}
being the corresponding

semigroup and x, given by

x(t) = T (t)x0 + z(t), t ∈ [0, a)
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where

z(t) =

∫ t

0

T (t− τ)f(τ)dτ, t ∈ I,

is the associated mild solution. Then, in order that x be a classical solution, it is

necessary and sufficient that any one of the following conditions hold

1. z ∈ C1((0, a), X);

2. z(t) ∈ D(A) for t ∈ (0, a) and Az(t) ∈ C((0, a), X).

Corollary 2.27. Let A is the infinitesimal generator of semigroup
{
T (t), t ≥ 0

}

being the corresponding semigroup and f ∈ L1(I, X) and x0 ∈ X. Then on any

subinterval [0, b), b < a the mild solution x of the system (2.7), is the uniform limit

of classical solutions.

Definition 2.30 (Strong Solution). A function x ∈ C(I, X) is said to be a

strong solution of the system (2.7) if

1. x is differentiable a.e. on I and d
dt

x(t) ∈ L1(I, X),

2. x(0) = x0 and d
dt

x(t) = Ax(t) + f(t) a.e. on I.

Theorem 2.28. If A is the infinitesimal generator of a C0−semigroup
{
T (t), t ≥

0
}

on X, then the system (2.7) has a strong solution if and only if, one of the

following conditions hold

1. z, as defined by z(t) =
∫ t

0
T (t − τ)f(τ)dτ, is differentiable a.e. on I and

d
dt

z(t) ∈ L1(I, X).

2. z(t) ∈ D(A) a.e. on I and Az ∈ L1(I,X).
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2.5 Set-Valued Maps

In this section, we introduce the concept of and present some basic results

on set-valued maps. For more details and proofs, we refer to Aubin(1990). Let

Z be a Hausdorff topological space ( Z should be thought as a metric space or a

locally convex space, when appropriate )

The basis notations

2Z : the collection of all subsets of Z ( the power set of Z )

2Z\{∅} : the collection of all nonempty subsets of X,

Pf (Z) = {A ⊂ Z : nonempty, closed },
P̂f (Z) = Pf (Z) ∪ {∅},
Pfc(Z) = {A ⊂ Z : nonempty, closed, convex },
Pk(Z) = {A ⊂ Z : nonempty, compact },
Pck(Z) = {A ⊂ Z : nonempty, compact, convex },
B(z, ε) = {ź ∈ Z : d(z, ź) < ε} and B̄(z, ε) = {ź ∈ Z : d(z, ź) ≤ ε}
Bε = {z ∈ Z : ‖z‖ < ε} and B̄ε = {z ∈ Z : ‖z‖ ≤ ε},
[y, z] = ordered pair in the product space Y × Z.

Definition 2.31. Let X and Y be sets, F : X → 2Y is called multifunction or

set-valued map, if it is characterized by its graph Graph(F ), the subset of the

product space X × Y defined by

Graph(F ) := {[x, y] ∈ X × Y |y ∈ F (x)}

We shall say that F (x) is the image or the value of F at x.

A set-valued map is said to be nontrivial if its graph is not empty, i.e., if

there exists at least an element x ∈ X such that F (x) is not empty.

We say that F is strict if all images F (x) are not empty. The domain of F
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is the subset of elements x ∈ X such that F (x) is not empty:

Dom(F ) := {x ∈ x|F (x) 6= ∅}.

The image of F is the union of the image (or values) F (x), when x ranges

over X:

Im(F ) :=
⋃
x∈x

F (x).

The inverse F−1 of F is the set-valued map from Y to X defined by

x ∈ F−1(y) ⇔ y ∈ F (x) ⇐⇒ (x, y) ∈ Graph(F ).

Definition 2.32. Consider a measurable space (Ω,A), a complete separable met-

ric space Z and a set-valued map F : Ω → 2Z with closed images. The map F

is called measurable if the inverse image of each open set is a measurable set: for

every open subset O ⊂ Z, we have

F−1(O) := {ω ∈ Ω|F (ω) ∩O 6= ∅} ∈ A.

Definition 2.33. Let (Ω,A) be a measurable space and Z a complete separable

metric space. Given a multifunction F : Ω → 2Z . The map F is called graph

measurable if

Graph(F ) = {[ω, x] ∈ Ω× Z : x ∈ F (ω)} ∈ A ×B(Z).

Proposition 2.29. Let (Ω,A) be a measurable space and Z a complete separable

metric space, if F : Ω → P̂f (Z) is measurable, then F (·) is graph measurable.

Definition 2.34. A set-valued map F : X → 2Y \ {∅} is called upper semicontin-

uous at x ∈ Dom(F ) if and only if for any neighborhood U of F (x),

∃η > 0 such that ∀x́ ∈ BX(x, η), F (x́) ⊂ U .

when F (x) is compact, F is upper semicontinuous at x if and only if

∀ε > 0, ∃η > 0 such that ∀x́ ∈ BX(x, η), F (x́) ⊂ BY (F (x), ε).
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Definition 2.35. A set-valued map F : X → 2Y \ {∅} is called lower semicon-

tinuous at x ∈ Dom(F ) if and only if for any y ∈ F (x) and for any sequence

of elements xn ∈ Dom(F ) converging to x, there exists a sequence of elements

yn ∈ F (xn) converging to y.

Definition 2.36. We shall say that set-valued map F is continuous at x if it is

both upper semicontinuous and lower semicontinuous at x, and that it continuous

if and only if it is continuous at every point of Dom(F ).

Definition 2.37. When X and Y are normed spaces, we shall say that F : X →
2Y \ {∅} is Lipschitz around x ∈ X if there exist a positive constant l and a

neighborhood U ⊂ Dom(F ) of x such that

∀x1, x2 ∈ U , F (x1) ⊂ F (x2) + l‖x1 − x2‖BY .

In this case F is also called Lipschitz (or l−Lipschitz) on U .

Definition 2.38. Consider a set-valued map F : X → 2Y \ {∅}. A single valued

map f : X → Y is called a selection of F if for every x ∈ X, f(x) ∈ F (x).

Definition 2.39. Let (Ω,A) be a measurable space and Z a complete separable

metric space. Consider a set-valued map F : Ω → 2Z \ {∅}. A measurable map

f : Ω → Z satisfying

∀ω ∈ Ω, f(ω) ∈ F (Ω)

is called a measurable selection of F .

Theorem 2.30 (Measurable Selection). Let Z be a complete separable metric

space, (Ω,A) a measurable space, F a measurable set-valued map from Ω to closed

nonempty subsets of Z. Then there exists a measurable selection of F .

Theorem 2.31 (Michael’s Theorem). Let F be a lower semicontinuous set-

valued map with closed convex values from a compact metric space X to a Banach

space Y . It dose have a continuous selection.
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Definition 2.40. Let (Ω,A, µ) be a σ−finite measure space and Z a separable

Banach space. Given a multifunction F : Ω → 2Z \ {∅}, we define the set

SF = {f ∈ L0(Ω, Z) : f(ω) ∈ F (Ω) µ− a.e.}

For 1 ≤ p ≤ ∞, we define

SP
F = {f ∈ LP (Ω, Z) : f(ω) ∈ F (Ω) µ− a.e.}.

Lemma 2.32. Let Z be a separable Banach space and (Ω,A, µ) a σ−finite measure

space. Given F : Ω → 2Z \ {∅} is a multifunction, if F (·) is graph measurable and

1 ≤ p ≤ ∞, then SP
F 6= ∅ if and only if

inf{‖x‖ : x ∈ F (ω)} ≤ h(ω) µ− a.e. for some h ∈ LP (Ω).



CHAPTER III

ORIGINAL IMPULSIVE SYSTEMS

The purpose of this chapter is to establish the existence of solutions for a

class of semilinear impulsive equations. The first section will introduce our class of

equations and the various assumptions to be used. In addition, we will discuss local

existence, global existence, uniqueness of solutions and continuous dependence of

the solutions with respect to the initial function. In the remaining section, we

will introduce admissible control space and discuss uniqueness of solutions and

continuous dependence on the initial and control value.

3.1 The first order nonlinear impulsive equation

We discuss the following impulsive equation





ẋ(t) = Ax(t) + f(t, x(t)), t ∈ (0, T ) \D,

x(0) = x0,

∆x(ti) = Ji(x(ti)), i = 1, 2, . . . , n,

(3.1)

in Banach space(X, ‖ · ‖), where D = {t1, t2, · · · , tn} ⊂ (0, T ), 0 < t1 < t2 < · · · <
tn < T . A is the infinitesimal generator of a C0−semigroup

{
T (t), t ≥ 0

}
and

∆x(ti) = x(t+i ) − x(ti). This system contains the jump in the state x at time ti

with Ji determining the size of the jump at ti.

In what follows, let the Banach space (X, ‖ · ‖X) be the state space, I ≡
[0, T ] be a closed and bounded interval of real line, C(I,X) denote the space

of continuous functions and C1(I, X) denote the space of one order continuous

differentiable functions. Let L(X,Y ) denote the space of bounded linear operators
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from X to Y and L(X) denote the space of bounded linear operators from X to

X. We denote the ball {x ∈ X : ‖x‖ ≤ r} by Br.

Define PC(I, X) ≡ {x : I → X|x(t) is continuous at t 6= ti, left continuous at

t = ti and right hand limit x(t+i ) exists }. Equipped with the supremum norm

topology, it is a Banach space.

We introduce the following assumptions.

[A] : The operator A is the infinitesimal generator of a C0−semigroup
{
T (t), t ≥

0
}

on X.

[F] : f : I ×X → X is an operator such that

1. t → f(t, ξ) is measurable and locally Lipschitz continuous with respect to the

last variable, i.e. for any finite number ρ > 0 there exists constant L1(ρ) > 0

such that

‖f(t, x1)− f(t, x2)‖X ≤ L1(ρ)‖x1 − x2‖X ,

∀x1, x2 ∈ Bρ.

2. There exists a constant k > 0, such that

‖f(t, x)‖X ≤ k(1 + ‖x‖X).

[J] : Ji : X → X is an operator such that

1. Ji maps bounded set to bounded set.

2. There exist constants hi > 0, i = 1, 2, . . . , n such that

‖Ji(x)− Ji(y)‖ ≤ hi‖x− y‖, x, y ∈ X.
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3.1.1 Nonlinear equation without impulsive

Now, we consider nonlinear evolution equations




ẋ(t) = Ax(t) + f(t, x(t)) t > 0

x(0) = x0

(3.2)

Definition 3.1 (Mild Solution). A function x ∈ C([0, T ], X) is said to be a

mild solution of the (3.2) if x satisfies the integral equation

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ, t ∈ I ≡ [0, T ].

Theorem 3.1. Suppose the assumptions [A] and [F] hold, then the problem (3.2)

has a unique mild solution on [0, T ].

Proof: Step 1: Local existence

Define a closed ball B̄(x0, 1) as follows.

B̄(x0, 1) = {x ∈ C([0, T1], X), ‖x(t)− x0‖ ≤ 1, 0 ≤ t ≤ T1},

where T1 would be chosen later and ‖x(t)‖ ≤ 1+‖x0‖ = ρ, 0 ≤ t ≤ T1, B̄(x0, 1) ⊆
C([0, T1], X) is a closed set.

Define a map P on B̄(x0, 1) by

(Px)(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ

and define M ≡ sup
t∈[0,T ]

‖T (t)‖.
Using assumption[F], one can verify that P maps B̄(x0, 1) to B̄(x0, 1). To prove

this, we note that

‖(Px)(t)− x0‖ ≤ ‖T (t)x0 − x0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ

≤ ‖T (t)x0 − x0‖+

∫ t

0

‖T (t− τ)k(1 + ‖x(τ)‖)dτ

≤ ‖T (t)x0 − x0‖+ Mkt + Mkρt

= Mk(1 + ρ)t + ‖T (t)x0 − x0‖.



35

Since T (t) is the strongly continuous C0−semigroup, there exists T11 > 0 s.t. for

all t ∈ [0, T11], ‖T (t)x0 − x0‖ ≤ 1
2
. Now, let 0 < T22 < 1

2Mk(1+ρ)
. Set T ′

1 =

min{T11, T22} hence for all t ∈ [0, T ′
1] we have ‖(Px)(t) − x0‖ ≤ 1. This means

that (Px)(t) ∈ B̄(x0, 1). Hence P : B̄(x0, 1) → B̄(x0, 1).

Next, to show that P is a contraction map on B̄(x0, 1).

Let x1, x2 ∈ B̄(x0, 1). By assumption [F](1), we have

‖(Px1)(t)− (Px2)(t)‖ ≤
∫ t

0

‖T (t− τ)‖‖f(τ, x1(τ))− f(τ, x2(τ))‖dτ

≤ MtL1(ρ)‖x1 − x2‖.

Now, let 0 < T ′′ = 1
2ML1(ρ)

, then ‖(Px1)(t) − (Px2)(t)‖ ≤ 1
2
‖x1 − x2‖. This

means that the map P is contraction map. This implies that we can choose

T1 = min{T ′
1, T

′′
1 } > 0 (small enough) such that P is a contraction map on B̄(x0, 1).

By contraction map principle, there exists a unique fixed point, i.e. equation (3.2)

has a unique mild solution on [0, T1].

Step 2: An (a priori) Estimate

Suppose x(·) is a mild solution of (3.2), then we have

‖x(t)‖ ≤ ‖T (t)x0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ

≤ M‖x0‖+ Mk

∫ t

0

(1 + ‖x(τ)‖)dτ

≤ M‖x0‖+ MkT + Mk

∫ t

0

‖x(τ)‖dτ.

By Gronwall inequality, we obtain

‖x(t)‖ ≤ (M‖x0‖+ MkT )eMk
R t
0 dτ

≤ (M‖x0‖+ MkT )eMkT ≡ M.

That is, there exists a constant M = (M‖x0‖ + MkT )eMkT > 0 such that for

t ∈ [0, T ] we have ‖x(t)‖ ≤ M .
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Step 3: Global Existence

We give the result on existence of mild solution on [0, T ].

First, by step2 we get a priori estimate of the solutions. That is, there exists

M > 0 such that for t ∈ [0, T ] we have ‖x(t)‖ ≤ M .

Second, we have to find the δ and extend solution for [0, T1] to [0, T ].

We start by showing that for every t0 ≥ 0, x0 ∈ X, the initial value problem(3.2)

has, under our assumptions, a unique mild solution x on an interval [t0, T1].

Indeed, let T1 = t0 + δ(t0, ‖x0‖), t0 ≥ 0

where

δ = min{1, ‖x0‖
k + L1(ρ)M

}.

The mapping P defined by

(Px)(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ

maps the ball of radius 2M‖x0‖ centered at 0 of C([t0, T1], X) into itself. This

follows from the estimate, for 0 ≤ t ≤ t0 + 1.

‖(Px)(t)‖ ≤ ‖T (t)x0‖+

∫ t

t0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ

≤ M‖x0‖+ M

∫ t

t0

‖f(τ, 0)‖dτ + M

∫ t

t0

‖f(τ, x(τ))− f(τ, 0)‖dτ

≤ M‖x0‖+ Mk(t− t0) + ML1(ρ)

∫ t

t0

‖x(τ)‖dτ

≤ M‖x0‖+ Mk(t− t0) + ML1(ρ)M(t− t0)

≤ M(‖x0‖+ (k(t− t0) + ML1(ρ)M)(t− t0))

≤ 2M‖x0‖

where the last inequality follows from the definition of T1. In this ball, f satisfies

a uniform Lipschitz condition with constant L1(ρ), so it is a contraction map on

this ball. By the contraction map principle, there exists a unique fixed point. i.e.

equation (3.2) has a unique mild solution x(t) on [t0, T1]. Since δ only depends on
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(t0, ‖x0‖) and ‖x(t)‖ ≤ M, x(t) can be extended to [t0, T1 + δ].

Especially, if t0 = 0, then x(t) on [0, δ] can be extended to [0, 2δ] with δ(‖x0‖) > 0.

By defining on [δ, 2δ], x(t) = y(t) where y(t) is the solution of the integral equation

y(t) = T (t− δ)x(δ) +

∫ t

δ

T (t− τ)f(τ, x(τ))dτ, δ ≤ t ≤ 2δ.

Moreover, δ depends on ‖x(δ)‖.
Similarly, one can verify that the (3.2) has a unique mild solution on

[2δ, 3δ], [3δ, 4δ], . . .

This implies the global existence of mild solution of (3.2).¤

3.1.2 Impulsive Evolution Equation

We consider the following impulsive equation




ẋ(t) = Ax(t) + f(t, x(t)), t ∈ [0, T ] \D,

x(0) = x0,

∆x(ti) = Ji(x(ti)), i = 1, 2, . . . , n.

(3.3)

Definition 3.2 (Mild Solution). A function x ∈ PC(I, X) is called a mild

solution of system (2.1) if it satisfies the following integral equation

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti))

for all t ∈ [0, T ].

Theorem 3.2. Suppose the assumptions [A],[F] and [J] hold, then the system

(2.1) has a unique mild solution on [0, T ].

Proof: First, we study the following equation




ẋ(t) = Ax(t) + f(t, x(t)), 0 ≤ t ≤ t1,

x(0) = x0.
(3.4)
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By Theorem 3.1, we have

x1(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x1(τ))dτ , t ∈ [0, t1)

is a unique mild solution of (3.4).

Now, define

x1(t1) = T (t1)x0 +

∫ t1

0

T (t1 − τ)f(τ, x1(τ))dτ

so that x1(·) is left continuous at t1.

Secondly, consider t ∈ (t1, t2]. We study the following equation




ẋ(t) + Ax(t) = f(t, x(t)), t1 < t ≤ t2

x(t1) = x1

where

x1 = x(t1 − 0) + J1(x(t1 − 0))

= x1(t1) + J1(x(t1)).

By Theorem 3.1 again, we have a unique mild solution x2(·) satisfying for t ∈
(t1, t2]:

x2(t) = T (t− t1)x(t1) +

∫ t

t1

T (t− τ)f(τ, x2(τ))dτ

= T (t− t1)[x1(t1) + J1(x(t1))] +

∫ t

t1

T (t− τ)f(τ, x2(τ))dτ

= T (t− t1)[T (t1)x0 +

∫ t1

0

T (t1 − τ)f(τ, x1(τ))dτ + J1(x(t1))]

+

∫ t

t1

T (t− τ)f(τ, x2(τ))dτ

= T (t)x0 +

∫ t1

0

T (t1 − τ)f(τ, x1(τ))dτ + T (t− t1)J1(x(t1))

+

∫ t

t1

T (t− τ)f(τ, x2(τ))dτ.

Define

x(t) =





x1(t) if 0 ≤ t ≤ t1,

x2(t) if t1 < t ≤ t2.
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Hence

x2(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ + T (t− t1)J1(x(t1)).

Now define

x2(t2) = T (t2)x0 +

∫ t2

0

T (t2 − τ)f(τ, x(τ))dτ + T (t2 − t1)J1(x(t1))

so that x2(·) is left continuous at t2.

Third, consider t ∈ (t2, t3]. We study the following equation




ẋ(t) + Ax(t) = f(t, x(t)), t2 < t ≤ t3,

x(t2) = x2,

where

x2 = x(t2 − 0) + J2(x(t2 − 0))

= x2(t2) + J2(x(t2)).

By Theorem 3.1 again, we have a unique mild solution x3(·) satisfying for t ∈ (t2, t3]

x3(t) = T (t− t2)x(t2) +

∫ t

t2

T (t− τ)f(τ, x3(τ))dτ

= T (t− t2)[x2(t2) + J2(x(t2))] +

∫ t

t2

T (t− τ)f(τ, x3(τ))dτ

= T (t− t2)[T (t2)x0 +

∫ t2

0

T (t2 − τ)f(τ, x(τ))dτ + T (t2 − t1)J1(x(t1)) + J2(x(t2))]

+

∫ t

t2

T (t− τ)f(τ, x3(τ))dτ

= T (t)x0 +

∫ t2

0

T (t1 − τ)f(τ, x(τ))dτ + T (t− t1)J1(x(t1)) + T (t− t2)J2(x(t2))

+

∫ t

t2

T (t− τ)f(τ, x3(τ))dτ

= T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ + T (t− t1)J1(x(t1)) + T (t− t2)J2(x(t2))

where x(t) = x3(t) if t2 < t ≤ t3.

Similarly, this procedure can be repeated on t ∈ (t3, t4], (t4, t5], . . . , (tn, T ], Thus
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we obtain a unique mild solution of problem (2.1) on [0, T ] given by

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti)), 0 ≤ t ≤ T.

Next, we consider the continuous dependence of solutions on the initial values.

Theorem 3.3. Assuming that the hypotheses of Theorem 3.2 are satisfied, if

x0, y0 ∈ X and if x(t), y(t) are mild solutions of equation (2.1) which satisfy

x(0) = x0 and y(0) = y0. Then there exists a constant C > 0 s.t.

sup
t∈[0,T ]

‖x(t)− y(t)‖ ≤ C‖x0 − y0‖.

Proof: For t ∈ [0, t1]

‖x(t)‖ ≤ ‖T (t)x0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ

≤ M‖x0‖+ M

∫ t

0

k(1 + ‖x(τ)‖)dτ

≤ M‖x0‖+ Mkt + Mk

∫ t

0

‖x(τ)‖dτ.

By Gronwall inequality, we have

‖x(t)‖ ≤ M(‖x0‖+ kt) exp

∫ t

0

Mkdτ.

Hence, there is a finite number ρ1 > 0 such that ‖x(t)‖ ≤ ρ1. For the same reason,

‖y(t)‖ ≤ ρ1. Then

‖x(t)− y(t)‖ ≤ ‖T (t)x0 − T (t)y0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))− f(τ, y(τ))‖dτ

≤ M‖x0 − y0‖+ ML(ρ1)

∫ t

0

‖x(τ)− y(τ)‖dτ.

By the Gronwall inequality, we have

‖x(t)− y(t)‖ ≤ M‖x0 − y0‖ exp

∫ t

0

ML(ρ1)dτ.

Hence

‖x(t)− y(t)‖ ≤ C1‖x0 − y0‖,



41

where C1 ≡ M exp
∫ t

0
ML(ρ1)dτ .

For t ∈ (t1, t2];

‖x(t)‖ ≤ ‖T (t)x0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ + ‖T (t− t1)‖‖J1(x(t1))‖

≤ M(‖x0‖+ h1ρ1 + ‖J1(0)‖) + M

∫ t

0

k(1 + ‖x(τ)‖)dτ

≤ M(‖x0‖+ h1ρ1 + ‖J1(0)‖+ kt) + Mk

∫ t

0

‖x(τ)‖dτ.

By the Gronwall inequality, we have

‖x(t)‖ ≤ M(‖x0‖+ h1ρ1 + kt + ‖J1(0)‖) exp

∫ t2

0

Mkdτ.

Hence, there is a finite number ρ2 > 0, such that ‖x(t)‖ ≤ ρ2. For the same reason,

‖y(t)‖ ≤ ρ2. Then

‖x(t)− y(t)‖ ≤ ‖T (t)x0 − T (t)y0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))− f(τ, y(τ))‖dτ

+‖T (t− t1)‖‖J1(x(t1))− J1(y(t1))‖

≤ M‖x0 − y0‖+ ML(ρ2)

∫ t

0

‖x(τ)− y(τ)‖dτ + Mh1C1‖x0 − y0‖

= M(1 + h1C1)‖x0 − y0‖+ ML(ρ2)

∫ t

0

‖x(τ)− y(τ)‖dτ.

By the Gronwall inequality, we have

‖x(t)− y(t)‖ ≤ M(1 + h1C1)‖x0 − y0‖ exp

∫ t

0

ML(ρ2)dτ.

Hence

‖x(t)− y(t)‖ ≤ C2‖x0 − y0‖,

where C2 ≡ M(1 + h1C1) exp
∫ t

0
ML(ρ1)dτ .

Repeating the procedure above, we can deduce that there exist finite ρ, C > 0,

such that for t ∈ [0, T ]

‖x(t)‖ ≤ ρ, ‖y(t)‖ ≤ ρ

and

‖x(t)− y(t)‖ ≤ C‖x0 − y0‖.
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3.2 Original Control Systems

In this section we introduce three different of admissible controls space Uad.

Case 1: Let Γ be a compact Polish space (i.e. separable complete metric space).

We define

U1
ad = {u : [0, T ] → Γ| u is strongly measurable function}.

Case 2: Let Γ be a compact Polish space, U : [0, T ] → Pfc(Γ) a measurable

multifunction.

We define

U2
ad = {u : [0, T ] → Γ| u is strongly measurable function and u(t) ∈ U(t) a.e. in 0 ≤ t ≤ T}.

Case 3: Let Γ be a separable Banach space, U : [0, T ] → Pfc(Γ) a measurable

multifunction.

We define

U3
ad = {u : [0, T ] → Γ| u ∈ L1([0, T ], Γ) and u(t) ∈ U(t) a.e. in 0 ≤ t ≤ T}.

By the Measurable Selection theorem, the three definitions Uad 6= ∅.(see Aubin

and Frakowska (1990)).

We make the following assumptions for our control systems.

Assumption:

[F1] f : I ×X × Γ → X is an operator such that

1. t 7→ f(t, ξ, η) is measurable, and

(ξ, η) 7→ f(t, ξ, η) is continuous on X × Γ.

2. For any finite number ρ > 0 there exists a constant L(ρ) > 0 such that

‖f(t, x1, σ)− f(t, x2, σ)‖X ≤ L(ρ)‖x1 − x2‖X ,

for all ‖x1‖X ≤ ρ, ‖x2‖X ≤ ρ, and t ∈ [0, T ], σ ∈ Γ.
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3. There exists a constant kF > 0, such that

‖f(t, x, σ)‖X ≤ kF (1 + ‖x‖X) (∀σ ∈ Γ, t ∈ I).

We consider the following original control system





ẋ(t) = Ax(t) + f(t, x(t), u(t)),

x(0) = x0,

∆x(ti) = Ji(x(ti)), u(·) ∈ Uad.

(3.5)

Definition 3.3 (Mild Solution). A function x ∈ PC(I, X) is called a mild

solution of system (2.2) with respect to u ∈ Uad if x satisfies the following integral

equation

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ), u(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti))

for all t ∈ [0, T ].

Theorem 3.4. Suppose the assumption [A], [J] and [F1] hold. For every x0 ∈ X

and u ∈ Uad, the system (2.2) has a unique mild solution.

Proof: Let u ∈ Uad and define gu(t, x) = f(t, x, u).

Since f is measurable, then gu : I ×X → X is measurable on [0, T ] for each fixed

x ∈ X.

Hence gu satisfies assumption [F]. By theorem 3.2, the system (2.2) has a unique

mild solution x ∈ PC(I, X).

Next, we consider continuous dependence of solutions on parameters such

as initial states and controls for the controlled system (2.2).

Theorem 3.5. Assuming that the hypotheses of Theorem 3.4 are satisfied, and

that there exists a nonnegative L2(ρ1) for any finite number ρ1 > 0, provided
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‖x1‖X , ‖x2‖X ≤ ρ1, such that for every σ1, σ2 ∈ Γ (in case 3):

‖f(t, x1, σ1)− f(t, x2, σ2)‖X ≤ L2(ρ1)(‖x1 − x2‖X + ‖σ1 − σ2‖Γ).

Then the mild solution of (2.2) is continuously dependent on the initial value and

control with respect to the strong topology X×L1([0, T ], Γ), i.e., let xξ,u1 and xη,u2

denote the mild solution of (2.2) corresponding to the initial value and control

{ξ, u1} and {η, u2} respectively. Then there is a constant C > 0 such that

sup
t∈[0,T ]

‖xξ,u1(t)− xη,u2(t)‖ ≤ C(‖ξ − η‖X + ‖u1 − u2‖L1([0,T ],Γ)).

Proof: It suffices to prove the inequality above, since it also implies continuity,

For t ∈ [0, t1]

‖xξ,u1(t)‖ ≤ ‖T (t)‖‖ξ‖+

∫ t

0

‖T (t− τ)‖‖f(τ, xξ,u1(τ), u1(τ))‖dτ

≤ M‖ξ‖+ M

∫ t

0

kF (1 + ‖xξ,u1(τ)‖)dτ

≤ M‖ξ‖+ MkF t + MkF

∫ t

0

‖xξ,u1(τ)‖dτ.

By the Gronwall inequality, we have

‖xξ,u1(t)‖ ≤ M(‖ξ‖+ kF t) exp(MkF

∫ t

0

dτ).

Thus there is a finite number ρ1 > 0, such that ‖xξ,u1(t)‖ ≤ ρ1, For the same

reason, ‖xη,u2(t)‖ ≤ ρ1.

Then,

‖xξ,u1(t)− xη,u2(t)‖ ≤
∫ t

0

‖T (t− τ)‖‖f(τ, xξ,u1(τ), u1(τ))− f(τ, xη,u2(τ), u2(τ))‖dτ

+‖T (t)‖‖ξ − η‖

≤ M

∫ t

0

L2(ρ1)(‖xξ,u1(τ))− xη,u2(τ)‖+ ‖u1(τ)− u2(τ)‖)dτ

+M‖ξ − η‖

≤ M‖ξ − η‖+ ML2(ρ1)‖u1 − u2‖L1([0,T ],Γ)

+ML2(ρ1)

∫ t

0

‖xξ,u1(τ)− xη,u2(τ)‖dτ.
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By the Gronwall inequality, we have

‖xξ,u1(t)−xη,u2(t)‖ ≤ M(‖ξ−η‖+L2(ρ1)‖u1−u2‖L1([0,T ],Γ)) exp(ML2(ρ1)

∫ t1

0

dτ).

Hence,

‖xξ,u1(t)− xη,u2(t)‖ ≤ C1(‖ξ − η‖X + ‖u1 − u2‖L1([0,T ],Γ))

where C1 = M max(1, L2(ρ1)) exp
∫ t1
0

ML2(ρ)dτ .

For t ∈ (t1, t2):

‖xξ,u1(t)‖ ≤ ‖T (t)‖‖ξ‖+

∫ t

0

‖T (t− τ)‖‖f(τ, xξ,u1(τ), u1(τ))‖dτ

+‖T (t− t1)‖‖J1(xξ,u1(t1))‖

≤ M(‖ξ‖+ h1ρ1 + ‖J1(0)‖) + M

∫ t

0

kF (1 + ‖xξ,u1(τ)‖)dτ

≤ M(‖ξ‖+ h1ρ1 + ‖J1(0)‖+ kF t) + MkF

∫ t

0

‖xξ,u1(τ)‖dτ.

By the Gronwall inequality, we have

‖xξ,u1(t)‖ ≤ M(‖ξ‖+ h1ρ1 + ‖J1(0)‖+ kF t) exp

∫ t2

0

MkF dτ.

Thus, there is a finite number ρ2 > 0, such that ‖xξ,u1(t)‖ ≤ ρ2. For the same

reason, ‖xη,u2(t)‖ ≤ ρ2.

Then,

‖xξ,u1(t)− xη,u2(t)‖ ≤
∫ t

0

‖T (t− τ)‖‖f(τ, xξ,u1(τ), u1(τ))− f(τ, xη,u2(τ), u2(τ))‖dτ

‖T (t− t1)‖‖J1(xξ,u1(t1))− J1(xη,u1(t1))‖+ ‖T (t)‖‖ξ − η‖

≤ M

∫ t

0

L2(ρ2)(‖xξ,u1(τ))− xη,u2(τ)‖+ ‖u1(τ)− u2(τ)‖)dτ

+M‖ξ − η‖+ Mh1‖xξ,u1(t1)− xη,u1(t1)‖

≤ M(C1h1 + L2(ρ2))‖u1 − u2‖L1([0,T ],Γ) + M(1 + C1h1)‖ξ − η‖

+M

∫ t

0

L2(ρ2)‖xξ,u1(τ)− xη,u2(τ)‖dτ

≤ Mw(|ξ − η‖X + ‖u1 − u2‖L1([0,T ],Γ))

+M

∫ t

0

L2(ρ2)‖xξ,u1(τ)− xη,u2(τ)‖dτ,
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where w = max(1, L2(ρ2)) + C1h1.

By Gronwall inequality, we have

‖xξ,u1(t)− xη,u2(t)‖ ≤ C2(‖ξ − η‖X + ‖u1 − u2‖L1([0,T ],Γ))

where C2 = M{max(1, L2(ρ2)) + C1h1} exp
∫ t2

0
ML2(ρ2)dτ .

Repeating the procedure above, we can deduce that there exist finite number

ρ and C > 0, such that for t ∈ [0, T ]:

‖xξ,u1(t)‖ ≤ ρ, ‖xη,u2(t)‖ ≤ ρ,

and

sup
t∈[0,T ]

‖xx0,u1(t)− xy0,u2(t)‖ ≤ C(‖x0 − y0‖X + ‖u1 − u2‖L1([0,T ],Γ)).



CHAPTER IV

RELAXED IMPULSIVE SYSTEMS

In this chapter, we introduce the space of relaxed control and study the

existence and uniqueness of relaxed control systems.

4.1 Relaxed Control Spaces

In this section we introduce some basic concepts and results that are nec-

essary for the theories in this chapter. For details and proofs we refer to Fattorini

(1999).

Let Γ be compact polish space (i.e separable complete metrics space )

Define

Y = C(Γ) = {u : Γ → R | u is continuous}

with norm

‖u‖Y = sup
σ∈Γ

|u(σ)| < +∞.

First, to show (Y, ‖ · ‖Y ) is normed space. Let u, v ∈ Y and α be a scalar.

(N1) Since |u(σ)| ≥ 0 for all σ ∈ Γ so sup
σ∈Γ

|u(σ)| ≥ 0. Hence ‖u‖Y ≥ 0.

(N2)

‖u‖Y = 0 ⇔ sup
σ∈Γ

|u(σ)| = 0

⇔ |u(σ)| = 0 ∀σ ∈ Γ

⇔ u(σ) = 0 ∀σ ∈ Γ

⇔ u = 0.
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Hence ‖u‖Y = 0 ⇔ u = 0.

(N3)

‖αu‖Y = sup
σ∈Γ

|αu(σ)|

= sup
σ∈Γ

|α||u(σ)|

= |α| sup
σ∈Γ

|u(σ)|

= |α|‖u‖Y .

Hence ‖αu‖Y = |α|‖u‖Y .

(N4)

‖u + v‖Y = sup
σ∈Γ

|(u + v)(σ)|

= sup
σ∈Γ

|u(σ) + v(σ)|

≤ sup
σ∈Γ

(|u(σ)|+ |v(σ)|)

= sup
σ∈Γ

|u(σ)|+ sup
σ∈Γ

|v(σ)|

= ‖u‖Y + ‖v‖Y .

Hence ‖u + v‖Y ≤ ‖u‖Y + ‖v‖Y .

So (Y, ‖ · ‖Y ) is normed space.

Next, to show (Y, ‖ · ‖Y ) is Banach space.

Let {un} ⊆ Y be a Cauchy sequence. Then for every σ ∈ Γ, we have

|un(σ)− um(σ)| → 0 as n,m →∞.

Since R is Banach space, un(σ) → u(σ) as n → ∞. It implies that u is bounded

and continuous, we have u(·) ∈ Y . Hence (Y, ‖ · ‖Y ) is Banach space.¤

Let Φ(C) be a σ−field generated by the collection C of all closed subsets of Γ.

Then we have (Γ, Φ(C)) is measurable space.
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Definition 4.1. Let X be a Hausdorff topological space. A Borel measure on X

is a measure whose domain is B(X). Suppose that A is a σ−algebra on X such

that B(X) ⊂ A. A positive measure µ on A is regular if

1. each compact subset K of X satisfies µ(K) < +∞,

2. each set A in A satisfies

µ(A) = inf{µ(U) | A ⊂ U and U is open}, and

3. each open subset U of X satisfies

µ(U) = sup{µ(K) | K ⊂ U and K is compact}.

Let Σrca(Γ) be the space of all regular countably additive measures on the mea-

surable space (Γ, Φ(C)). For µ in Σrca(Γ), |µ| denotes the total variation of µ.

Lemma 4.1. The dual space C(Γ)∗ can be identified algebraically and metrically

Σrca(Γ) with the norm ‖µ‖Σrca(Γ) = |µ|(Γ). The duality pairing of C(Γ) and Σrca(Γ)

is given by

〈f, µ〉 =

∫

Γ

f(σ)µ(dσ).

Definition 4.2. Given a Banach space X, we say that an X∗−valued function

f(·) is X−weakly measurable if

t 7→ 〈f(t), y〉

is measurable function for each y ∈ X.

We denote by L∞w (I, C(Γ)∗) the linear space of all C(Γ)∗−valued C(Γ)−weakly

measurable functions g(·) such that there exists C > 0 with

|〈g(t), y〉| ≤ C‖y‖C(Γ) a.e. in 0 ≤ t ≤ T, (4.1)
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for each y ∈ C(Γ), (the null set where (4.1) fails to hold may depend on y). Two

functions g(·), h(·) are said to be equivalent in L∞w (I, C(Γ)∗) (in symbols, g ≈ h)

if 〈g(t), y〉 = 〈h(t), y〉 a.e. in 0 ≤ t ≤ T for each y ∈ C(Γ).

Let L1(I, C(Γ)) be the space of all (equivalence class of) strongly measur-

able C(Γ)−valued functions u(·) defined on I such that

‖u‖ =

∫

I

‖u(t)‖dt < +∞.

We have L1(I, C(Γ)) is Banach space.

Lemma 4.2. The dual L1(I, C(Γ))∗ is isometrically isomorphic to L∞w (I, C(Γ)∗).

The duality pairing between both spaces is given by

〈〈g, f〉〉 =

∫ T

0

〈g(t), f(t)〉dt. (4.2)

Where g ∈ L∞w (I, C(Γ)∗) and f ∈ L1(I, C(Γ)).

Proof: If g(·) ∈ L∞w (I, C(Γ)∗), the integral (4.2) makes sense for every f(·) ∈
L1(I, C(Γ)) and defines a bounded linear functional in L1(I, C(Γ)).

In fact, if f(·) is countably valued, the function t → 〈g(t), f(t)〉 is measurable in

each set where f(t) is constant, thus it is measurable, and

|〈g(t), f(t)〉| ≤ ‖g‖L∞w (I,C(Γ)∗)‖f(t)‖C(Γ) a.e. in 0 ≤ t ≤ T. (4.3)

That t → 〈g(t), f(t)〉 is measurable for any f(·) ∈ L1(I, C(Γ)) and (4.3) holds

follows approximating f(·) uniformly a.e. by countably valued functions.

Inequality (4.3) also shows that, if ‖g‖L1(I,C(Γ))∗ is the norm of g(·) as a linear

functional in L1(I, C(Γ)) then ‖g‖L1(I,C(Γ))∗ ≤ ‖g‖L∞w (I,C(Γ)∗).

To prove the opposite inequality, let ε > 0. By definition of ‖g‖L∞w (I, C(Γ)∗)

there exists y ∈ C(Γ), ‖y‖ = 1 and a set e of positive measure 0 ≤ t ≤ T such

that 〈g(t), f(t)〉 ≥ ‖g‖L∞w (I,C(Γ)∗) − ε(t ∈ e). Hence, if χ(·) is the characteristic
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function of e we have 〈g, χy〉 ≥ |e|(‖g‖L∞w (I,C(Γ)∗) − ε) so that ‖g‖L1(I,C(Γ))∗ ≥
‖g‖L∞w (I,C(Γ)∗) − ε.

We now show that every bounded linear functional in L1(I, C(Γ)) admits

the representation (4.2). Let φ be such a functional. Given f(·) ∈ L1(I), the map

y → φ(f(·)y) is a linear functional in C(Γ). Since

|φ(f(·)y)| ≤ ‖φ‖L1(I,C(Γ))∗‖f‖L1(I)‖y‖C(Γ), (4.4)

this functional is bounded (with norm ≤ ‖φ‖L1(I,C(Γ))∗‖f‖L1(I)), thus there exists

y∗f ∈ X∗ with φ(f(·)y) ≤ 〈y∗f , y〉 and ‖y∗f‖C(Γ)∗ ≤ ‖φ‖L1(I,C(Γ))∗‖f‖L1(I).

Consider the map

Bf = y∗f (4.5)

from L1 into C(Γ)∗. Obviously, B is a linear bounded operator from L1(I)

into C(Γ)∗ with norm ‖B‖(L1(I),C(Γ)∗) ≤ ‖φ‖L1(I,C(Γ))∗ . By Theorem 12.2.4

(Dunford-Pettis Part 1) in Fattorini(1999), there exists a representing function

g(·) ∈ L∞w (I, C(Γ)∗) satisfying ‖g‖L∞w (I,C(Γ)∗) = ‖B‖(L1(I),C(Γ)∗) and such that

φ(f(·)y) = 〈y∗f , y〉 =

∫ T

0

f(t)〈g(t), y〉dt (4.6)

for f(·) ∈ L1(I) and y ∈ C(Γ). The argument after (4.3) shows that

‖g‖L∞w (I,C(Γ)∗) = ‖φ‖L1(I,C(Γ))∗ . Moreover, taking f1(·), . . . , fn(·) ∈ L1(I) and

y1, . . . , yn ∈ C(Γ) we have

φ(
∑

fk(·)yk) =
∑ ∫ T

0

fk(t)〈g(t), yk〉dt =

∫ T

0

〈g(t),
∑

fk(t)yk〉dt.

The proof of Lemma (4.2) ends observing that elements of the form
∑

fk(·)yk with

fk(·) ∈ L1(I) and yk ∈ C(Γ) are dense in ÃL1(I).

Definition 4.3 (Radon-Nikodym Property). A Banach space X has the

Radon-Nikodym Property with respect to (Ω, Σ, µ) if for each µ−continuous vector
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measure G : Σ → X of bounded variation there exists g ∈ L1(µ,X) such that

G(E) =
∫

E
gdµ for all E ∈ Σ.

A Banach space X has the Radon-Nikodym Property if X has the Radon-

Nikodym Property with respect to every finite measure space.

Definition 4.4. A Banach space E is called a Gelfand space if every E−valued

absolutely continuous function is differentiable almost everywhere.

Theorem 4.3. Let E be either (a) reflexive or (b) separable and the dual of another

Banach space. Then E is a Gelfand space.

The result above identifies some Gelfand space through the equivalent

Radon-Nikodym property.

Since Γ is a compact metric space, C(Γ)∗ is a separable Banach space

and hence has the Radon-Nikodym property which tells us that L1(I, C(Γ))∗ =

L∞(I, Σrca(Γ).

Definition 4.5. The space R(I, Γ) of relaxed controls consists of all µ(·) in

L∞(I, Σrca(Γ)) = L1(I, C(Γ))∗ that satisfy

1. if f(·, ·) ∈ L1(I, C(Γ)) is such that f(t, σ) ≥ 0 for σ ∈ Γ a.e. in t ∈ I then

∫ T

0

∫

Γ

f(t, σ)µ(t, dσ)dt ≥ 0,

2. if χ(t) is the characteristic function of a measurable set e ⊆ [0, T ] and 1 ∈
C(Γ) is the function 1(σ) = 1, then

∫ T

0

∫

Γ

(χ(t)⊗ 1(σ))µ(t, dσ)dt = |e|.

Note that χ(·)⊗ 1(·) ∈ L1(I, C(Γ)).
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We note that (2) can be generalized to

∫ T

0

∫

Γ

(φ(t)⊗ 1(σ))µ(t, dσ)dt =

∫ T

0

φ(t)dt

for any φ(·) ∈ L1(I).

In fact, for µ(·) ∈ R(I, Γ), we have

‖µ‖L∞(I,Σrca(Γ)) ≤ 1, µ(t) ≥ 0, and µ(t, Γ) = 1 a.e. in 0 ≤ t ≤ T.

In particular,

‖µ(t)‖Σrca(Γ) = 1 a.e. in 0 ≤ t ≤ T.

Lemma 4.4. Let {µn(·)} be a sequence in R(I, Γ). Then there exists a subsequence

L1(I, C(Γ))−weakly convergent in L∞(I, Σrca(Γ)) to µ(·) ∈ Rc(I, Γ).

Sometimes, using another equivalent definition of R(I, Γ) is more conve-

nient. We denote by Πrca(Γ) the set of all probability measures µ in Σrca(Γ). We

denote the Dirac measure with mass at u by the functional notation δ(·−u) or by

δu. The set D = {δu : u ∈ Γ} of all Dirac measures is a subset of Πrca(Γ).

Lemma 4.5. Πrca(Γ) is C(Γ)−weakly compact, also C(Γ)−weakly closed in

Σrac(Γ).

Let conv denote closed convex hull (closure taken in the weak C(Γ)−topology).

Then

Πrca(Γ) = conv(D).

Since C(Γ) be a Banach space Πrca(Γ) ⊆ Σrca(Γ) convex, bounded and

C(Γ)−weakly closed. A set D ⊆ Πrca(Γ) is total in Πrca(Γ) if conv(D) = Πrca(Γ)

where conv(D) is closed convex hull in the C(Γ)−weak topology of Σrca(Γ). This

means that for every u ∈ Πrca(Γ) there exists a generalized sequence {uk} ⊆
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conv(D) with uk → u C(Γ)−weakly. Since C(Γ) is separable, the equivalent

relation in L∞(I, Σrca(Γ)) is equality almost everywhere. Let us denote the set

R(I, Πrca(Γ)) = {u ∈ ÃL∞(I, Σrca(Γ)), ∃v s.t.

v ≈ u and v(t) ∈ Πrca(Γ) a.e. in 0 ≤ t ≤ T}.

If u(·) ∈ Uad then one can check that the Dirac delta with mass at u(t) (written

δ(· − u(t))) is an element of R(I, Πrca(Γ)). Hence we can identify Uad as a subset

of R(I, Πrca(Γ)). We note further that R(I, Πrca(Γ)) = R(I, Γ)

4.2 Original Control Systems and Relaxed Control Sys-

tems

4.2.1 Original Control Systems

Let U0 = Uad be the set of all strongly measurable Γ−valued functions defined in

0 ≤ t ≤ T . The original control system is




ẋ(t) = Ax(t) + f(t, x(t), u(t)),

x(0) = x0,

∆x(ti) = Ji(x(ti)), u(·) ∈ U0.

(4.7)

We will go back to assumption [F1].

[F1] f : I ×X × Γ → X is an operator such that

1. t 7→ f(t, ξ, η) is measurable, and

(ξ, η) 7→ f(t, ξ, η) is continuous on X × Γ.

2. For any finite number ρ > 0 there exists a constant L(ρ) > 0 such that

‖f(t, x1, σ)− f(t, x2, σ)‖X ≤ L(ρ)‖x1 − x2‖X ,

for all ‖x1‖X ≤ ρ, ‖x2‖X ≤ ρ, and t ∈ [0, T ], σ ∈ Γ.
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3. There exists a constant kF > 0, such that

‖f(t, x, σ)‖X ≤ kF (1 + ‖x‖X) (∀σ ∈ Γ, t ∈ I).

Theorem 4.6. Assume that assumptions [A], [J] and [F1] hold. For every u(·) ∈
U0, the original control system (4.7) has a unique mild solution.

Proof: For any given u(t) ∈ U0 fixed, we have that f(t, x, u(t)) satisfies as-

sumption[F]. By theorem 3.2, the original system (4.7) has a unique mild solution

x ∈ PC([0, T ], X) :

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ), u(τ))dτ +
∑

0<ti<t

Ji(x(ti)).

Details can be found in Theorem 3.4.

4.2.2 Relaxed Control Systems

Let Ur = R(I, Γ) = R(I, Πrca(Γ)) be the space of relaxed controls. Given any

relaxed control µ(·) ∈ Ur, the function F : I ×X × Σrca(Γ) → X is defined by

F (t, x)µ =

∫

Γ

f(t, x, σ)µ(dσ),

the integral interpreted coordinatewise. For each t, x, F (t, x) is a linear operator

from Σrca(Γ) into X.

For fixed x ∈ X, by assumption [F1], each t 7→ f(t, x, ·) is measurable and (t, σ) 7→
f(t, x, σ) belongs to L1(I, C(Γ)).

For µ ∈ Πrac(Γ) fixed, hence

F (t, x)µ =

∫

Γ

f(t, x, σ)µ(dσ)

is meaningful.

Now, let us consider the new larger system known as relaxed impulsive system
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corresponding to (4.7)





ẋ(t) = Ax(t) + F (t, x(t))µ(t),

x(0) = x0,

∆x(ti) = Ji(x(ti)), µ(·) ∈ Ur.

(4.8)

The admissible control space is Ur.

Theorem 4.7. Assume that assumptions [A], [J] and [F1] hold. For every µ(·) ∈
Ur, the relaxed control system (4.8) has a unique solution.

Proof: For µt ∈ Ur be fixed, by assumption [F1], (t, σ) 7→ f(t, x, σ) ∈ L1(I, C(Γ))

and on the other hand µt ∈ L∞(I, Σrca(Γ)). Hence F (t, x)µt =
∫
Γ
f(t, x, σ)µt(dσ)

is meaningful and denoted by F̃ (t, x).

By definition of the duality pairing between L1(I, C(Γ)) and its dual

L∞(I, Σrca(Γ)), the function

t → 〈f(t, x, ·), µ(t)〉 =

∫

Γ

f(t, x, σ)µ(t)(dσ)

belongs to L1(0, T ). In particular, the function F̃ (t, x) is measurable.

Next, we show F̃ (t, x) satisfies the Lipschitz continuity property.

Let x1 and x2 belong to X, s.t. for any finite ρ > 0, provided ‖x1‖X , ‖x2‖X ≤ ρ,

we have

‖F̃ (t, x1)− F̃ (t, x2)‖ ≤
∫

Γ

‖f(t, x1, σ)− f(t, x2, σ)‖µt(dσ)

≤ L(ρ)‖x1 − x2‖‖µt‖Σrca(Γ).

If µ(·) ∈ Ur we may assume that ‖µ(t)‖ ≡ 1, thus F̃ (t, x) satisfies Lipschitz

continuity property.

Finally, we show the linearly growth condition for F̃ (t, x).
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Let x belongs to X, we have

‖F̃ (t, x)‖ = ‖
∫

Γ

f(t, x, σ)µt(dσ)‖

≤
∫

Γ

‖f(t, x, σ)‖µt(dσ)

≤ kF (1 + ‖x‖)‖µt‖Σrca(Γ)

and it clearly holds independently of µ(·) ∈ Ur. Hence, F̃ (t, x) satisfies assumption

[F]. By theorem 3.2, the relaxed control system (4.8) has a unique solution.

4.2.3 Original and Relaxed trajectory

We will denote the set of original trajectories and relaxed trajectories of system

(4.7) by X0 and system (4.8) by Xr, respectively, i.e.

X0 = {x ∈ PC([0, T ]; X)| x is a solution of (4.7)corresponding to u(·) ∈ U0}

and Xr = {x ∈ PC([0, T ]; X)| x is a solution of (4.8) corresponding to µ(·) ∈ Ur}.

By Theorem 4.6 and Theorem 4.7 show that X0 6= ∅ implies Xr 6= ∅ Moreover,

since U0 ⊆ Ur we have X0 ⊆ Xr.

4.3 Properties of relaxed trajectories

We introduce one more hypothesis concerning the operator A.

[A1] An operator A is the infinitesimal generator of a compact C0−semigroup

{T (t), t ≥ 0}.

Lemma 4.8. Let A satisfy assumption [A1] on some Banach space X. Let p > 1

and define a linear operator S by

S(g(t)) =

∫ t

0

T (t− s)g(s)ds ∀g ∈ Lp((0, T ), X).

Then S : Lp((0, T ), X) → C([0, T ], X) is compact.
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Proof: Let M = sup
0≤t≤T

‖T (t)‖ and let ‖ · ‖∞ and ‖ · ‖Lp((0,T ),X) denote the norms

on C([0, T ], X) and Lp((0, T ), X) respectively. Also let gk ∈ Lp((0, T ), X) with

‖gk‖Lp((0,T ),X) ≤ 1, ∀k ≥ 1. We need to prove that {S(gk)}k≥1 ⊆ C([0, T ], X) and

that this sequence possesses a convergent subsequence. To this end, we show that

the assumptions of Arzela-Ascoli’s theorem are satisfied.

We first prove that {S(gk)(t)}k≥1 is relatively compact in X for each t ∈
[0, T ]. In fact, for t = 0, this trivial. So let t ∈ (0, T ] be fixed, and let ε > 0 be

given. If 0 < δ < t, then

S(gk)(t) =

∫ t

0

T (t− s)gk(s)ds

=

∫ t−δ

0

T (t− s)gk(s)ds +

∫ t

t−δ

T (t− s)gk(s)ds (4.9)

= T (δ)

∫ t−δ

0

T (t− δ − s)gk(s)ds +

∫ t

t−δ

T (t− s)gk(s)ds.

Now set xk =
∫ t

t−δ
T (t − s)gk(s)ds and yk =

∫ t−δ

0
T (t − δ − s)gk(s)ds. We

estimate the norms of xk and yk. Note that for 0 ≤ t1 ≤ t2 ≤ t ≤ T ,

∥∥∥
∫ t2

t1

T (t− s)gk(s)ds
∥∥∥

X
≤

∫ t2

t1

‖T (t− s)‖‖gk(s)‖Xds

≤
( ∫ t2

t1

‖T (t− s)‖qds
)1/q( ∫ t2

t1

‖gk(s)‖p
Xds

)1/p

(4.10)

≤ M(t2 − t1)
1/q‖gk‖p ≤ M(t2 − t1)

1/q.

Here we have used Hölder’s inequality with 1
p

+ 1
q

= 1.

Thus, reducing δ so that δ < ( ε
2M

)q, we obtain from (4.10) that

‖xk‖X ≤ Mδ1/q <
ε

2
,

and also that

‖yk‖X ≤ M(t− δ)1/q ≤ MT 1/q

for all k. This shows that the set {yk}k≥1 is bounded in X. Thus by the com-

pactness of the operator T (δ), we can find a finite set {zi : 1 ≤ i ≤ m} in X such
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that

{T (δ)yk}k≥1 ⊂
m⋃

i=1

O ε
2
(zi).

This means that for each k ≥ 1, there exists an element zi so that

‖T (δ)yk − zi‖X <
ε

2
.

Then for these values of k and i we have by (4.9),

‖S(gk)(t)− zi‖X = ‖(T (δ)yk + xk)− zi‖X

≤ ‖T (δ)yk − zi‖X + ‖xk‖X

< ε.

This show that {S(gk)(t)} ⊂
m⋃

i=1

Oε(zi), so that {S(gk)(t)}k≥1 is totally bounded

in X. Thus {S(gk)(t)}k≥1 is relatively compact in X.

Next, we show that the family {S(gk)(t)}k≥1 is equicontinuous on [0, T ]. Let

ε > 0 be given. Set ε′ = ( ε
6M

)q, and choose δ > 0 so that δ < ε′. Let t′, t ∈ [0, T ]

with 0 < t′ − t < δ. We consider two cases, t′ ≤ ε′ and t′ > ε′. If t′ ≤ ε′ then by

(4.10),

‖S(gk)(t
′)− S(gk)(t)‖X ≤ ‖S(gk)(t

′)‖X + ‖S(gk)(t)‖X

≤
∫ t′

0

‖T (t′ − s)‖‖gk(s)‖Xds +

∫ t

0

‖T (t− s)‖‖gk(s)‖Xds

< 2M(t′)1/q ≤ 2M(ε′)1/q ≤ ε. (4.11)
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If t ≥ ε′ then

S(gk)(t
′)− S(gk)(t) =

∫ t′

0

T (t′ − s)gk(s)ds−
∫ t

0

T (t− s)gk(s)ds

=

∫ t

0

T (t′ − s)gk(s)ds +

∫ t′

t

T (t′ − s)gk(s)ds−
∫ t

0

T (t− s)gk(s)ds

=

∫ t′

t

T (t′ − s)gk(s)ds +

∫ t

0

{T (t′ − s)− T (t− s)}gk(s)ds

=

∫ t′

t

T (t′ − s)gk(s)ds +

∫ t−ε′

0

{T (t′ − s)− T (t− s)}gk(s)ds

+

∫ t

t−ε′
{T (t′ − s)− T (t− s)}gk(s)ds

= I1 + I2 + I3.

We now estimate each of the integrals. By (4.10),

‖I1‖X =
∥∥∥

∫ t′

t

T (t′ − s)gk(s)ds
∥∥∥

X
≤ M(t′ − t)1/q < M(ε′)1/q =

ε

6

and,

‖I3‖X =
∥∥∥

∫ t

t−ε′
{T (t′ − s)− T (t− s)}gk(s)ds

∥∥∥
X

≤
∫ t

t−ε′
T (t′ − s)‖‖gk(s)‖Xds +

∫ t

t−ε′
T (t− s)‖‖gk(s)‖Xds

≤ 2M(ε′)1/q <
ε

3
.

Finally, applying Hölder’s inequality and a change of variables,

‖I2‖X =
∥∥∥

∫ t−ε′

0

{T (t′ − s)− T (t− s)}gk(s)ds
∥∥∥

X

≤
∫ t−ε′

0

‖T (t′ − s)− T (t− s)‖‖gk(s)‖Xds

≤
( ∫ t−ε′

0

‖T (t′ − s)− T (t− s)‖qds
)1/q( ∫ t−ε′

0

‖gk(s)‖p
Xds

)1/p

≤
( ∫ t

ε′
‖T (t′ − t + s)− T (s)‖qds

)1/q

‖gk‖Lp((0,T ),X)

≤
( ∫ t

ε′
‖T (t′ − t + s)− T (s)‖qds

)1/q

.

Since T (t) is a compact semigroup, it is uniformly continuous on [ε′, T ], and thus

the integrand can be made arbitrarily small by choosing t′ − t sufficient small.
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Reducing δ if necessary, it follows that ‖I2‖ < ε
2

provided that t′ − t < δ. Thus,

‖S(gk)(t
′)− S(gk)(t)‖X ≤ ‖I1‖X + ‖I2‖X + ‖I3‖X < ε.

which shows that {S(gk)}k≥1 is equicontinuous on [ε′, T ]. Combining with (4.11),

we have shown that {S(gk)}k≥1 is equicontinuous on [0, T ]. In particular, each

S(gk) is an element of C([0, T ], X).

Finally, {Sg} is uniformly bounded, as by (4.10)

S(gk)(t)‖ ≤ Mt1/q ≤ MT 1/q

for all t ∈ [0, T ]. Arzela-Ascoli’s Theorem now establishes that {S(gk)} possesses

a convergent subsequence and thus the compactness of the operator S.

Lemma 4.9. Let X be reflexive and separable. Suppose the assumptions [A1]

and [F1] hold. If {µn(·)} be a sequence in L∞(I, Σrca(Γ)) with µn(·) →
µ(·) L1(I, C(Γ))− weakly as n →∞ then

ρn(·) =

∫ ·

0

T (·−τ)

∫

Γ

f(τ, x(τ), σ)(µn(τ)−µ(τ))(dσ)dτ → 0 in C(I, X) as n →∞,

where x ∈ C([0, T ], X).

Proof: Due to reflexivity of X, T ∗(t), t ≥ 0 is a C0−semigroup in Banach space

X∗ ( Ahmed, 1991)

Define gn(τ) =
∫
Γ
f(τ, x(τ), σ)(µn(τ)− µ(τ))(dσ)

then

‖gn(τ)‖ ≤
∫

Γ

‖f(τ, x(τ), σ)‖(µn(τ)− µ(τ))(dσ)

≤ kF (1 + ‖x(τ)‖)‖µn(τ)− µ(τ)‖Σrca(Γ)

≤ 2kF (1 + ‖x(τ)‖).

Since x(t) is the solution of (4.8), then it is bounded by M̄ . This implies that

{gn(·)} is bounded in Lp(I, X), 1 < p < ∞. Hence there exists a subsequence
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(denote with the same symbol) with gn(·) w→ g(·) in Lp(I, X).

By lemma 4.8, we have

ρn(·) =

∫ ·

0

T (· − τ)gn(τ)dτ
s−→

∫ ·

0

T (· − τ)g(τ)dτ ≡ ρ(·) in C(I, X).

For fixed 0 ≤ t ≤ T, h∗ ∈ X∗, we have

〈ρn(t), h∗〉 =

∫ t

0

〈T (t− τ)gn(τ), h∗〉dτ

=

∫ t

0

〈gn(τ), T ∗(t− τ)h∗〉dτ

=

∫ t

0

∫

Γ

〈f(τ, x(τ), σ), T ∗(t− τ)h∗〉(µn(τ)− µ(τ))(dσ)dτ

=

∫ T

0

∫

Γ

ξ(τ, σ)(µn(τ)− µ(τ))(dσ)dτ

where ξ(τ, σ) = 〈f(τ, x(τ), σ), T ∗(t− τ)h∗〉.
By assumption [F1], for τ fixed, the map σ 7→ ξ(τ, σ) is continuous. This implies

that ξ(τ, σ) ∈ C(Γ) and

|ξ(τ, σ)| ≤ k(1 + ‖x(τ)‖).

Hence ξ(·, ·) ∈ L1(I, C(Γ)).

Since µn(·) → µ(·) L1(I, C(Γ))−weakly, then

∫ t

0

∫

Γ

ξ(τ, σ)(µn(τ)− µ(τ))(dσ)dt −→ 0 as n →∞

This implies that, for fixed t ∈ I,

〈ρn(t), h∗〉 −→ 0 ∀h∗ ∈ X∗.

Hence ρn(t)
w−→ 0 as n → ∞. Thus ρ(t) ≡ 0. This means that ρn(·) −→ 0 as

n →∞ in C(I,X).¤

Remark: Using the same proof, one can see that the result of Lemma 4.9 is also

true when x ∈ PC([0, T ], X).
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Theorem 4.10. Let X be reflexive and separable. Suppose the assumptions [A1],

[J] and [F1] hold. If x(·, µ) be the solution of (4.8) corresponding to µ then, for

every ε > 0, there exists u(·) ∈ U0 such that x(·, u) is solution of (4.7) correspond-

ing to u and satisfying

‖x(·, µ)− x(·, u)‖PC(I,X) < ε, t ∈ I.

Proof: Let µ(·) ∈ Ur, since U0 ⊆ Ur and U0 is dense in Ur. Thus there exists a

sequence {un} ⊆ U0 such that un
w∗−→ µ.

Let xn(·) = x(·, un) be the solution of (4.7)

and x(·) = x(·, µ) be the solution of (4.8) corresponding to µ.

Since

xn(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, xn(τ), un(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(xn(ti))

= T (t)xo +

∫ t

0

T (t− τ)[

∫

Γ

f(τ, xn(τ), σ)δun(τ)(dσ)]dτ

+
∑

0<ti<t

T (t− ti)Ji(xn(ti))

and

x(t) = T (t)x0 +

∫ t

0

T (t− τ)[

∫

Γ

f(τ, x(τ), σ)µ(τ)(dσ)]dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti))

we have

xn(t)− x(t) =

∫ t

0

T (t− τ)[

∫

Γ

(f(τ, xn(τ), σ)δun(τ)− f(τ, x(τ), σ)δun(τ))(dσ)]dτ

+

∫ t

0

T (t− τ)[

∫

Γ

f(τ, x(τ), σ)(δun(τ)− µ(τ))(dσ)]dτ

+
∑

0<ti<t

T (t− ti)[Ji(xn(ti))− Ji(x(ti))]

≡ I1 + I2 + I3.

By the Lipschitz condition [F1], we get

|I1| ≤ M

∫ t

0

L(ρ)‖xn(τ)− x(τ)‖,
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where I1 ≡
∫ t

0
T (t− τ)[

∫
Γ
(f(τ, xn(τ), σ)δun(τ)− f(τ, x(τ), σ)δun(τ))(dσ)]dτ

and M is a bound for ‖T (t)‖ in 0 ≤ t ≤ T .

Using assumption [J](2), we have

|I3| ≤
∑

0<ti<t

Mhi‖xn(ti)− x(ti)‖

where I3 ≡
∑

0<ti<t

T (t− ti)[Ji(xn(ti))− Ji(x(ti))].

We denote the second integral I2 by ρn(t), i.e.,

ρn(t) ≡ I2 ≡
∫ t

0

T (t− τ)[

∫

Γ

f(τ, x(τ), σ)(δun(τ)− µ(τ))(dσ)]dτ.

Thus

‖xn(t)−x(t)‖ ≤ M

∫ t

0

L(ρ)‖xn(τ)−x(τ)‖dτ +‖ρn(t)‖+
∑

0<ti<t

Mhi‖xn(ti)−x(ti)‖.

By the impulsive Gronwall inequality, we obtain

‖xn(t)− x(t)‖ ≤ C‖ρn(t)‖

where C ≡ ∏
0<ti<t

(1 + Mhi)exp(ML(ρ)t).

By using lemma 4.9, we have that ρn(·) → 0 as n → ∞ in PC([0, T ], X). Hence

xn(·) → x(·) as n →∞ in PC([0, T ], X). The proof is now complete.¤



CHAPTER V

RELAXED OPTIMAL CONTROL

In this chapter, we now study the existence of optimal Lagrange-type con-

trols.

5.1 Relaxed optimal control

5.1.1 Original optimal control problem

Let Uad be the set of all strongly measurable Γ− valued functions defined in 0 ≤
t ≤ T .

Consider the following original control system





ẋ(t) = Ax(t) + f(t, x(t), u(t)),

x(0) = x0,

∆x(ti) = Ji(x(ti)), u(·) ∈ Uad.

(5.1)

The cost functional J is given by

J(u) =

∫

I

l(t, xu(t), u(t))dt,

where xu(·) is solution of system (5.1) corresponding to the control u ∈ Uad.

Consider the following Lagrange optimal control problem (P0):

Find a control policy u0 ∈ Uad such that it imparts a minimum to the cost func-

tional J , i.e.

J(u0) ≤ J(u), ∀u ∈ Uad.
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5.1.2 Relaxed optimal control problem

Let Ur = R(I, Γ) be the space of relaxed controls.

Consider the following relaxed control system





ẋ(t) = Ax(t) + F (t, x(t))µ(t),

x(0) = x0,

∆x(ti) = Ji(x(ti)), µ(·) ∈ Ur.

(5.2)

The cost functional J is given by

J(µ) =

∫

I

∫

Γ

l(t, xµ(t), σ)µ(t)(dσ)dt.

where xµ(·) is solution of (5.2) corresponding to the control µ ∈ Ur.

Consider the following Lagrange optimal control problem (Pr):

Find a control policy µ0 ∈ Ur such that it imparts a minimum to the cost functional

J , i.e.

J(µ0) ≤ J(µ) ∀µ ∈ Ur.

5.2 Existence of relaxed optimal control

We make the following hypotheses concerning the integrand l(·, ·, ·).
[L] l : I ×X × Γ → R̄ = R ∪ {+∞} is an operator such that

1. (t, ξ, σ) → l(t, ξ, σ) is measurable,

2. (ξ, σ) → l(t, ξ, σ) is lower semicontinuous,

3. |l(t, ξ, σ)| ≤ θR(t) for almost all t ∈ I provided that ‖ξ‖X ≤ R, σ ∈ Γ and

θR(t) ∈ L1(I).

Before proving the existence of the relaxed control, we need a lemma.
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Lemma 5.1. Suppose h : I ×X × Γ → R satisfying

(1) t 7→ h(t, ξ, σ) is measurable, (ξ, σ) 7→ h(t, ξ, σ) is continuous,

(2) |h(t, ξ, σ)| ≤ ψR(t) ∈ L1(I) provided that ‖ξ‖X ≤ R and σ ∈ Γ.

If xn → x in C(I, X) then hn(·, ·) → h(·, ·) in L1(I, C(Γ)) as n →∞,

where hn(t, σ) = h(t, xn(t), σ) and h(t, σ) = h(t, x(t), σ).

Proof: It follows immediately from the first hypothesis of this lemma that

hn, h ∈ L1(I, C(Γ)).

For each fixed t ∈ I, we shall show that hn(t, ·) → h(t, ·) in C(Γ) as n →∞.

By definition, we have

sup
σ∈Γ

|hn(t, σ)− h(t, σ)| = ‖hn(t, ·)− h(t, ·)‖C(Γ).

Since Γ is compact, there exists σn ∈ Γ such that

|hn(t, σn)− h(t, σn)| = ‖hn(t, ·)− h(t, ·)‖C(Γ)

and we can assume σn → σ∗ as n →∞.We note that

sup
σ∈Γ

|hn(t, σ)− h(t, σ)| = |hn(t, σn)− h(t, σn)|

≤ |hn(t, σn)− hn(t, σ∗)|+ |hn(t, σ∗)− h(t, σ∗)|

+|h(t, σ∗)− h(t, σn)|.

Then, by continuity of h, we have |hn(t, σn)− h(t, σn)| → 0 as n →∞.

This means

‖hn(t, ·)− h(t, ·)‖C(Γ) → 0 as n →∞.

Assuming that xn → x in C(I, X) as n → ∞ then there exists R such that

‖xn(t)‖, ‖x(t)‖ ≤ R.

Hence, by the second hypothesis of this lemma, we have

‖hn(t, ·)− h(t, ·)‖C(Γ) ≤ ‖hn(t, ·)‖C(Γ) + ‖h(t, ·)‖C(Γ)

≤ ψR(t) + ψR(t) = 2ψR(t).
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We have

lim
n→∞

‖hn(t, ·)− h(t, ·)‖C(Γ) = 0,

hence ∫

I

( lim
n→∞

‖hn(t, ·)− h(t, ·)‖C(Γ))dt = 0

and

lim
n→∞

[

∫

I

‖hn(t, ·)− h(t, ·)‖C(Γ)dt] = 0.

This implies ∫

I

‖hn(t, ·)− h(t, ·)‖C(Γ)dt → 0 as n →∞.

We have

hn(·, ·) → h(·, ·) in L1(I, C(Γ)) as n →∞.

This proves the lemma.¤

Let mr = inf{J(µ) : µ ∈ Ur}. We have the following existence of relaxed optimal

control.

Theorem 5.2. Suppose assumptions [A1], [F1], [J] and [L] hold. Then there

exists µ∗ ∈ Ur such that J(µ∗) = mr.

Proof: Let {µn} be a minimizing sequence so that lim
n→∞

J(µn) = mr.

Recall that Ur is w∗−compact in L∞(I, Σrca(Γ)), by passing to a subsequence if

necessary, we may assume µn
w∗→ µ∗ in L∞(I, Σrca(Γ)) as n →∞.

Next, we shall prove that (x, µ∗) is an optimal pair, where x is the solution of (5.2)

corresponding to µ∗.

Since every lower semicontinuous measurable integrand is the limit of an in-

creasing sequence of Caratheodory integrands, there exists an increasing sequence

of Caratheodory integrands {lk} such that

lk(t, ξ, σ) ↑ l(t, ξ, σ) as k →∞ for all t ∈ I, σ ∈ Γ.



69

Invoking the definition of the weak topology and applying Lemma 5.1 on each

subinterval of [0, T ], lk(t, xn(t), σ) → lk(t, x(t), σ) as n → ∞ for almost all t ∈ I

and all σ ∈ Γ. Then

J(x, µ∗) = J(µ∗) =

∫

I

∫

Γ

l(t, x(t), σ)µ∗(t)(dσ)dt

= lim
k→∞

∫

I

∫

Γ

lk(t, x(t), σ)µ∗(t)(dσ)dt

= lim
k→∞

lim
n→∞

∫

I

∫

Γ

lk(t, xn(t), σ)µn(t)(dσ)dt

≤ lim
n→∞

∫

I

∫

Γ

l(t, xn(t), σ)µn(t)(dσ)dt

= mr.

However, by definition of mr, it is obvious that J(x, µ∗) ≥ mr. Hence J(x, µ∗) =

mr. This implies that (x, µ∗) is an optimal pair.¤

5.3 Relaxation Theorem

Suppose that problem (P0) has a solution i.e. If J(u) =
∫

I
l(t, x(t), u(t))dt

is the cost function for the original problem, then ∃u0 ∈ Uad s.t.

J(u0) ≤ J(u) ∀u ∈ Uad

or

J(u0) = inf{J(u), u ∈ Uad} = m0.

In general, since Uad ⊆ Ur, we have mr ≤ m0. It is desirable that mr = m0, i.e.

our relaxation is reasonable. We have the following relaxation theorem. For this,

we need stronger hypotheses on l than [L]:

[L1] l : I ×X × Γ → R is an integrality such that

1. (t, ξ, σ) → l(t, ξ, σ) is measurable,

2. (ξ, σ) → l(t, ξ, σ) is continuous,
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3. |l(t, ξ, σ)| ≤ θR(t) for almost all t ∈ I, provided ‖ξ‖X ≤ R, σ ∈ Γ and

θR ∈ L1(I).

Theorem 5.3. If assumptions [A1], [J], [F1] and [L1] hold and Γ is compact,

then m0 = mr.

Proof: Let (x, µ∗) be the optimal pair (the existence was guaranteed by the

previous theorem) that is mr = J(x, µ∗).

By Theorem 6.6 there exists {un} ⊆ Uad and {xn} ⊆ PC(I, X) such that

δun(·) → µ∗(·) L1(I, C(Γ))− weakly in L∞(I, Σrca(Γ)),

and

xn → x in PC(I, X) as n →∞.

Applying Lemma 5.1 to each subinterval of [0, T ], one can verify that

l(·, xn(·), ·) → l(·, x(·), ·) in L1(I, C(Γ)).

By definition of weak topology on Ur, we have

J(xn, un) = J(xn, δun) =

∫

I

∫

Γ

l(t, xn(t), σ)δun(t)(dσ)dt

→
∫

I

∫

Γ

l(t, x(t), σ)µ∗(t)(dσ)dt = J(x, µ∗) = mr.

But, by definition of m0, J(un) ≥ m0.

Hence mr = lim
n→∞

J(un) ≥ m0.This implies m0 = mr.

The proof is now complete.



CHAPTER 6

CONCLUSIONS

6.1 Thesis Summary

In this thesis, we have studied the existence of both, solution for a class of

semilinear impulsive evolution equations and relaxed controls, in the case where

the operator involved is the infinitesimal generator of C0−semigroup.

6.1.1 Problems Considered

This thesis has considered the following problems:

1. Existence and uniqueness of mild solution for a class of nonlinear impulsive

evolution equations as follows:





ẋ(t) = Ax(t) + f(t, x(t)), t ∈ I \D,

x(0) = x0,

∆x(ti) = Ji(x(ti)), i = 1, 2, . . . , n.

(6.1)

2. Existence and uniqueness of mild solution for the following controlled system

governed by impulsive differential evolution equation





ẋ(t) = Ax(t) + f(t, x(t), u(t)),

x(0) = x0,

∆x(ti) = Ji(x(ti)), u(·) ∈ Uad.

(6.2)
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3. Existence and uniqueness of mild solution for the following relaxed control

system corresponding to (6.2) is





ẋ(t) = Ax(t) + F (t, x(t))µ(t),

x(0) = x0,

∆x(ti) = Ji(x(ti)), µ(·) ∈ Ur.

(6.3)

and discuss the existence of optimal relaxed control for Lagrange problem (Pr) and

study relation between problem (P0) and (Pr). We found that in order to guarantee

that these properties hold, we required some of the following assumptions:

[A] : The operator A is the infinitesimal generator of a C0−semigroup
{
T (t), t ≥

0
}

on a Banach space X.

[F] : f : I ×X → X is an operator such that

1. t → f(t, ξ) is measurable and locally Lipschitz continuous with respect to the

last variable, i.e. for any finite number ρ > 0 there exists constant L1(ρ) > 0

such that

‖f(t, x1)− f(t, x2)‖X ≤ L1(ρ)‖x1 − x2‖X ,

∀x1, x2 ∈ Bρ.

2. There exists a constant k > 0, such that

‖f(t, x)‖X ≤ k(1 + ‖x‖X).

[J] : Ji : X → X is an operator such that

1. Ji maps bounded set to bounded set.

2. There exist constant hi > 0, i = 1, 2, . . . , n such that

‖Ji(x)− Ji(y)‖ ≤ hi‖x− y‖, x, y ∈ X.
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[F1] f : I ×X × Γ → X is an operator such that

1. t 7→ f(t, ξ, η) is measurable, and

(ξ, η) 7→ f(t, ξ, η) is continuous on X × Γ.

2. For any finite number ρ > 0 there exists a constant L(ρ) > 0 such that

‖f(t, x1, σ)− f(t, x2, σ)‖X ≤ L(ρ)‖x1 − x2‖X ,

for all ‖x1‖X ≤ ρ, ‖x2‖X ≤ ρ, and t ∈ [0, T ], σ ∈ Γ.

3. There exists a constant kF > 0, such that

‖f(t, x, σ)‖X ≤ kF (1 + ‖x‖X) (∀σ ∈ Γ, t ∈ I).

[A1] An operator A is the infinitesimal generator of a compact C0−semigroup

{T (t), t ≥ 0}.
[L] l : I ×X × Γ → R̄ = R ∪ {+∞} is an operator such that

1. (t, ξ, σ) → l(t, ξ, σ) is measurable,

2. (ξ, σ) → l(t, ξ, σ) is lower semicontinuous,

3. |l(t, ξ, σ)| ≤ θR(t) for almost all t ∈ I provided that ‖ξ‖X ≤ R, σ ∈ Γ and

θR(t) ∈ L1(I).

[L1] l : I ×X × Γ → R is an integrality such that

1. (t, ξ, σ) → l(t, ξ, σ) is measurable,

2. (ξ, σ) → l(t, ξ, σ) is continuous,

3. |l(t, ξ, σ)| ≤ θR(t) for almost all t ∈ I, provided ‖ξ‖X ≤ R, σ ∈ Γ and

θR ∈ L1(I).
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6.1.2 Results

The main results of this thesis are summarized as follows:

Theorem 6.1. Suppose the assumption [A], [F] and [J] hold, then the system

(6.1) has a unique mild solution on [0, T ].

Theorem 6.2. Assume that the hypotheses of Theorem 6.1 are satisfied, if x0, y0 ∈
X and if x(t) , y(t) are mild solutions of equation (6.1)which satisfy x(0) = x0 and

y(0) = y0. Then there exists a constant C > 0 s.t.

sup
t∈[0,T ]

‖x(t)− y(t)‖ ≤ C‖x0 − y0‖.

Theorem 6.3. Suppose the assumption [A], [J] and [F1] hold. For every x0 ∈ X

and u ∈ Uad, the system (6.2) has a unique mild solution.

Theorem 6.4. Assume that the hypotheses of Theorem 6.3 are satisfied, and there

exists a nonnegative L2(ρ1) for any finite number ρ1 > 0, provided ‖x1‖X , ‖x2‖X ≤
ρ1, such that for every σ1, σ2 ∈ Γ (in case 3).

‖f(t, x1, σ1 − f(t, x2, σ2))‖X ≤ L2(ρ1)(‖x1 − x2‖X + ‖σ1 − σ2‖Γ)

Then the mild solution of (6.2) is continuous dependence on the initial value and

control with respect to the strong topology X×L1([0, T ], Γ), i.e., let xξ,u1 and xη,u2

denote the mild solution of (6.2) corresponding to the initial value and control

{ξ, u1} and {η, u2} respectively, there is a constant C > 0 such that

sup
t∈[0,T ]

‖xξ,u1(t)− xη,u2(t)‖ ≤ C(‖ξ − η‖X + ‖u1 − u2‖L1([0,T ],Γ)).

Theorem 6.5. Assume that assumption [A], [J] and [F1] hold. For every µ(·) ∈
Ur, the relaxed control system (6.3) has a unique solution.



75

Theorem 6.6. Let X be reflexive and separable. Suppose the assumptions [A1], [J]

and [F1] hold.If x(·, µ) be the solution of (6.3) corresponding to µ then, for every

ε > 0, there exists u(·) ∈ U0 such that x(·, u) is solution of (6.2) corresponding to

u and satisfying

‖x(·, µ)− x(·, u)‖PC(I,X) < ε , t ∈ I.

Theorem 6.7. Suppose assumptions [A1], [F1], [J] and [L] hold. Then there

exists µ∗ ∈ Ur such that J(µ∗) = mr.

Theorem 6.8. If assumptions [A1], [J], [F1] and [L1] hold and Γ is compact,

then m0 = mr.

6.2 Discussion and Recommendations

We studied a class of semilinear impulsive evolution equation associated

with C0−semigroups and discussed the existence, uniqueness and continuous de-

pendence of mild solutions. Further more we investigated the existence, unique-

ness and continuous dependence of mild solutions for controlled system governed

by impulsive evolution equation.

For the relaxed control, we discussed the existence and uniqueness of mild

solution and studied properties of relaxed trajectories.

In addition, we discussed the existence of optimal relaxed control for La-

grange problem (Pr) and studied relation between problem (P0) and (Pr).

Based on the results and the approach of our thesis, we can continue to

discuss related problems, such as:

1. relaxed optimal control of this problem but in the case that Γ is a normal

topological space;

2. relaxed optimal control of this problem but in the case of analytic semigroups;
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3. time relaxed control problem for semilinear impulsive evolution equations;

4. semilinear impulsive inclusion;

5. relaxed optimal control of this problem for integro-differential impulsive

equations.

Furthermore, we can also consider applications to practical problems and algo-

rithms for computing relaxed optimal controls.
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A.1 Introduction

Let I ≡ [0, T ] be a closed and bounded interval of the real line. Let D ≡
{t1, t2, · · · , tn} be a partition on (0, T ) such that 0 < t1 < t2 < · · · < tn < T . A

semilinear impulsive controlled system can be described by the following evolution

equation 



ẋ(t) = Ax(t) + f(t, x(t), u(t)) t ∈ (0, T ) \D,

x(0) = x0,

∆x(ti) = Ji(x(ti)), i = 1, 2, · · · , n,

(1.1)

where A is the infinitesimal generator of a C0−semigroup {T (t), t ≥ 0} in a Banach

space X, the functions f, Ji, i = 1, 2, ..., are continuous nonlinear operators from

X to X, and ∆x(ti) ≡ x(ti +0)−x(ti−0) = x(ti +0)−x(ti). This system contains

the jump in the state x at time ti with Ji determining the size of the jump at ti. In

this paper, we aim to prove the existence of state-control pairs of the system (1.1).

Moreover, by defining the objective functional J(x, u) =
∫ T

0
L(t, x(t), u(t))dt, we

shall find sufficient conditions to guarantee the existence of optimal state-control

pairs when convexity conditions on a certain orientor field are not assumed. This

is the relaxation problem. By introducing regular countable additive measures,

we convexify the original control systems and obtain the corresponding relaxed

control systems. Under some reasonable assumptions, we prove that the set of

original trajectories is dense in the set of relaxed trajectories in an appropriate

space. The existence of optimal relaxed controls is obtained under some regularity

hypotheses concerning the cost functional.

In recent years, relaxed systems have attracted much attention since some

orientor fields do not satisfy the convexity condition. See, for instance, [1,8,10].

Ahmed [1] dealt with this problem and introduced measure-valued controls in

which the control space is compact and values of relaxed control are countable
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additive measures, while Papageorgious [8] and other authors including us continue

to discuss this problem in another direction. However, to our knowledge, there are

few authors who have studied the problem of relaxed controls of system governed

by impulsive evolution equations, particularly, relaxation on semilinear impulsive

evolution equations. We organize the paper as follows. In section 2, we describe

the original control systems and the corresponding relaxed control systems. The

properties of relaxed trajectories are given in section 3. Section 4 is devoted to

the existence of relaxed optimal controls and relaxation theorems.

A.2 Original and Relaxed Controlled Systems

In what follows, let the Banach space (X, ‖ · ‖X )be the state space,

I ≡ [0, T ] be a closed and bounded interval of the real line, C(I, X) denote

the space of continuous functions, and C1(I, X) denote the space of one order

continuous differentiable functions. Let L(X,Y ) denote the space of bounded

linear operators from X to Y and L(X) denote the space of bounded linear

operators from X to X.

We denote the ball {x ∈ X : ‖x‖ ≤ r} by Br. Define PC(I, X) ≡ {x : I → X :

x(t) is continuous at t 6= ti, left continuous at t = ti, and right hand limit x(t+i )

exists}. Equipped with the supremum norm topology, it is a Banach space.

We introduce the following assumptions.

[A] : The operator A is the infinitesimal generator of a C0−semigroup {T (t), t ≥ 0}
on X.

[F] : f : I ×X → X is an operator such that

1. t → f(t, ξ) is measurable and locally Lipschitz continuous with respect to

the last variable, i.e., for any finite number ρ > 0, there exists constant
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L1(ρ) > 0 such that

‖f(t, x1)− f(t, x2)‖X ≤ L1(ρ)‖x1 − x2‖X ,

∀x1, x2 ∈ Bρ.

2. There exists a constant k > 0, such that ‖f(t, x)‖X ≤ k(1 + ‖x‖X).

[J] : Ji : X → X is an operator such that

1. Ji maps bounded set to bounded set.

2. There exist constants hi > 0, i = 1, 2, . . . , n such that

‖Ji(x)− Ji(y)‖ ≤ hi‖x− y‖, x, y ∈ X.

Consider the following impulsive systems




ẋ(t) = Ax(t) + f(t, x(t)) t ∈ [0, T ] \D,

x(0) = x0,

∆x(ti) = Ji(x(ti)), i = 1, 2, · · · , n.

(2.1)

By a mild solution of (2.1), we shall mean that a function x ∈ PC(I, X)

satisfies the following integral equation

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti)).

Theorem 1. Suppose the assumptions [A], [F] and [J] hold, then for every x0 ∈ X

the system (2.1) has a unique mild solution x ∈ PC(I, X) and the mild solution

dependends continuously on the initial conditions- that is, if x0, y0 ∈ X and if x(t),

y(t) are mild solutions of equation (2.1) which satisfy x(0) = x0 and y(0) = y0.

Then there exists a constant C > 0 s.t.

sup
t∈[0,T ]

‖x(t)− y(t)‖ ≤ C‖x0 − y0‖X .
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Proof: Firstly, we consider the following general differential equation without

impulse 



ẋ(t) = Ax(t) + f(t, x(t)) t > 0,

x(0) = x0.

(2.1.1)

Define a closed ball B(x0, 1) as follows.

B(x0, 1) = {x ∈ C([0, T1], X), ‖x(t)− x0‖ ≤ 1, 0 ≤ t ≤ T1},

where T1 will be chosen later. Define a map P on B(x0, 1) by

(Px)(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ

and let M ≡ sup
t∈[0,T ]

‖T (t)‖. Using assumption [F], one can verify that P maps

B(x0, 1) to B(x0, 1). To prove this, we note that

‖(Px)(t)− x0‖ ≤ ‖T (t)x0 − x0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ

≤ Mk(1 + ρ)t + ‖T (t)x0 − x0‖.

Since T (t) is the strongly continuous C0−semigroup, there exists T11 > 0 such

that for all t ∈ [0, T11], ‖T (t)x0 − x0‖ ≤ 1
2
. Now, let 0 < T22 < 1

2Mk(1+ρ)
. Set

T ′
1 = min{T11, T22} hence for all t ∈ [0, T ′

1] we have ‖(Px)(t) − x0‖ ≤ 1. Hence

P : B(x0, 1) → B(x0, 1).

Let x1, x2 ∈ B̄(x0, 1). By assumption [F](1), we have

‖(Px1)(t)− (Px2)(t)‖ ≤
∫ t

0

‖T (t− τ)‖‖f(τ, x1(τ))− f(τ, x2(τ))‖dτ

≤ MtL1(ρ)‖x1 − x2‖.

Now, let 0 < T ′′
1 = 1

2ML1(ρ)
, then ‖(Px1)(t) − (Px2)(t)‖ ≤ 1

2
‖x1 − x2‖. Hence,

we shall choose T1 = min{T ′
1, T

′′
1 } to guarantee that P is a contraction map on

B(x0, 1). This implies that (2.1.1) has a unique mild solution on [0, T1]. Again,
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using the assumption [F], we can obtain the a priori estimate of mild solutions of

equation (2.1.1). To see this, we note that

‖x(t)‖ ≤ ‖T (t)x0‖+

∫ t

0

‖T (t− τ)‖‖f(τ, x(τ))‖dτ

≤ M‖x0‖+ MkT + Mk

∫ t

0

‖x(τ)‖dτ.

By Gronwall inequality, we obtain

‖x(t)‖ ≤ (M‖x0‖+ MkT )eMk
R t
0 dτ

≤ (M‖x0‖+ MkT )eMkT ≡ M.

That is, there exists a constant M = (M‖x0‖ + MkT )eMkT > 0 such that for

t ∈ [0, T ] we have ‖x(t)‖ ≤ M . Then we can prove the global existence of the

mild solution of system (2.1.1) on [0, T ].

Now, we are ready to construct a mild solution for the impulsive system (2.1).

For t ∈ [0, t1), the above result imples that x(t) = T (t)x0 +
∫ t

0
T (t− τ)f(τ, x(τ))dτ

is the unique mild solution of the system (2.1) on [0, t1]. Clearly the solution is

continuous on [0, t1) and since T (t) is a continuous semigroup, then x(t) can be

extended continuously until the point of time t1 which is denoted by x(t1). It is

easy to see that x(t1) ∈ X. Since J1 maps bounded sets to bounded subsets of X,

the jump is uniquely determined by the expression

x(t1 + 0) = x(t1 − 0) + J1(x(t1 − 0)) ≡ x(t1) + J1(x(t1)) ≡ x1.

Consider the time t ∈ (t1, t2). We have

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ + T (t− t1)J1(x(t1)).

Again, x ∈ C((t1, t2), X) and can be extended continuously until the point of time

t2 which is denoted by x(t2) ∈ X. By the previous result, x(·) is a mild solution
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of equation (2.1) on (t1, t2]. Because J2 maps bounded sets to bounded sets, the

jump is uniquely determined by

x(t2 + 0) = x(t2 − 0) + J2(x(t2 − 0)) ≡ x(t2) + J2(x(t2)) ≡ x2.

This procedure can be repeated on t ∈ (t2, t3], (t3, t4], . . . , (tn, T ]. Thus we obtain

a unique mild solution of problem (2.1) on[0, T ] and it is given by

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti)), 0 ≤ t ≤ T.

For the proof of continuous dependence on the initial value, one can use Gronwall

inequality to find a constant C such that ‖x(t) − y(t)‖ ≤ C‖x0 − y0‖X for all

t ∈ [0, T ]. The proof is now complete.

Now, we introduce admissible controls space Uad.

Let Γ be a compact Polish space (i.e., a separable complete metric space).

We define

Uad = {u : [0, T ] → Γ|u is strongly measurable }.

By the measurable selection theorem, Uad 6= φ (see Aubin, 1990). We make the

following assumptions for our control systems.

Assumptions:

[F1] f : I ×X × Γ → X is an operator such that

1. t 7→ f(t, ξ, η) is measurable, and

(ξ, η) 7→ f(t, ξ, η) is continuous on X × Γ.

2. For any finite number ρ > 0, there exists a constant L(ρ) > 0 such that

‖f(t, x1, σ)− f(t, x2, σ)‖X ≤ L(ρ)‖x1 − x2‖X ,

for all ||x1|| < ρ, ||x2|| < ρ, and t ∈ I, σ ∈ Γ.
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3. There exists a constant kF > 0 such that

‖f(t, x, σ)‖X ≤ kF (1 + ‖x‖X) (t ∈ I, σ ∈ Γ).

Consider the following original control system




ẋ(t) = Ax(t) + f(t, x(t), u(t)),

x(0) = x0,

∆x(ti) = Ji(x(ti)), u(·) ∈ Uad.

(2.2)

Theorem 2. Suppose the assumptions [A], [J] and [F1] hold. Then for every

x0 ∈ X and u ∈ Uad, the system (2.2) has a unique mild solution x ∈ PC(I, X)

which satisfies

x(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, x(τ), u(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti)).

Proof: Let u ∈ Uad and define gu(t, x) = f(t, x, u). Since f is measurable, then

gu : I × X → X is measurable on [0, T ] for each fixed x ∈ X. Hence gu satisfies

the assumption [F]. By Theorem 1, the system (2.2) has a unique mild solution

x ∈ PC(I, X).

In order to introduce the relaxed control system corresponding to (2.2), we

need some preparations which are drawn from (Fattorini, 1999. page 618-650).

Let Γ be a compact Polish space, and C(Γ) consists of all continuous real valued

functions. Endowed with the supremum norm, C(Γ) is a Banach space. Let Φ(C)

be a σ−field generated by the collection C of all closed sets of Γ and let Σrca(Γ)

be the space of all regular countably additive measures on the measurable space

(Γ, Φ(C)). For µ ∈ Σrca(Γ), |µ| denotes the total variation of µ.

Lemma 3. The dual space C(Γ)∗ can be identified algebraically and metrically

with Σrca(Γ) with the norm

‖µ‖Σrca(Γ) = |µ|(Γ).
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The duality pairing of C(Γ) and Σrca(Γ) is given by

〈f, µ〉 =

∫

Γ

f(σ)µ(dσ)

for f ∈ C(Γ), µ ∈ Σrca(Γ).

Let L1(I, C(Γ)) be the space of all (equivalence class of) strongly measur-

able C(Γ)−valued functions u(·) defined on I such that

‖u‖ =

∫

I

‖u(t)‖dt < +∞.

L1(I, C(Γ)) is a Banach space. L∞w (I, C(Γ)∗) is the space of all C(Γ)∗−valued

C(Γ)−weakly measurable functions g(·) such that there exists C > 0 with

|〈g(t), y〉| ≤ C‖y‖C(Γ) a.e. in 0 ≤ t ≤ T, (2.1.2)

for each y ∈ C(Γ) ( the null set where (2.1.2) fails to hold may depend on y). Two

functions g(·), h(·) are said to be equivalent in L∞w (I, C(Γ)∗) (in symbols, g ≈ h)

if 〈g(t), y〉 = 〈f(t), y〉 a.e. in 0 ≤ t ≤ T for each y ∈ C(Γ).

Lemma 4. The dual L1(I, C(Γ))∗ is isometrically isomorphic to L∞w (I, C(Γ)∗).

The duality pairing between both spaces is given by

〈〈g, f〉〉 =

∫ T

0

〈g(t), f(t)〉dt,

where g ∈ L∞w (I, C(Γ)∗) and f ∈ L1(I, C(Γ)).

Since Γ is a compact metric space, C(Γ)∗ is a separable Banach space (see

[12], p.265) and hence has the Radon-Nokodym property which tells us that

L1(I, C(Γ))∗ = L∞(I, Σrca(Γ)).

Definition 1. The space R(I, Γ) of relaxed controls consists of all µ(·) in

L∞(I, Σrca(Γ)) = L1(I, C(Γ))∗ that satisfy
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(i) if f(·, ·) ∈ L1(I, C(Γ)) is such that f(t, σ) ≥ 0 for σ ∈ Γ a.e. in 0 ≤ t ≤ T

then ∫ T

0

∫

Γ

f(t, σ)µ(t, dσ)dt ≥ 0,

(ii) if χ(t) is the characteristic function of a measurable set e ⊆ [0, T ], and

1 ∈ C(Γ) is the function 1(σ) = 1, then

∫ T

0

∫

Γ

(χ(t)⊗ 1(σ))µ(t, dσ)dt = |e|.

Note that χ(·)⊗ 1(·) ∈ L1(I, C(Γ)).

We note that (ii) can be generalized to

∫ T

0

∫

Γ

(φ(t)⊗ 1(σ))µ(t, dσ)dt =

∫ T

0

φ(t)dt

for any φ(·) ∈ L1(I).

In fact, for µ(·) ∈ R(I, Γ), we have

‖µ‖L∞(I,Σrca(Γ)) ≤ 1, µ(t) ≥ 0, and µ(t, Γ) = 1 a.e. in 0 ≤ t ≤ T.

In particular,

‖µ(t)‖Σrca(Γ) = 1 a.e. in 0 ≤ t ≤ T.

Lemma 5. Let {µn(·)} be a sequence in R(I, Γ). Then there exists a subsequence

which is L1(I, C(Γ))−weakly convergent in L∞(I, Σrca(Γ)) to µ(·) ∈ R(I, Γ).

Sometimes, using another equivalent definition of R(I, Γ) is more conve-

nient. We denote by Πrca(Γ) the set of all probability measures µ in Σrca(Γ). We

denote the Dirac measure with mass at u by the functional notation δ(·−u) or by

δu. The set D = {δu : u ∈ Γ} of all Dirac measures is a subset of Πrca(Γ).

Lemma 6. Πrca(Γ) is C(Γ)−weakly compact, also C(Γ)−weakly closed in Σrac(Γ).

Let conv denote closed convex hull (closure taken in the weak C(Γ)−topology).

Then

Πrca(Γ) = conv(D).
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Since C(Γ) is separable, the equivalent relation in L∞(I, Σrca(Γ)) is equality

almost everywhere. Let us denote the set

R(I, Πrca(Γ)) = {u ∈ L∞(I, Σrca), ∃v s.t.

v ≈ u and v(t) ∈ Πrca(Γ) a.e. in 0 ≤ t ≤ T}.

If u(·) ∈ Uad then one can check that the Dirac delta with mass at u(t) (written

δ(·−u(t)) is an element of R(I, Πrca(Γ)). Hence we can identify Uad as a subset of

R(I, Πrca(Γ)). We note further that R(I, Πrca(Γ)) = R(I, Γ) (see Fattorini, 1999.

Theorem 12.6.7).

Now, let us consider the new larger system known as “relaxed impulsive

system”




ẋ(t) = Ax(t) + F (t, x(t))µ(t),

x(0) = x0,

∆x(ti) = Ji(x(ti)), µ(·) ∈ Ur.

(2.3)

The admissible control space is Ur = R(I, Πrca(Γ)).The function F : I × X ×
Σrca(Γ) → X is defined by

F (t, x)µ =

∫

Γ

f(t, x, σ)µ(dσ).

The following Theorem is an immediate consequence of Theorem 2.

Theorem 7. Assume that assumptions [A], [J] and [F1] hold. For every µ(·) ∈ Ur,

the relaxed control system (2.3) has a unique solution.

A.3 Properties of relaxed trajectories

In this section, we will denote the set of original trajectories and relaxed

trajectories of the system (2.2) by X0 and the system (2.3) by Xr, respectively,

i.e.,

X0 = {x ∈ PC([0, T ]; X)| x is a solution of (2.2) corresponding to u(·) ∈ Uad}

and Xr = {x ∈ PC([0, T ]; X)| x is a solution of (2.3) corresponding to µ(·) ∈ Ur}.
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Theorem 2 and 7 show that X0 6= ∅ implies Xr 6= ∅. Moreover, since Uad ⊆ Ur we

have X0 ⊆ Xr.

Next, we introduce one more hypothesis concerning the operator A.

[A1] An operator A is the infinitesimal generator of a compact C0−semigroup

{T (t), t ≥ 0}.

Lemma 8. Let A satisfy assumption [A1] on Banach space X. Let 1 < p and

define

S(g(·)) =

∫ ·

0

T (· − s)g(s)ds ∀g(·) ∈ Lp(I, X).

Then S : Lp(I, X) → C(I,X) is compact.

Proof: See lemma 3.2 in Li-Yong(1995).

Lemma 9. Let X be reflexive and separable. Suppose the assumptions

[A1] and [F1] hold. If {µn(·)} is a sequence in L∞(I, Σrca(Γ)) with µn(·) →
µ(·) L1(I, C(Γ))− weakly as n →∞ then

ρn(·) =

∫ ·

0

T (·−τ)

∫

Γ

f(τ, x(τ), σ)(µn(τ)−µ(τ))(dσ)dτ → 0 in C(I, X) as n →∞,

where x ∈ C([0, T ], X).

Proof: Due to reflexivity of X, {T ∗(t), t ≥ 0} is a C0−semigroup in Banach space

X∗ (see [2], p.47). Define gn(τ) =
∫
Γ
f(τ, x(τ), σ)(µn(τ)− µ(τ))(dσ) then

‖gn(τ)‖ ≤
∫

Γ

‖f(τ, x(τ), σ)‖(µn(τ)− µ(τ))(dσ)

≤ kF (1 + ‖x(τ)‖)‖µn(τ)− µ(τ)‖Σrca(Γ)

≤ 2kF (1 + ‖x(τ)‖.

Since x(t) is the solution of (2.3), then it is bounded by M̄. This implies that

{gn(·)} is bounded in Lp(I, X), 1 < p < +∞. Hence there exists a subsequence

(denoted with the same symbol) with gn(·) w→ g(·) in Lp(I,X).
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By lemma 8, we have

ρn(·) =

∫ ·

0

T (· − τ)gn(τ)dτ
s−→

∫ ·

0

T (· − τ)g(τ)dτ ≡ ρ(·) in C(I, X).

For fixed 0 ≤ t ≤ T, h∗ ∈ X∗, we have

〈ρn(t), h∗〉 =

∫ t

0

〈T (t− τ)gn(τ), h∗〉dτ

=

∫ t

0

〈gn(τ), T ∗(t− τ)h∗〉dτ

=

∫ t

0

∫

Γ

〈f(τ, x(τ), σ), T ∗(t− τ)h∗〉(µn(τ)− µ(τ))(dσ)dτ

=

∫ t

0

∫

Γ

ξ(τ, σ)(µn(τ)− µ(τ))(dσ)dτ

where ξ(τ, σ) = 〈f(τ, x(τ), σ), T ∗(t− τ)h∗〉.
By assumption [F1], for τ fixed, the map σ 7→ ξ(τ, σ) is continuous. It implies

that ξ(τ, σ) ∈ C(Γ) and

|ξ(τ, σ)| ≤ k(1 + ‖x(τ)‖).

Hence ξ(·, ·) ∈ L1(I, C(Γ)).

Since µn(·) → µ(·) L1(I, C(Γ))−weakly in L∞(I, Σrca(Γ)) then

∫ t

0

∫

Γ

ξ(τ, σ)(µn(τ)− µ(τ))(dσ)dt −→ 0 as n →∞

This implies that, for fixed t ∈ I,

〈ρn(t), h∗〉 −→ 0 ∀h∗ ∈ X∗.

Hence ρn(t)
w−→ 0 as n → ∞. Thus ρ(t) ≡ 0. This means that ρn(·) −→ 0 as

n →∞ in C(I,X).

Remark: Using the same proof, one can see that the result of Lemma 9 is also

true when x ∈ PC([0, T ], X).
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Theorem 10. Let X be reflexive and separable. Suppose the assumptions [A1] [J],

and [F1] hold. If x(·, µ) is the solution of (2.3) corresponding to µ then, for every

ε > 0, there exists u(·) ∈ Uad such that x(·, u) is solution of (2.2) corresponding

to u and satisfing

‖x(·, µ)− x(·, u)‖PC(I,X) < ε, t ∈ I.

Proof: Let µ(·) ∈ Ur, since Uad ⊆ Ur and Uad is dense in Ur. Thus there exists a

sequence {un} ⊆ Uad such that un
w∗−→ µ. Let xn(·) = x(·, un) be the solution of

(2.2) corresponding to un and x(·) = x(·, µ) be the solution of (2.3) corresponding

to µ. Since

xn(t) = T (t)x0 +

∫ t

0

T (t− τ)f(τ, xn(τ), un(τ))dτ +
∑

0<ti<t

T (t− ti)Ji(xn(ti))

= T (t)xo +

∫ t

0

T (t− τ)[

∫

Γ

f(τ, xn(τ), σ)δun(τ)(dσ)]dτ +
∑

0<ti<t

T (t− ti)Ji(xn(ti))

and

x(t) = T (t)x0 +

∫ t

0

T (t− τ)[

∫

Γ

f(τ, x(τ), σ)µ(τ)(dσ)]dτ +
∑

0<ti<t

T (t− ti)Ji(x(ti)).

We have

xn(t)− x(t) =

∫ t

0

T (t− τ)[

∫

Γ

(f(τ, xn(τ), σ)δun(τ)− f(τ, x(τ), σ)δun(τ))(dσ)]dτ

+

∫ t

0

T (t− τ)[

∫

Γ

f(τ, x(τ), σ)(δun(τ)− µ(τ))(dσ)]dτ

+
∑

0<ti<t

T (t− ti)[Ji(xn(ti))− Ji(x(ti))]

≡ I1 + I2 + I3.

By the Lipschitz condition [F1], we get

|I1| ≤ M

∫ t

0

L(ρ)‖xn(τ)− x(τ)‖,

where I1 ≡
∫ t

0
T (t − τ)[

∫
Γ
(f(τ, xn(τ), σ)δun(τ) − f(τ, x(τ), σ)δun(τ))(dσ)]dτ, and

M is a bound for ‖T (t)‖ in 0 ≤ t ≤ T .



96

Using assumption [J](2), we have

|I3| ≤
∑

0<ti<t

Mhi‖xn(ti)− x(ti)‖,

where I3 ≡
∑

0<ti<t

T (t− ti)[Ji(xn(ti))− Ji(x(ti))].

We denote the second integral I2 by ρn(t), i.e.,

ρn(t) ≡ I2 ≡
∫ t

0

T (t− τ)[

∫

Γ

f(τ, x(τ), σ)(δun(τ)− µ(τ))(dσ)]dτ.

Thus

‖xn(t)−x(t)‖ ≤ M

∫ t

0

L(ρ)‖xn(τ)−x(τ)‖dτ +‖ρn(t)‖+
∑

0<ti<t

Mhi‖xn(ti)−x(ti)‖.

By impulsive Gronwall inequality, we get

‖xn(t)− x(t)‖ ≤ C‖ρn(t)‖,

where C ≡ ∏
0<ti<t

(1 + Mhi)exp(ML(ρ)t).

By using lemma 9, we show that ρn(·) → 0 as n → ∞ in PC([0, T ], X). Hence

xn(·) → x(·) as n →∞ in PC([0, T ], X). The proof is complete.

A.4 Relaxed Optimal Controls and Relaxation Theorems

Consider the following Lagrange optimal control (Pr): Find a control policy

µ0 ∈ Ur such that it imparts a minimum to the cost functional J given by

J(µ) ≡ J(xµ, µ) ≡
∫

I

∫

Γ

l(t, xµ(t), σ)µ(t)(dσ)dt, (Pr)

where xµ is solution of the system (2.3)corresponding to the control µ ∈ Ur.

We make the following hypotheses concerning the integrand l(·, ·, ·).

[L] l : I ×X × Γ → R̄ = R ∪ {+∞} is an operator such that
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(1) (t, ξ, σ) 7→ l(t, ξ, σ) is measurable,

(2) (ξ, σ) 7→ l(t, ξ, σ) is lower semicontinuous,

(3) |l(t, ξ, σ)| ≤ θR(t) for almost all t ∈ I provided that ‖ξ‖X ≤ R, σ ∈ Γ

and θR(t) ∈ L1(I).

Before proving the existence of the relaxed control, we need a lemma.

Lemma 11. Suppose h : I ×X × Γ → R satisfying

(1) t 7→ h(t, ξ, σ) is measurable, (ξ, σ) 7→ h(t, ξ, σ) is continuous,

(2) |h(t, ξ, σ)| ≤ ψR(t) ∈ L1(I) provided that ‖ξ‖X ≤ R and σ ∈ Γ.

If xn → x in C(I, X) then hn(·, ·) → h(·, ·) in L1(I, C(Γ)) as n →∞,

where hn(t, σ) = h(t, xn(t), σ) and h(t, σ) = h(t, x(t), σ).

Proof: It follows immediately from the first hypothesis of this lemma that

hn, h ∈ L1(I, C(Γ)).

For each fixed t ∈ I, we shall show that hn(t, ·) → h(t, ·) in C(Γ) as n →∞.

By definition, we have

sup
σ∈Γ

|hn(t, σ)− h(t, σ)| = ‖hn(t, ·)− h(t, ·)‖C(Γ).

Since Γ is compact, there exists σn ∈ Γ such that

|hn(t, σn)− h(t, σn)| = ‖hn(t, ·)− h(t, ·)‖C(Γ)

and we can assume σn → σ∗ as n →∞. We note that

sup
σ∈Γ

|hn(t, σ)− h(t, σ)| = |hn(t, σn)− h(t, σn)|

≤ |hn(t, σn)− hn(t, σ∗)|+ |hn(t, σ∗)− h(t, σ∗)|+ |h(t, σ∗)− h(t, σn)|.

Then, by continuity of h, we have |hn(t, σn)− h(t, σn)| → 0 as n →∞.

This means

‖hn(t, ·)− h(t, ·)‖C(Γ) → 0 as n →∞.
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Assuming that xn → x in C(I, X) as n → ∞ then there exists R such that

‖xn(t)‖, ‖x(t)‖ ≤ R.

Hence, by the second hypothesis of this lemma, we have

‖hn(t, ·)− h(t, ·)‖C(Γ) ≤ ψR(t).

This implies ∫

I

‖hn(t, ·)− h(t, ·)‖C(Γ)dt → 0 as n →∞.

We have

hn(·, ·) → h(·, ·) in L1(I, C(Γ)) as n →∞.

This proves the lemma.

Let mr = inf{J(µ) : µ ∈ Ur}. We have the following existence of relaxed optimal

control.

Theorem 12. Suppose assumptions [A1], [F1], [J] and [L] hold. Then there exists

µ∗ ∈ Ur such that J(µ∗) = mr.

Proof: Let {µn} be a minimizing sequence so that lim
n→∞

J(µn) = mr. Recall that

Ur is w∗−compact in L∞(I, Σrca(Γ)), by passing to a subsequence if necessary, we

may assume µn
w∗→ µ∗ in L∞(I, Σrca(Γ)) as n → ∞. Next, we shall prove that

(x, µ∗) is an optimal pair, where x is the solution of (2.3) corresponding to µ∗.

Since every lower semicontinuous measurable integrand is the limit of an in-

creasing sequence of Caratheodory integrands, there exists an increasing sequence

of Caratheodory integrands {lk} such that

lk(t, ξ, σ) ↑ l(t, ξ, σ) as k →∞ for all t ∈ I, σ ∈ Γ.

Invoking the definition of weak topology and applying Lemma 11 on each subin-

terval of [0, T ], lk(t, xn(t), σ) → lk(t, x(t), σ) as n → ∞ for almost all t ∈ I and
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all σ ∈ Γ. Then

J(x, µ∗) = J(µ∗) =

∫

I

∫

Γ

l(t, x(t), σ)µ∗(t)(dσ)dt

= lim
k→∞

∫

I

∫

Γ

lk(t, x(t), σ)µ∗(t)(dσ)dt

= lim
k→∞

lim
n→∞

∫

I

∫

Γ

lk(t, xn(t), σ)µn(t)(dσ)dt

≤ lim
n→∞

∫

I

∫

Γ

l(t, xn(t), σ)µn(t)(dσ)dt

= mr.

However, by definition of mr, it is obvious that J(x, µ∗) ≥ mr. Hence J(x, µ∗) =

mr.

This implies that (x, µ∗) is an optimal pair.¤

If J(u) =
∫

I
l(t, x(t), u(t))dt is the cost function for the original problem,

and J(u0) = inf{J(u), u ∈ Uad} = m0. In general, since Uad ⊆ Ur, we have

mr ≤ m0. It is desirable that mr = m0, i.e., our relaxation is reasonable. We have

the following relaxation theorem. For this, we need stronger hypotheses on l than

[L]:

[L1] l : I ×X × Γ → R is an operator such that

(1) (t, ξ, σ) → l(t, ξ, σ) is measurable,

(2) (ξ, σ) → l(t, ξ, σ) is continuous,

(3) |l(t, ξ, σ)| ≤ θR(t) for almost all t ∈ I, provided ‖ξ‖X ≤ R, σ ∈ Γ and

θR ∈ L1(I).

Theorem 13. If assumptions [A1], [J], [F1] and [L1] hold and Γ is compact then

m0 = mr.

Proof: Let (x, µ∗) be the optimal pair (the existence was guaranteed by the

previous theorem) that is mr = J(x, µ∗). By Theorem 10, there exists {un} ⊆ Uad

and {xn} ⊆ PC(I, X) such that
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δun(·) → µ∗(·) L1(I, C(Γ))− weakly in L∞(I, Σrca(Γ)),

and xn → x in PC(I, X) as n →∞.

Applying Lemma 11 to each subinterval of [0, T ], one can verify that

l(·, xn(·), ·) → l(·, x(·), ·) in L1(I, C(Γ)).

By definition of the weak topology on Ur, we have

J(un) = J(δun) =

∫

I

∫

Γ

l(t, xn(t), σ)δun(t)(dσ)dt

→
∫

I

∫

Γ

l(t, x(t), σ)µ∗(t)(dσ)dt = J(x, µ∗) = mr.

But, by definition of m0, J(un) ≥ m0. Hence mr = limn→∞ J(un) > m0. This

implies m0 = mr. The proof is now complete.
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