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CHAPTER I

INTRODUCTION

Since its beginning nearly two hundred years ago, Fourier analysis has be-

come an important tool in various fields of science, engineering and mathematics,

for example, in signal processing, image processing and solutions of differential

equations. Its idea is to consider a given function as an infinite series or as on

integral of basic, periodic functions.

For example, let f(x) be a 2L-periodic, locally integrable function. The

Fourier coefficients of f(x) are given by

f̂(n) =
1

2L

∫ L

−L

f(x)e
−iπnx

L dx.

If f is square integrable on [−L,L], then as
{

1√
2L

e
iπnx

L

}
n∈Z

is an orthonormal

basis of L2[−L,L], the Fourier coefficients f̂(n) are just constant multiples of the

coefficients of f in this basis,

f̂(n) =
1√
2L

< f,
1√
2L

e
iπnx

L >,

and we can reconstruct f from its Fourier coefficients,

f(x) =
∑

n∈Z
f̂(n)e

iπnx
L , (1.1)

with convergence in L2[−L,L]. In applications of signal processing for example,

f̂(n) is interpreted as the contents of frequency n
2L

in the periodic signal f(x).

There are some drawbacks with the Fourier series approach:

1. A function f , which is neither periodic nor compactly supported, cannot be

expressed as an infinite series as in (1.1).
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2. If we shift f by y and consider the function gy(x) = f(x−y), then the Fourier

coefficients become ĝ(n) = f̂(n)e
−iπny

L . This means that the magnitude of

the Fourier coefficients does not change, but only their phase does. From the

magnitude of the Fourier coefficients we thus do not know where the support

of f is located.

3. In particular, if f(x) has steep gradients or is discontinuous at a point a,

then we cannot deduce from the Fourier coefficients f̂(n) where this point is

located.

These problems can be overcome by the wavelet series as introduced by

Daubechies, Grossmann and Meyer (1986), and Daubechies (1988).

Fix ψ ∈ L2(R), and consider the family of functions {ψ(j,m)}j,m∈Z, where

ψ(j,m)(x) =
√

2ψ(2jx−m)

is obtained from ψ by dilations and translations. The wavelet coefficients of f ∈
L2(R) are defined by the inner product

Wψf(j, m) = 2j/2

∫

R
f(x)ψ(2jx−m) dx.

If {ψ(j,m)}j,m∈Z is an orthonormal basis of L2(R), then by Parseval’s identity, f

can be reconstructed from its wavelet coefficients by

f =
∑

j,m∈Z
Wψf(j,m)ψ(j,m),

with convergence in the mean square norm. The problem now is to find a function

ψ, called a mother wavelet, such that the family {ψ(j,m)}j,m∈Z is an orthonormal

basis of L2(R). For this, one usually uses the method of multiresolution analysis,

as first introduced by Mallat (1989).

A multiresolution of analysis on L2(R) is a sequence of subspaces {Vj}j∈Z

of L2(R) satisfying the following properties:
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(M1) : Vj ⊆ Vj+1 for all j ∈ Z,

(M2) :
⋃

j∈Z
Vj is dense in L2(R),

(M3) :
⋂

j∈Z
Vj = {0},

(M4) : f(x) ∈ V0 if and only if f(2jx) ∈ Vj, for all j,

(M5) : There exists a function ϕ(x) ∈ L2(R), called the scaling function, such

that the collection {ϕ(x−m)}m∈Z of integer translates is an orthonormal basis of

V0.

It turns out that given a multiresolution analysis, the function ψ defined

by

ψ =
∑

m∈Z
(−1)mh1−mϕ1,m,

where hm =< ϕ,ϕ1,m >, is a mother wavelet.

There is an efficient algorithm to compute the wavelet coefficients

Wψf(j, m), called the pyramidal algorithm. It makes use of the fact that, for

each dilation parameter j, we have a decomposition

Vj = Vj−1 ⊕Wj−1,

where Wj−1 = span{ψ(j−1,m)}m∈Z. Fix f ∈ L2(R) and let fj denote the projection

of f onto Vj. Since {ϕ(j,m)}m∈Z is an orthonormal basis of Vj, then

fj =
∑

m∈Z
cj,mϕ(j,m)

where cj,m =< f, ϕ(j,m) > are called the scaling coefficients of f at scale j. On the

other hand, since {ϕ(j−1,m)}m∈Z and {ψ(j−1,m)}m∈Z are orthonormal bases of Vj−1

and Wj−1, respectively, then

fj =
∑

m∈Z
cj−1,mϕ(j−1,m) +

∑

m∈Z
dj−1,mψ(j−1,m),

where cj−1,m =< f, ϕ(j−1,m) > and dj−1,m = Wψf(j − 1,m) =< f, ψ(j−1,m) > are

the scaling coefficients, respective wavelet coefficients, of f at scale j − 1. The
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pyramidal algorithm allows their computations from the scaling coefficients at

scale j by

cj−1,n =
∑

m∈Z
hm−2n cj,m,

dj−1,n =
∑

m∈Z
(−1)mh1−m+2n cj,m.

In reverse, the scaling coefficients at scale j can be obtained from the scaling and

wavelet coefficients at scale j − 1 by

cj,n =
∑

m∈Z

(
cj−1,mhn−2m + dj−1,m(−1)mh1−m+2n

)
.

Note that if the scaling function ϕ has compact support, then only finitely many

terms in these sums are nonzero.

A natural generalization of wavelets to Rn is as follows. Fix an expanding

matrix A ∈ GLn(R) with integer entries, and find ψ ∈ L2(Rn) such that {| det A|j/2

ψ(Ajx−m)}j∈Z,m∈Zn is an orthonormal basis for L2(Rn). The wavelet coefficients

of f ∈ L2(Rn) are then defined by

Wψf(j, m) = | det A|j/2

∫

Rn

f(x)ψ(Ajx−m) dx,

for x ∈ Rn, j ∈ Z,m ∈ Zn. Then,

f(x) =
∑

j∈Z,m∈Zn

Wψf(j, m)| det A|j/2ψ(Ajx−m), (x ∈ Rn)

with convergence in L2(Rn). So the main problem is to find a function ψ whose

dilates and translates form an orthonormal basis of L2(Rn).

The questions which naturally arise are:

1. Can one generalize the concept of multiresolution analysis to this multi-

dimensional setting, and obtain a function ψ so that {| det A|j/2ψ(Ajx −
m)}j∈Z,m∈Zn is an orthonormal basis of L2(Rn)?
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2. If yes, is there still a simple algorithm to compute the wavelet coefficients

generalizing the Pyramidal algorithm?

In this thesis, we extend the definition of multiresolution analysis to L2(R2).

It turns out that we will need a family {ψr}r∈R of mother wavelets, where the set

R has cardinality | det A| − 1. Furthermore, we need to impose one additional

condition on the scaling coefficients {c1,m}m∈Z2 of the scaling function. We also

show that the pyramidal algorithm extends to L2(R2) in a natural way. For ease of

notation, we restrict our investigation to the space L2(R2), however, all our results

should be easily extendable to L2(Rn).

This thesis is organized as follows. In chapter II, we review the basic con-

cepts and theorems from real analysis and Fourier analysis which are required in

this thesis. In chapter III, we present the well-known construction of a wavelet

basis from a multiresolution analysis. In chapter IV, we then extend the definition

of multiresolution analysis to L2(R2), and prove that one can obtain a wavelet

basis on L2(R2) from such a multiresolution analysis. We present as an example

the construction of Haar wavelets on L2(R2).



CHAPTER II

BACKGROUND

In this chapter, we review the basic concepts from real analysis and Fourier

Analysis used in this thesis. Detailed proofs can be found in most standard text-

books, such as Folland (1999) or Cohn (1980), for example.

2.1 The Lebesgue Integral

In this section, we review concepts from measure theory and the

construction of the Lebesgue integral. We then introduce the function spaces

which we will be working with.

Definition 2.1. Let X be a set. A collection M of subsets of X is called a

σ-algebra if the following hold:

1. ∅ ∈ M, X ∈M,

2. S ∈ M implies X\S ∈M,

3. S1,S2, . . . ∈M implies
∞⋃

n=1

Sn ∈M.

The elements of M are called measurable sets and the pair (X,M) is called a

measurable space.

Definition 2.2. Let F be a collection of subsets of X. There exists a smallest

σ-algebra containing F , called the σ-algebra generated by F .
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Definition 2.3. Let X be a topological space. The σ-algebra generated by the

family of open sets is called the Borel σ-algebra on X, denoted BX . Its elements

are called B-measurable sets or Borel sets.

Definition 2.4. Let M be a σ-algebra of subsets of X. A measure on M is a

function µ : M→ [0,∞] having the following properties:

1. µ(∅) = 0,

2. if {En}∞n=1 is sequence of disjoint measurable set, then

µ

( ∞⋃
n=1

En

)
=

∞∑
n=1

µ(En).

The triple (X,M, µ) is called a measure space.

A measure space (X,M, µ) is called complete if whenever E ⊂ A ∈ M and

µ(A) = 0, then E ∈M (and therefore µ(E) = 0).

(X,M, µ) is called a σ-finite measure space if there exists a countable collection

{En}∞n=1 ⊂M such that µ(En) < ∞ ∀n and X =
∞⋃

n=1

En.

The measure which we will be working with is the Lebesgue measure on

Rn.

Definition 2.5. An n-dimensional interval in Rn is defined by

I = I1 × I2 × . . .× In

where I1, I2, . . . , In are intervals in R. I is called open (or closed) if each Ii is open

(or closed) in R. If I is bounded, then its n-dimensional volume is defined by

vol(I) =
n∏

i=1

(bi − ai)

where ai, bi are the left and right end points of Ii.
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Definition 2.6. Let E ⊂ Rn be an arbitrary set. Then

λ∗(E) = inf {
∞∑
i=1

vol(Ii) : Ii is an open n-interval, E ⊂
∞⋃
i=1

Ii }

is called the Lebesgue outer measure of E. A set A ⊂ Rn is called Lebesgue-

measurable if for every E ⊂ Rn,

λ∗(E) = λ∗(E ∩ A) + λ∗(E ∩ Ac).

Proposition 2.1. Let Mλ = {A ⊂ Rn : A is Lebesgue-measurable} and set

λ(A) = λ∗(A) ∀A ∈Mλ. Then

1. Mλ is a σ-algebra,

2. (Rn,Mλ, λ) is a complete σ-finite measure space,

3. BRn ⊂Mλ.

We note that λ is called the Lebesgue measure and Mλ the σ-algebra of

Lebesgue measurable subsets of Rn. Next we define the notions of measurable

function and Lebesgue integral. Throughout, (X,M, µ) will denote a measure

space.

Definition 2.7. Let S ⊂ X with S ∈ M. Let R∗ = R ∪ {−∞,∞}. We call a

function f : S → R∗ extended real valued, and say that it is M-measurable if for

all c ∈ R,

{x ∈ S : f(x) ≤ c} ∈ M.

A complex-valued function f : S → C is called M-measurable if Re(f) and Im(f)

are M-measurable.

Definition 2.8 (Lebesgue Integral). Let (X,M, µ) be a measure space.



9

1. Let ϕn =
n∑

k=1

αkχk where χAk
(x) =





1 if x ∈ Ak

0 if x 6∈ Ak

, Ak ∈M are disjoint,

αk ≥ 0. ϕ is called a non-negative measurable simple function. Its integral

is defined to be ∫

X

ϕn dµ =
n∑

k=1

αkµ(Ak).

This integral is independent of the choice of the sets Ak.

2. Let f : X → [0,∞] be M-measurable. By the structure theorem for mea-

surable function, there exists an increasing sequence {ϕn} of non-negative,

finite-valued measurable simple functions converging pointwise to f . We

define the integral of f by

∫

X

f dµ = lim
n→∞

∫

X

ϕn dµ.

This integral is independent of the choice of the functions ϕn, and is either

a non-negative real number, or infinity.

3. Let f : X → R∗ be Lebesgue measurable and set f+ = max{0, f}, f− =

−min{0, f}. Then f+, f− are measurable and non-negative. The Lebesgue

integral of f is defined by

∫

X

f dµ =

∫

X

f+ dµ−
∫

X

f− dµ

provided that
∫

X
f+ dµ,

∫
X

f− dµ are not both ∞. f is called integrable if

∫
X

f dµ is defined and is finite.

4. A function f : X → C is called integrable if Re(f) and Im(f) are integrable.

In this case, the integral of f is defined by

∫

X

f dµ =

∫

X

Re(f) dµ + i

∫

X

Im(f) dµ.
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5. If E ⊂ X ∈M, then we set

∫

E

f dµ =

∫

X

fχE dµ.

When we are working with the measure space (Rn,Mλ, λ), we often use

the notation
∫
Rn f(x) dx instead of

∫
Rn f dλ.

Definition 2.9. A set E ∈ M is called a set of measure zero, or null set if

µ(E) = 0.

Let P be a statement about the elements of X, and let A ∈ M. We say

that P holds µ-almost everywhere (a.e.) on A if there exists E ∈M so that

1. {x ∈ A : P does not hold } ⊂ E.

2. µ(E) = 0.

Note that if (X,M, µ) is complete, then this is equivalent to

µ{x ∈ A : P does not hold } = 0.

Next we define the spaces of functions used in this thesis. Let (X,M, µ)

be a measure space. If f, g : X → C, define f ∼ g if and only if f(x) = g(x) a.e.

on X. Then “∼” defines an equivalence relation on the real, respectively complex

vector space of measurable functions.

Definition 2.10. Let (X,M, µ) be a measure space and let 1 ≤ p < ∞. Then

Lp(X,M, µ) is the set of equivalence class of M-measurable function f : X → C

such that |f |p is integrable. If f ∼ g, then
∫

X
|f |p dµ =

∫
X
|g|p dµ. For ease of

notation, we usually confuse a function f with its equivalence class in Lp(X,M, µ),

and simply write

Lp(X,M, µ) =

{
f : X → C :

∫

X

|f |p dµ < ∞
}

.
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Theorem 2.2. For each p, 1 ≤ p < ∞, Lp(X,M, µ) is a complex vector space,

the number

‖f‖p =

(∫

X

|f |p dµ

)1/p

is a norm on Lp(X,M, µ), and Lp(X,M, µ) is a Banach space in this norm.

In this thesis, we will mainly deal with the following particular cases:

Lp[a, b] := Lp([a, b],Mλ, λ) = {f : [a, b] → C | f is Lebesgue measurable and
∫

[a,b]

|f(x)|p dx < ∞},

Lp(R) := Lp(X,M, µ) = {f : R→ C | f is Lebesgue measurable and
∫

R
|f(x)|p dx < ∞}.

Similarly, we will consider

Lp[0, 1]n := {f : [0, 1]n → C | f is Lebesgue measurable and

∫

[0,1]n
|f(x)|p dx < ∞},

Lp(Rn) := {f : Rn → C | f is Lebesgue measurable and

∫

Rn

|f(x)|p dx < ∞}.

Here, [0, 1]n denotes the unit cube in Rn, [0, 1]n = {x = (x1, . . . , xn) : 0 ≤ xi ≤
1 for all i}. A special case of the change of variables rule is:

Theorem 2.3. Let A be an n× n invertible matrix. Then

∫

Rn

f(x) dx = | det A|
∫

Rn

f(Ax) dx,

for all f ∈ L1(Rn).

Theorem 2.4 (Monotone Convergence Theorem). Let (X,M, µ) be a measure

space, and {fn}∞n=1, fn ≥ 0, a monotone nondecreasing sequence of measurable

functions. Then {fn}∞n=1 converges pointwise to an extended real valued function.

If f(x) = limn→∞ fn(x), then

∫

X

f(x) dµ = lim
n→∞

∫

X

fn(x) dµ.
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Theorem 2.5 (Lebesgue Dominated Convergence Theorem). Let (X,M, µ) be a

measure space, and {fn}∞n=1 a sequence of measurable functions. Suppose that

1. {fn(x)}∞n=1 converges a.e. on X.

2. There exists g ∈ L1(X,M, µ) such that

|fn(x)| ≤ g(x) a.e on X.

Set f(x) = limn→∞ fn(x). Then fn, f ∈ L1(X,M, µ) and

∫

X

f(x) dµ = lim
n→∞

∫

X

fn(x) dµ.

We will make use of the Lebesgue Dominated Convergence Theorem in the

following way.

Corollary 2.6. Let fn, f ∈ Lp(X,M, µ), 1 ≤ p < ∞, with |fn(x)| ≤ |f(x)| ∀n

a.e., and suppose fn(x) → f(x) a.e. Then fn → f in ‖ · ‖p.

Proof. By assumption, |fn(x)− f(x)|p → 0 a.e. Furthermore,

|fn(x)− f(x)|p ≤
[
|fn(x)|+ |f(x)|

]p

≤ 2p|f(x)|p ∈ L1(X,M, µ).

Applying the Lebesgue Dominated Convergence Theorem, we obtain

lim
n→∞

‖fn − f‖p
p = lim

n→∞

∫
|fn(x)− f(x)|p dµ =

∫
lim

n→∞
|fn(x)− f(x)|p dµ

=

∫
0 dµ = 0.

Theorem 2.7. Let fn, f ∈ Lp(X,M, µ), 1 ≤ p ≤ ∞, such that fn → f in the

norm of Lp(X). Then there exists a subsequence {fnk
}k∈N such that

fnk
(x) → f(x)

a.e. on X.



13

Corollary 2.8 (Uniqueness of Limits). Let fn, f ∈ Lp(X,M, µ), 1 ≤ p ≤ ∞, and

g : X → C be measurable. If fn → f in the norm of Lp(X) and fn(x) → g(x)

a.e., then f = g a.e.

Definition 2.11. Let f : Rn → C be continuous. The support of f is the set

supp(f) = {x ∈ Rn : f(x) 6= 0}.

We say that f has compact support, if supp(f) is a compact set. We say that f

vanishes at infinity, if for each ε > 0 there exists a compact set K such that

|f(x)| < ε ∀x ∈ Rn\K.

Definition 2.12. Let p ∈ {0, 1, 2, . . .}. Set

1. Cp(Rn) = {f : Rn → C : f is p times continuously differentiable}.

2. Cp
c (Rn) = {f ∈ Cp(Rn) : f has compact support}.

3. C∞(Rn) = {f : Rn → C : f is infinitely differentiable}.

4. C∞
c (Rn) = {f ∈ C∞(Rn) : f has compact support}.

5. C0(Rn) = {f ∈ C(Rn) : f is vanishes at infinity}.

We obviously have that

C∞
c (Rn) ⊂ Cp

c (Rn) ⊂ C0(Rn).

These three spaces are normed linear spaces under the supremum norm,

‖f‖∞ = sup
x∈Rn

|f(x)|.

Theorem 2.9. (C0(Rn), ‖·‖∞) is a Banach space, and C∞
c (Rn) is dense in C0(Rn).

Theorem 2.10. C∞
c (Rn) is dense in Lp(Rn), for all 1 ≤ p < ∞, in the norm of

Lp(Rn).
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Definition 2.13 (Step Functions). Let I ⊂ R be an interval. A step function on

I is a function of the form

ϕ =
n∑

k=1

ckχIk
(2.1)

where ck ∈ C, and {Ik}n
k=1 are pairwise disjoint bounded subintervals of I.

Here we allow the sets Ik to be empty, or singletons. Furthermore, if ck = 0

for some k = k0 then we may drop the corresponding k0-th term in (2.1). Let us

set

St(I) = {f : I → C | f is a step function}.

It is easy to see that St(I) is a vector space.

Theorem 2.11. Let I ⊂ R be an interval, 1 ≤ p < ∞. Then St(I) is dense in

Lp(I). That is, each f ∈ Lp(I) can be approximated arbitrarily by a step function

in the norm of Lp(I).

The next theorem tells us when the order of integration in an iterated

integral can be exchanged. It will be used throughout this thesis.

Theorem 2.12 (Fubini’s Theorem). Let f : R2 → C be measurable. Then

1. fy(x) = f(x, y) from R → C is measurable for each fixed y ∈ R and hence

x 7−→ |f(x, y)| is measurable ∀ y ∈ R, gx(y) = f(x, y) from R → C is

measurable for each fixed x ∈ R and hence y 7−→ |f(x, y)| is measurable

∀x ∈ R,

2. The functions h(y) =
∫
R |fy(x)| dx =

∫
R |f(x, y)| dx and

k(x) =
∫
R |gx(y)| dy =

∫
R |f(x, y)| dy are measurable from R to C.

If one of

i)
∫
R

∫
R |f(x, y)| dx dy
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ii)
∫
R

∫
R |f(x, y)| dy dx

iii)
∫
R2 |f(x, y)| d(x, y)

is finite, then

a) fy(x) ∈ L1(R) for almost all y

gx(y) ∈ L1(R) for almost all x,

b) h(y) :=
∫
R f(x, y) dx ∈ L1(R)

k(y) :=
∫
R f(x, y) dy ∈ L1(R)

f(x, y) ∈ L1(R2)

c) Double and iterated integrals are equal

∫

R2

f(x, y) d(x, y) =

∫

R

∫

R
f(x, y) dx dy =

∫

R

∫

R
f(x, y) dy dx.

2.2 Fourier Series in One Dimension

One recurrent theme in analysis is the decomposition of a given

function into an infinite linear combination of basic functions. For example, the

theory of analytic functions deals with functions which can be expressed by a

power series, that is, as an infinite linear combination of monomials xn.

In Fourier analysis, one decomposes functions into infinite linear combi-

nations of trigonometric monomials e2iπnx; the resulting series are called Fourier

series. Since these monomials are periodic, the functions under discussion must

also be periodic.

Definition 2.14. A function f : R → C is called periodic, if there exists p ∈
R, p 6= 0 such that f(x + p) = f(x) for all x ∈ R. Any such p is called a period of

f . The smallest such p, if it exists, is called the basic period of f .
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While Fourier series can be defined for functions of any period, we will

only deal with functions of period 1, and thus restrict the definition below to such

functions. We set

Lp
1(R) = {f : R→ C | f is Lebesgue measurable, 1-periodic, f |[0,1] ∈ Lp[0, 1]}

with ‖f‖p = (
∫ 1

0
|f(x)|p dx)1/p. Obviously, Lp

1(R) is isometrically isomorphic to

Lp[0, 1].

Definition 2.15 (Fourier Series). Let f ∈ L1[0, 1] (or f ∈ L1
1(R)). The function

f̂ : Z→ C given by

f̂(n) =

∫ 1

0

f(x)e−2iπnx dx (2.2)

is called the Fourier transform of f . The numbers cn = cn(f) := f̂(n) are called

the Fourier coefficients of f and the formal series

∞∑
n=−∞

f̂(n)e2iπnx

is called the Fourier series of f .

Let us set

c0 = c0(Z) = {f : Z→ C | lim
|n|→∞

f(n) = 0 with norm ‖f‖∞ = sup
n∈Z

|f(n)|}

lp = lp(Z) = {f : Z→ C | ‖f‖p =

[ ∞∑
n=−∞

|f(n)|p
]1/p

< ∞} (1 ≤ p < ∞).

Note that lp = Lp(Z,P(Z), µ) where P(Z) is the power set of Z, and µ is the

counting measure. In particular, lp is a Banach space. It is not difficult to prove

that c0 is a Banach space as well.

Theorem 2.13 (Properties of the Fourier Transform). Let f ∈ L1[0, 1] (or equiv-

alently, f ∈ L1
1(R)). Then
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1. f̂ ∈ c0,

2. ‖f̂‖∞ ≤ 1
2π
‖f‖1,

3. The Fourier transform F : f 7−→ f̂ from L1[0, 1] to c0 is linear and one-to-

one,

4. T̂yf(n) = e−2iπnyf̂(n) ∀ y ∈ R. (Here, Ty denotes translation of an ele-

ment f of L1
1(R) by y, (Tyf)(x) = f(x− y).)

Ideally, we would like the Fourier series of f to converge to f in some way.

The following theorems discuss pointwise convergence, uniform convergence, and

convergence in the square mean.

Definition 2.16 (Piecewise Continuous Function). Let f : [a, b] → C. We say

that f is piecewise continuous on [a, b] if there exist points a = x0 < x1 < x2 <

. . . < xn = b such that

1. f is continuous on (xk−1, xk) ∀ k = 1, . . . , n,

2. right-hand and left-hand limits of f at the partition points x0, x1, . . . , xn

exist, that is,

f(x+
k ) = limh→0+ f(xk + h) exists ∀ k = 0, . . . , n− 1,

f(x−k ) = limh→0+ f(xk − h) exists ∀ k = 1, . . . , n.

Definition 2.17 (One-Sided Derivatives). Let f : [a, b] → C and x0 ∈ (a, b).

Assume that f(x+
0 ), f(x−0 ) exist. The limits

f ′R(x0) = lim
h→0+

f(x0 + h)− f(x+
0 )

h
f ′L(x0) = lim

h→0+

f(x0 − h)− f(x−0 )

h

if they exist, are called the right-hand and left-hand derivatives of f at x0, respec-

tively.
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The next theorem shows that if f is differentiable on [0, 1], then its Fourier

series will converge to f pointwise.

Theorem 2.14 (Pointwise Convergence of the Fourier Series). Let f ∈
L1

1(R), x0 ∈ R and suppose

1. f(x+
0 ), f(x−0 ) exist,

2. f ′R(x0), f
′
L(x0) exist.

Then the Fourier series of f converges at x0, and its limit is the average of the

left-hand and right-hand limits of f at x0,

∞∑
n=−∞

f̂(n)e2iπnx0 =
f(x+

0 ) + f(x−0 )

2
.

In particular, if f is differentiable at x0, then

∞∑
n=−∞

f̂(n)e2iπnx0 = f(x0).

Theorem 2.15 (Uniform Convergence of the Fourier Series). Let f ∈ L1
1(R)

(or L1[0, 1]) be such that f̂ ∈ l1, i.e.
∑∞

n=−∞ |f̂(n)| < ∞. Set SN(x) =

∑N
n=−N f̂(n)e2iπnx. Then {SN(x)}∞N=0 converges uniformly on R to some (con-

tinuous) function g, and f(x) = g(x) a.e.

Theorem 2.16. Let H be a Hilbert space, {en}∞n=1 be an orthonormal subset of

H.

1. If {an}n∈N ∈ l2, then
∞∑

n=1

anen converges in H, and the limit is independent

of the order of summation.

2. (Bessel’s Inequality) Given x ∈ H, set cn =< x, en >. Then

∞∑
n=1

|cn|2 ≤ ‖x‖2. (That is {cn}n∈N ∈ l2.)
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3. The following are equivalent

(a) span {en}∞n=1 = H,

(b) Every x ∈ H is written uniquely as

x =
∞∑

n=1

cnen =
∞∑

n=1

< x, en > en

(i.e. {en}∞n=1 is an orthonormal basis or H)

(c) (Parseval’s Identity)

∞∑
n=1

|cn|2 = ‖x‖2 for all x ∈ H.

Since L2[0, 1] ⊂ L1[0, 1], the Fourier transform is also defined for f ∈
L2[0, 1]. It is well known that the collection {en}n∈Z with en(x) = e2iπnx forms an

orthonormal basis of the Hilbert space L2[0, 1], and hence of L2
1(R).

Theorem 2.17. Let f ∈ L2[0, 1] (or f ∈ L2
1(R)). Then

f(x) =
∞∑

n=−∞
f̂(n)e2iπnx

with convergence in the mean square norm.

Proof. Observe that the Fourier coefficients of f ∈ L2[0, 1] are of the form f̂(n) =

∫ 1

0
f(x)e−2iπnx dx =< f, en >. Since the collection {en}n∈Z given by en(x) = e2iπnx

form an orthonormal basis of L2[0, 1], then by part 3. of theorem 2.16

f =
∑

n∈Z
f̂(n)e2iπnx,

with convergence in the norm ‖ · ‖2.

Note that by theorem 2.16,

∑

n∈Z
|f̂(n)|2 = ‖f‖2

2,

that is, the Fourier transform f → f̂ is an isometric isomorphism of L2[0, 1] onto

l2(Z).
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2.3 Fourier Series in Several Dimensions

The concept of Fourier series has a natural extension to periodic functions

on Rn. Given vectors ξ, x in Rn, ξ · x will denote the usual inner product,

ξ · x =< ξ, x >=
n∑

i=1

ξixi

where ξ = (ξ1, ξ2, . . . , ξn) and x = (x1, x2, . . . , xn). If ξ is written as a row vector,

and x as a column vector, then the inner product is simply multiplication of a 1×n

matrix by a n×1 matrix, and we can write ξ ·x = ξx. We also set 1 = (1, 1, . . . , 1)︸ ︷︷ ︸
n− term

.

We call a function f : Rn → C periodic, if there exists s ∈ Rn such that

f(x + s) = f(x) for all x ∈ Rn. The number s is called a period of f . We set

Lp
1(Rn) = {f : Rn → C | f is Lebesgue measurable, 1-periodic, f |[0,1]n ∈ Lp[0, 1]n},

with ‖f‖p = (
∫
[0,1]n

|f(x)|p dx)1/p.

Definition 2.18. Given f ∈ L1[0, 1]n (or L1
1(Rn)), the function f̂ : Zn → C given

by

f̂(k) =

∫

[0,1]n
f(x)e−2iπk·x dx,

where k = (k1, . . . , kn) ∈ Zn, is called the Fourier transform of f , and the formal

series
∑

k∈Zn

f̂(k) e2iπk·x is called the Fourier series of f .

Since L2[0, 1]n ⊂ L1[0, 1]n, the Fourier transform is defined for every f ∈
L2[0, 1]2 (respectively L2

1(Rn)). It is well known that the collection {ek}k∈Zn with

ek(x) = e2iπk·x forms an orthonormal basis of the Hilbert space L2
1[0, 1]n. Theorem

2.16 again shows that f → f̂ is an isometric isomorphism of L2[0, 1]n (respectively

L2
1(Rn)) onto l2(Zn), and

f(x) =
∑

k∈Zn

f̂(k) e2iπk·x, ∀ f ∈ L2[0, 1]n,

with convergence in the norm of L2[0, 1]n (respectively L2
1(Rn)).
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2.4 The Fourier Transform

For functions which are not periodic, one needs to replace the Fourier series

by an integral.

Definition 2.19. Given f ∈ L1(Rn), define a function f̂ by

f̂(ξ) =

∫

Rn

f(x)e−2iπξ·x dx (ξ ∈ Rn). (2.3)

f̂ is called the (continuous) Fourier transform of f . Similarly, the function

f̌(ξ) =

∫

Rn

f(x)e2iπξ·x dx (ξ ∈ Rn)

is called the inverse (continuous) Fourier transform of f .

Example 2.1 (The Fourier Transform of a Characteristic Function).

Let f(x) = χ[a,b](x) be the characteristic function of the interval [a, b].

If ξ 6= 0, then

f̂(ξ) =

∫

R
χ[a,b](x)e−2iπξx dx =

∫ b

a

e−2iπξx dx =
e−2iπξx

−2iπξ

∣∣∣∣
b

a

= − 1

2iπξ
[e−2iπξb − e−2iπξa]

= − 1

2iπξ
e−iπξbe−iπξa[e−iπξbeiπξa − e−iπξaeiπξb]

=
e−iπξ(b+a)

πξ

[
eiπξ(b−a) − e−iπξ(b−a)

2i

]
=

1

πξ
e−iπξ(b+a) sin

(
πξ(b− a)

)
,

while

f̂(0) =

∫ b

a

1 dx = b− a.

Combining both cases, we obtain

f̂(ξ) = (b− a)sinc
(
πξ(b− a)

)
e−iπξ(b+a)

where

sinc(x) =





sin(x)
x

x 6= 0

1 x = 0.
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Note that L2(Rn) 6⊂ L1(Rn), hence the Fourier transform (2.3) need not be

defined for a function f ∈ L2(Rn). However, the next theorem says that the Fourier

transform can be defined indirectly for such f . The inverse Fourier transform now

takes the place of the Fourier series for reconstructing a function from its Fourier

transform.

Theorem 2.18 (Plancherel’s Theorem). The restriction of the Fourier transform

f 7→ f̂ and of the inverse Fourier transform f 7→ f̌ to L1(Rn) ∩ L2(Rn) are

isometries

F : L1(Rn) ∩ L2(Rn) → L2(Rn),

F̄ : L1(Rn) ∩ L2(Rn) → L2(Rn),

with respect to ‖ · ‖2, and extend uniquely to surjective linear isometries

F̃ : L2(Rn) → L2(Rn),

˜̄F : L2(Rn) → L2(Rn),

satisfying ˜̄F(F̃(f)) = F̃( ˜̄F(f)) = f, ∀f ∈ L2(Rn).

We usually use the same symbols F , respectively F̄ to denote these exten-

sions, and call them the Fourier transform, respectively inverse Fourier transform,

on L2(Rn).



CHAPTER III

WAVELETS IN L2(R)

In this chapter, we review the classic construction of wavelet bases in

L2(R) by means of a multiresolution analysis. The reader may find further details

and proofs in Mallat (1989), Daubechies (1992), Hernándes and Weiss (1996), and

Walnut (2002). In chapter IV, these concepts will be extended to L2(R2). Thus

some of the theorems in this section will be stated without proof, as their proofs

will be given in the next chapter.

3.1 Multiresolution Analysis in L2(R)

In wavelet analysis, one wants to find a function ψ ∈ L2(R) called a mother

wavelet, such that the family of translates and dilates of ψ,

{ψ(j,n)}j,n∈Z with ψ(j,n) = 2j/2ψ(2jx− n)

forms an orthonormal basis of L2(R). Such a basis is called a wavelet basis. This

is usually achieved through a multiresolution analysis, as will be explained below.

First we need to discuss some preliminary concepts.

The dilation, translation and modulation operators on L2(R) are defined

by

(Daf)(x) =
√

af(ax) (a ∈ R+),

(Tbf)(x) = f(x− b) (b ∈ R),

(Ecf)(x) = e2iπcxf(x) (c ∈ R).
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One easily verifies that these are isometries on L2(R). Also, Dab = DaDb while

Tc+d = TcTd and Ec+d = EcEd, for a, b ∈ R+, c, d ∈ R.

Definition 3.1. A multiresolution analysis (MRA) on L2(R) is a sequence of

closed subspaces {Vj}j∈Z of L2(R) satisfying the following properties:

(M1) : Vj ⊆ Vj+1 for all j ∈ Z,

(M2) :
⋃

j∈Z
Vj is dense in L2(R),

(M3) :
⋂

j∈Z
Vj = {0},

(M4) : the isometry D2j maps V0 onto Vj, for each j ∈ Z,

(M5) : there exists a function ϕ(x) ∈ L2(R), called the scaling function, such that

the collection {Tmϕ}m∈Z of integer translates of ϕ is an orthonormal basis of V0.

Observe that (M4) is equivalent to D2Vj = Vj+1 for all j, this is easily

proved by induction.

For each m ∈ Z, set ϕ(1,m) = D2Tmϕ. Then by (M4) an (M5), the family

{ϕ(1,m)}m∈Z, is an orthonormal basis of V1. Now, by (M1), ϕ ∈ V1 as well, so that

we can express ϕ in term of this basis of V1 by

ϕ =
∑

m∈Z
hmϕ(1,m), where hm =< ϕ, ϕ(1,m) > . (3.1)

The sequence {hm}m∈Z ∈ l2(Z) is called the scaling filter. In fact by Parseval’s

identity,
∑

m∈Z2

|hm|2 = ‖ϕ‖2
2 = 1. (3.2)

Many of the properties of functions discussed in wavelet analysis have ele-

gant characterizations on the Fourier transform side. The next two theorems are

examples of this correspondence. The first theorem characterizes those functions

g(x) for which the collection {g(x −m)}m∈Z forms an orthonormal set. The sec-

ond theorem characterizes those functions f which lie in the subspace of L2(R)

spanned by such an orthonormal set.
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Theorem 3.1. Let g ∈ L2(R). Then the system of translates {Tmg}m∈Z is an

orthonormal set if and only if
∑

m∈Z
|ĝ(ξ + m)|2 = 1 for almost all ξ ∈ R.

Theorem 3.2. Let g ∈ L2(R) be such that the system of translates {Tmg}m∈Z

is an orthonormal set, and let V = span{Tmg}m∈Z. Let f ∈ L2(R) be arbitrary.

Then f ∈ V if and only if there exists h ∈ L2
1(R) such that f̂(ξ) = ĝ(ξ)h(ξ) a.e.

Definition 3.2 (Mother Wavelet). Let {Vj}j∈Z be a multiresolution analysis for

L2(R) with scaling function ϕ, and let {hm}m∈Z be the scaling filter. For each

m ∈ Z, set gm = (−1)mh1−m (m ∈ Z). Then

∑

m∈Z
|gm|2 =

∑

m∈Z
|h1−m|2 =

∑

m∈Z
|hm|2 < ∞,

so that {gm}m∈Z ∈ l2(Z). In particular, {gm} defines an element ψ of V1 by

ψ =
∑

m∈Z
gmϕ(1,m). (3.3)

The sequence {gm}m∈Z ∈ l2(Z) is called the wavelet filter and ψ is called the

mother wavelet.

3.2 The Haar Wavelet

The simplest wavelet arising from a multiresolution analysis is the

Haar wavelet. It was used by Haar in 1910 to obtain a basis for L2(R) directly,

without the machinery of multiresolution analysis.

Example 3.1 (The Haar Wavelet). For each n ∈ Z, let Vn denote the

set of functions in L2(R) which are constant on intervals of length 1
2n with dyadic

end points, that is,

Vn =

{
f ∈ ÃL2(R) : f is constant a.e. on each interval

[
j

2n
,
j + 1

2n

]
; j ∈ Z

}
.



26

As scaling function ϕ we choose the characteristic function χ[0,1) of the unit interval

[0, 1). Let us verify that the collection {Vn}n∈Z is a multiresolution analysis.

First we verify that each Vn is a linear subspace of L2(R). Let f, g ∈ Vn, α, β

be scalars. Consider an arbitrary interval Ij :=
[

j
2n , j+1

2n

]
, so that f(x) and g(x)

are constant a.e. on Ij, say

f(x) = aj a.e. on Ij,

g(x) = bj a.e. on Ij.

Then, (αf + βg)(x) = αf(x) + βg(x) = αaj + βbj a.e. on Ij. This shows that

αf + βg is constant a.e. on Ij, ∀ j, that is, αf + βg ∈ Vn. We have shown that Vn

is a linear subspace of L2(R).

Next we show that Vn is closed in L2(R). Let {fk} be a sequence in Vn

converging to some f ∈ L2(R). We need to show that f ∈ Vn, that is, f is

constant a.e. an each interval Ij. Fix such on interval. Now each fk is constant

a.e. on Ij, say fk(x) = ck a.e. on Ij. We claim that {ck}∞k=1 converges in C. Note

that
∫

Ij
|fk − f |2 ≤ ∫

R |fk − f |2 → 0 by assumption, that is fk → f in L2(Ij). In

particular, {fk} is Cauchy. That is, given ε > 0 there exists N ∈ N such that

‖fk − fl‖L2(Ij) < ε · λ(Ij)
1/2 ∀ k, l ≥ N.

But

‖fk − fl‖L2(Ij) =

[∫

Ij

|fk − fl|2
]1/2

=

[∫

Ij

|ck − cl|2
]1/2

= |ck − cl|λ(Ij)
1/2

which shows that

|ck − cl| < ε ∀ k, l ≥ N

and proves the claim. As the sequence {ck} is Cauchy, it converges to some c ∈ C.

That is,

fk(x) = ck → c a.e. on Ij as k →∞.
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On the other hand,

fk(x) → f(x) in L2(Ij) as k →∞.

By uniqueness of limits, f(x) = c = constant a.e. on Ij. We have shown that f is

constant on each interval Ij, that is, f ∈ Vn as well, and hence Vn is closed.

Next we verify that the requirements of a multiresolution analysis are sat-

isfied.

(M1). Let f ∈ Vn for some n. Then f(x) is constant a.e. on each interval
[

j
2n , j+1

2n

]
.

We split this interval into two equal halves, namely

1.

[
j

2n
,

j

2n
+

1

2n+1

]
=

[
2j

2n+1
,
2j + 1

2n+1

]

and

2.

[
j

2n
+

1

2n+1
,
j + 1

2n

]
=

[
2j + 1

2n+1
,
2j + 2

2n+1

]
.

Obviously, f(x) is constant a.e. on both halves. Since every interval

[
k

2n+1 ,
k+1
2n+1

]
is of either form 1. or 2. for some j, depending on whether k is

even or odd, it follows that f(x) is constant a.e. on every interval
[

k
2n+1 ,

k+1
2n+1

]
.

That is, f ∈ Vn+1, so that (M1) holds.

(M2). Let f ∈ L2(R) and ε > 0 be given. We must find n ∈ Z and g ∈ Vn such

that ‖f − g‖2 < ε. By theorem 2.11, there exists a step function

h =
N∑

k=1

ckχIk
(Ik disjoint intervals)

such that ‖f − h‖2 < ε
2
. Without loss of generality, we may assume that the

intervals Ik are half-open, i.e.

h =
N∑

k=1

ckχ[ak,bk) where Ik = [ak, bk).

We now modify the endpoints ak, bk to suitable dyadic endpoints. Set

M = max
k=1...N

|ck|, and pick n sufficiently large such that
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1.
M
√

2N

2n/2
<

ε

2

2. bk > ak +
2

2n
for all k = 1 . . . N .

Next pick ik, jk ∈ Z such that ik−1
2n ≤ ak < ik

2n , jk

2n ≤ bk < jk+1
2n . Note that by

2., ik < jk. Set g =
∑N

k=1 ckχ[ ik
2n ,

jk
2n ) ∈ Vn. Then g(x) and h(x) only differ on

the intervals
[
ak,

ik
2n

)
and

[
jk

2n , bk

)
of length less than 1

2n , and on these intervals,

h(x) = ck while g(x) = 0. Thus,

‖h− g‖2 =

[∫

R
|h(x)− g(x)|2 dx

] 1
2

=

[
N∑

k=1

(∫ ik
2n

ak

|h(x)− g(x)|2 dx +

∫ bk

jk
2n

|h(x)− g(x)|2 dx

)] 1
2

=

[
N∑

k=1

(∫ ik
2n

ak

|ck − 0|2 dx +

∫ bk

jk
2n

|ck − 0|2 dx

)] 1
2

≤
[

N∑

k=1

(∫ ik
2n

ak

M2 dx +

∫ bk

jk
2n

M2 dx

)] 1
2

≤
[

N∑

k=1

(
M2 1

2n
+ M2 1

2n

)] 1
2

=

[
M2N

2

2n

] 1
2

=
M
√

2N

2n/2
<

ε

2
.

By the triangle inequality,

‖f − g‖2 ≤ ‖f − h‖2 + ‖h− g‖2 <
ε

2
+

ε

2
= ε.

Thus, (M2) holds.

(M3). Suppose to the contrary that there exists f ∈
⋂

n∈Z
Vn, f 6= 0. Then in

particular f ∈ Vn for all n. Since f 6= 0, we can pick a measurable subset E of R,

such that λ(E) > 0 and f(x) 6= 0, ∀x ∈ E. For each i ∈ Z, set Ei = [i, i + 1)∩E.

Since
⋃

i∈Z
Ei = E, and the collection {Ei} is disjoint, then 0 < λ(E) =

∑

i∈Z
λ(Ei).

That is, there exists i0 ∈ Z such that λ(Ei0) > 0. Since f ∈ V0 then f(x) is
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constant a.e. on [i0, i0 + 1], say f(x) = a for almost all x ∈ [i0, i0 + 1]. Now

Ei0 is a subset of nonzero measure of [i0, i0 + 1], and f(x) 6= 0, ∀ x ∈ Ei0 , hence

a 6= 0. So we have shown that f(x) = a 6= 0 a.e. on [i0, i0 + 1]. In the following

we assume that i0 ≥ 0, if i0 < 0 we proceed similarly. Now as f ∈ Vn ∀n < 0, it

follows that f(x) is constant a.e. on each interval
[
0, 1

2n

)
= [0, 2−n) (n < 0). For

sufficiently large negative n, [i0, i0 + 1) ⊂ [0, 2−n). Since f ∈ Vn, f(x) is constant

a.e. on [0, 2−n). But f(x) = a a.e. on [i0, i0 + 1), hence f(x) = a a.e. on [0, 2−n).

Replacing n by −n, we have shown f(x) = a 6= 0 on [0, 2n) for sufficiently large

n > 0. Then

‖f‖2
2 =

∫

R
|f(x)|2 dx ≥

∫ 2n

0

|f(x)|2 dx =

∫ 2n

0

|a|2 dx

= |a|22n →∞ as n →∞ (a 6= 0),

contradicting the fact that f ∈ L2(R). Thus, (M3) holds.

(M4). Note that for each n

f(x) ∈ Vn ⇐⇒ f(x) = constant = aj for almost all x,
j

2n
≤ x ≤ j + 1

2n
∀ j,

⇐⇒ f(2x) = aj for almost all 2x,
j

2n
≤ 2x ≤ j + 1

2n
∀ j,

⇐⇒ f(2x) = aj for almost all x,
j

2n+1
≤ x ≤ j + 1

2n+1
∀ j,

⇐⇒ f(2x) ∈ Vn+1,

⇐⇒
√

2f(2x) = (D2f)(x) ∈ Vn+1.

This shows that D2Vn = Vn+1 ∀n, hence (M4) holds.

(M5). First we show that V0 = span{Tmϕ : m ∈ Z}. To see this, let f ∈ V0.

Obviously,

f(x) = lim
N→∞

χ[−N,N)(x)f(x) pointwise a.e.

By the corollary to the Lebesgue Dominated Convergence Theorem,

f = lim
N→∞

χ[−N,N)f in ‖ · ‖2. (3.4)
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Since f ∈ V0, χ[−N,N)f is constant a.e. on all intervals [m,m + 1), hence χ[−N,N)f

is a step function, χ[−N,N)(x)f(x) =
∑N−1

m=−N cmχ[m,m+1)(x) where cm is the value

a.e. of f on [m,m + 1). Thus, (3.4) becomes

f(x) = lim
N→∞

N−1∑
m=−N

cmχ[m,m+1)(x) =
∞∑

m=−∞
cmχ[m,m+1)(x) (3.5)

with convergence in L2(R). On the other hand,

Tmϕ(x) = χ[0,1)(x−m) = χ[m,m+1)(x). (3.6)

Thus (3.5) becomes.

f(x) =
∞∑

m=−∞
cmTmϕ(x).

This shows that f ∈ span{Tmϕ}m∈Z, that is, V0 ⊂ span{Tmϕ}m∈Z. To show the

reverse inclusion note that by (3.6), Tmϕ ∈ V0 ∀m. But V0 is a closed subspace of

L2(R), hence span{Tmϕ}m∈Z ⊂ V0.

It is left to show that {Tmϕ}m∈Z is an orthonormal set. By (3.6) we have

< Tmϕ, Tkϕ >=< χ[m,m+1)(x), χ[k,k+1)(x) >=

∫

R
χ[m,m+1)(x) ·χ[k,k+1)(x) dx = δm,k.

Thus (M5) holds.

This shows that the collection {Vn}∞n=−∞ with scaling function ϕ = χ[0,1) is

indeed a multiresolution analysis.

Next we need to compute the scaling filter. Since

ϕ(1,m)(x) = D2Tmϕ(x) =
√

2ϕ(2x−m)

then

hm =< ϕ, ϕ(1,m) >=

∫

R
χ[0,1)(x) ·

√
2χ[0,1)(2x−m) dx

=

∫ 1

0

√
2χ[0,1)(2x−m) dx

=

∫ 1

0

√
2χ[m

2
, m+1

2 )(x) dx =





1√
2

if m = 0, 1

0 else,
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so that the scaling filter {hm}m∈Z has exactly two nonzero terns. The wavelet filter

is then given by

gm = (−1)mh1−m =





1√
2

if m = 0,

− 1√
2

if m = 1,

0 else,

so that {gm}m∈Z also has only two nonzero terms. The Haar wavelet is thus defined

by

ψ =
∑

m∈Z
gmϕ(1,m) =

1√
2
ϕ(1,0) − 1√

2
ϕ(1,1) =

1√
2
(ϕ(1,0) − ϕ(1,1)).

That is,

ψ(x) =
1√
2

(√
2ϕ(2x)−

√
2ϕ(2x− 1)

)

= χ[0, 1
2)

(x)− χ[ 1
2
,1)(x) =





1 if 0 ≤ x < 1
2
,

−1 if 1
2
≤ x < 1,

0 else.

The Haar scaling functions and wavelet are shown in figure 3.1.
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Figure 3.1 The Haar scaling function and the Haar wavelet
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3.3 Wavelet Decomposition of L2(R)

We now show how to construct an orthonormal wavelet basis of L2(R) from

a multiresolution analysis.

First we show that any sequence {Vj}j∈Z of subspaces of L2(R) satisfying

(M1)-(M3) gives rise to a decomposition

L2(R) =
⊕

j∈Z
Wj

of L2(R) into orthogonal subspaces. Then we show that for each j, the family

{ψ(j,n) : j, n ∈ Z}

where ψ(j,n) = 2j/2ψ(2jx− n) forms an orthonormal basis of Wj.

While we are only interested in the space L2(R), we will separate out those

parts of the construction which apply to a general Hilbert space.

So let H be a Hilbert space, and {Vj}j∈Z be a collection of closed subspaces

satisfying (M1)-(M3). For each n, let Wn denote the orthogonal complement of

Vn in Vn+1, so that

Vn+1 = Vn ⊕Wn. (3.7)

Start with some space Vk. Then

L2(R) = Vk ⊕ V ⊥
k .

Applying (3.7) to n = k − 1, we obtain Vk = Vk−1 ⊕Wk−1, and hence

L2(R) = Vk−1 ⊕Wk−1 ⊕ V ⊥
k .

Applying (3.7) again to n = k − 2, we obtain

L2(R) = Vk−2 ⊕Wk−2 ⊕Wk−1 ⊕ V ⊥
k .



33

Continuing inductively, we obtain

L2(R) = Vk−i ⊕Wk−i ⊕Wk−i+1 ⊕ . . .⊕Wk−1 ⊕ V ⊥
k ,

for each i ≥ 1. Replace k − i by m and k − 1 by n,

L2(R) = Vm ⊕Wm ⊕Wm+1 ⊕ . . .⊕Wn−1 ⊕Wn ⊕ V ⊥
n+1,

for each m ≤ n, m, n ∈ Z. That is,

L2(R) = Vm ⊕
n⊕

j=m

Wj ⊕ V ⊥
n+1. (3.8)

As m → −∞ and n →∞, we expect that the spaces Vm and V ⊥
n+1 shrink to zero.

To prove this fact, we introduce the following operators. For each n ∈ Z, let Pn

denote the orthogonal projection of L2(R) onto Vn. That is,

Pnf = f ∀ f ∈ Vn,

Png = 0 ∀ g ∈ V ⊥
n .

The projections Pn are called approximation operators. Also, let Qn denote the

orthogonal projection of L2(R) onto Wn. That is,

Qnf = f ∀ f ∈ Wn,

Qng = 0 ∀ g ∈ W⊥
n .

The projections Qn are called the detail operators. Observe that by (3.7)

Pn+1 = Pn + Qn or Qn = Pn+1 − Pn. (3.9)

The following lemma says that every f ∈ H can be arbitrarily approximated

by an element of Vn, by choosing n sufficiently large. Also, when n is large negative,

then the part of f “living” in Vn is small.

Lemma 3.3. For all f ∈ H,
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1. lim
n→∞

Pnf = f ,

2. lim
n→−∞

Pnf = 0.

Proof. 1. Let ε > 0 be given. By (M2),
∞⋃

n=−∞
Vn is dense in H. So there exists

g ∈
∞⋃

n=−∞
Vn such that ‖f − g‖ < ε

2
. Pick N such that g ∈ VN . By (M1)

then g ∈ Vn ∀n ≥ N , so that Png = PNg = g.

‖f − Pnf‖2 ≤ ‖f − g‖2 + ‖g − Pnf‖2 = ‖f − g‖2 + ‖Png − Pnf‖2

= ‖f − g‖2 + ‖Pn(g − f)‖2 ≤ ‖f − g‖2 + ‖g − f‖2 (‖P‖ = 1)

<
ε

2
+

ε

2
= ε

for all n ≥ N . Since ε was arbitrary, it follows that

lim
n→∞

‖f − Pnf‖2 = 0.

2. We claim that {‖Pnf‖}−∞n=−1 is monotone decreasing. Recall that Pn+1 =

Pn + Qn, so that Pn+1f = Pnf︸︷︷︸
∈Vn

+ Qnf︸︷︷︸
∈Wn

. Since Vn ⊥ Wn, we have by the

Pythagorean equality,

‖Pn+1f‖2 = ‖Pnf‖2 + ‖Qnf‖2 ≥ ‖Pnf‖2

which proves the claim.

By the claim, and since ‖Pn(f)‖2 ≥ 0 ∀n, it follows that {‖Pnf‖}−∞n=−1

converges. That is, there exists L ≥ 0 such that

L = lim
n→−∞

‖Pnf‖.

Next we claim that {Pnf}−∞n=−1 is Cauchy. Let ε > 0 be given. Pick N < 0

such that

L2 ≤ ‖Pnf‖2
2 < L2 + ε2 (3.10)



35

for all n ≤ N . Now let m < n ≤ N . Since Vm ⊂ Vn, Pmf ∈ Vm, Pnf ∈ Vn,

there exists gnm ∈ Vn, gnm ⊥ Pmf such that

Pnf = Pmf + gnm.

By (3.10) L2 ≤ ‖Pmf + gnm‖2 < L2 + ε2, or by the Pythagorean identity,

L2 ≤ ‖Pmf‖2 + ‖gnm‖2 < L2 + ε2. Since ‖Pmf‖2 ≥ L2 then ‖gnm‖2 < ε2

That is, ‖Pnf−Pmf‖2 = ‖gnm‖2 < ε ∀m < n ≤ N . This proves the claim.

Thus f0 := lim
n→−∞

Pnf exists in H. It is left to show that f0 = 0.

Let m be arbitrary. If n < m, then Vn ⊂ Vm so that Pnf ∈ Vn ⊂ Vm, i.e.

Pnf ∈ Vm ∀n ≤ m. Since Vm is a closed subspace, then f0 = limn→−∞ Pnf ∈
Vm. As m was arbitrary, thus, f0 ∈

∞⋂
m=−∞

Vm = {0}. Hence, f0 = 0.

Theorem 3.4. Let {Vj}j∈Z be a family of closed subspaces of a Hilbert space H
satisfying (M1)− (M3). Then H =

∞⊕
j=−∞

Wj where Wj is defined by (3.7).

Proof. Let f ∈ H be given. Given ε > 0, by Lemma 3.3 we can pick N ∈ N such

that

1. ‖f − Pnf‖2 < ε
2
, ∀n ≥ N ,

2. ‖Pmf‖2 < ε
2
. ∀m ≤ −N .

Note that ∀m,n ∈ N, m < n, we have by (3.9),

n∑
j=m

Qjf =
n∑

j=m

[Pj+1f − Pjf ] = Pn+1f − Pmf

and hence ∀n ≥ N , and m ≤ −N ,

‖f −
n∑

j=m

Qjf‖2 = ‖f − [Pn+1f − Pmf ]‖2

≤ ‖f − Pn+1f‖2 + ‖Pmf‖2 <
ε

2
+

ε

2
= ε.
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As ε is arbitrary, it follows that

f =
∞∑

j=−∞
Qjf.

Since Qjf ∈ Wj and the spaces {Wj}j∈Z are mutually orthogonal, it follows that

f ∈
∞⊕

j=−∞
Wj. But f ∈ H was arbitrary, hence

H =
∞⊕

j=−∞
Wj.

Theorem 3.5. Let H be a Hilbert space, and {Vj}j∈Z be a sequence of closed

subspaces satisfying (M1)-(M3). Let Wj be defined as in (3.7). Suppose that

1. there exists a linear isometry D on H mapping Vj to Vj+1 for all j,

2. {ψm}∞m=1 is an orthonormal basis of W0.

Then

{Djψm : j ∈ Z, n ∈ N}

is an orthonormal basis of H.

Proof. By the previous theorem, H =
∞⊕

j=−∞
Wj. We thus must show that {Djψm :

m ∈ N} is an orthonormal basis of Wj, for all j. By induction, one easily verifies

that Dj maps V0 isometrically onto Vj, for all j ∈ Z. Then

Vj+1 = Dj+1(V0) = Dj(V1) = Dj(V0 ⊕W0) = Dj(V0)⊕Dj(W0)

= Vj ⊕Dj(W0) for all j,

which shows that Dj(W0) is the orthogonal complement of Vj in Vj+1, that is,

Dj(W0) = Wj.

Since {ψm}∞m=1 is an orthonormal basis of W0, it follows that {Djψm}∞m=1 is an

orthonormal basis of Wj. This proves the theorem.
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Let us return to the multiresolution analysis of L2(R), with scaling function

ϕ ∈ V0 and wavelet ψ ∈ W0. In order to show that the collection {ψ(j,n) : j, n ∈ Z}
is a basis of L2(R), by theorem 3.5, we only need to show that the collection

{ψn}n∈Z, where ψn(x) = Tnψ(x) = ψ(x− n) is an orthonormal basis of W0. This

follows from the particular interplay between dilation and translation. For the

proof, we need to work with Fourier transforms.

Let us first describe the Fourier transform of the functions ϕ and ψ. Sup-

pose, f ∈ V1. Since {D2Tmϕ}m∈Z is an orthonormal basis of V1, then by theorem

2.16,

f =
∑

m∈Z
cmD2Tmϕ

where

cm =< f,D2Tmϕ >,

and {cm}m∈Z is a square integrable sequence. Since the Fourier transform F is a

linear isometry on L2(R), and D̂ag = Da−1 ĝ, T̂mg = E−mĝ for all g ∈ L2(R), then

f̂ = F(
∑

m∈Z
cmD2Tmϕ) =

∑

m∈Z
cmF(D2Tmϕ) =

∑

m∈Z
cmD2−1E−mϕ̂.

That is,

f̂(ξ) =
∑

m∈Z
cm

1√
2
ϕ̂

(
ξ

2

)
e−iπξm

with convergence in L2(R). So if we set

mf (ξ) =
1√
2

∑

m∈Z
cme−2iπξm (3.11)

then

f̂(ξ) = mf

(
ξ

2

)
ϕ̂

(
ξ

2

)
. (3.12)

Note that since {e−2iπξm}m∈Z is an orthonormal basis of L2
1(R), the series (3.11)

defining mf (ξ) converges in L2
1(R). If f = ϕ, respectively f = ψ, then we denote
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mf by m0, repectively, m1. That is, by (3.1) and (3.3),

ϕ̂(ξ) = m0

(
ξ

2

)
ϕ̂

(
ξ

2

)
(3.13)

where

m0(ξ) =
1√
2

∑

m∈Z
hme−2iπξm,

and

ψ̂(ξ) = m1

(
ξ

2

)
ϕ̂

(
ξ

2

)
(3.14)

where

m1(ξ) =
1√
2

∑

m∈Z
gme−2iπξm.

There is a relation between m1 and m0 as follows. By definition of the

wavelet filter,

m1(ξ) =
1√
2

∑

m∈Z
(−1)mh1−me−2iπξm.

Replacing m by 1−m,

m1(ξ) =
1√
2

∑

m∈Z
(−1)1−mhme−2iπξ(1−m)

=
1√
2

∑

m∈Z
−(−1)mhme−2iπξme−2iπξ

= e−2iπ(ξ+ 1
2)

[
1√
2

∑

m∈Z
hme−2iπ(ξ+ 1

2)m

]

= e−2iπ(ξ+ 1
2
) m0

(
ξ +

1

2

)
. (3.15)

Theorem 3.6. Let {Vj}j∈Z be a multiresolution analysis with scaling function ϕ

and mother wavelet ψ defined by (3.3). Then {Tmψ}m∈Z is an orthonormal basis

W0.

Proof. We need to show that

1. {Tmψ}m∈Z is orthonormal,
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2. Tmψ ∈ W0 for all m ∈ Z,

3. W0 = span {Tmψ}m∈Z.

Since {Tmϕ}m∈Z is an orthonormal basis of V0, we have by theorem 3.1 that

∑

m∈Z
|ϕ̂(ξ + m)|2 = 1 a.e. (3.16)

Note that, by (3.13),

∑

m∈Z
|ϕ̂(ξ + m)|2 =

∑

m∈Z

∣∣∣∣m0

(
ξ + m

2

)
ϕ̂

(
ξ + m

2

) ∣∣∣∣
2

.

Now each m ∈ Z can be written uniquely as m = 2n + s (n ∈ Z, s ∈ {0, 1}). So

we have

∑

m∈Z
|ϕ̂(ξ + m)|2 =

1∑
s=0

∑

n∈Z

∣∣∣∣m0

(
ξ + 2n + s

2

)
ϕ̂

(
ξ + 2n + s

2

) ∣∣∣∣
2

=
1∑

s=0

∑

n∈Z

∣∣∣∣m0

(
ξ + s

2
+ n

)
ϕ̂

(
ξ + s

2
+ n

) ∣∣∣∣
2

.

Since m0 is 1-periodic, we have m0(ξ + n) = m0(ξ) for all n ∈ Z and almost all ξ,

and hence

∑

m∈Z
|ϕ̂(ξ + m)|2 =

1∑
s=0

∣∣∣∣m0

(
ξ + s

2

) ∣∣∣∣
2 ∑

n∈Z

∣∣∣∣ϕ̂
(

ξ + s

2
+ n

) ∣∣∣∣
2

︸ ︷︷ ︸
=1 a.e. by theorem 3.1

=
1∑

s=0

∣∣∣∣m0

(
ξ + s

2

) ∣∣∣∣
2

=

∣∣∣∣m0

(
ξ

2

) ∣∣∣∣
2

+

∣∣∣∣m0

(
ξ

2
+

1

2

) ∣∣∣∣
2

a.e. (3.17)

Using the same computations as above, but, with ψ̂ instead of ϕ̂, we obtain ap-
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plying (3.14) and (3.15)

∑

m∈Z
|ψ̂(ξ + m)|2 =

1∑
s=0

∣∣∣∣m1

(
ξ + s

2

) ∣∣∣∣
2

=
1∑

s=0

∣∣∣∣e−2iπ( ξ+s
2

+ 1
2)m0

(
ξ + s

2
+

1

2

) ∣∣∣∣
2

=
1∑

s=0

∣∣∣∣m0

(
ξ + s

2
+

1

2

) ∣∣∣∣
2

=
1∑

s=0

∣∣∣∣m0

(
(ξ + 1) + s

2

) ∣∣∣∣
2

. (3.18)

Combining (3.16) , (3.17) and (3.18), we have

∑

m∈Z
|ψ̂(ξ + m)|2 =

∑

m∈Z
|ϕ̂((ξ + 1) + m)|2 = 1 a.e. (3.19)

We remark that (3.18) and (3.19) imply that |m0(ξ)| ≤ 1 and |m1(ξ)| ≤ 1 a.e.,

and hence m0,m1 ∈ L∞(R) as well.

It follows from theorem 3.1 that the collection {Tmψ}m∈Z is an orthonormal

set. Next we need to show that Tmψ ∈ W0 for all m. Since V1 = V0 ⊕W0, and

{Tmϕ}m∈Z is an orthonormal basis of V0, it is enough to show that Tkϕ ⊥ Tmψ for

all m, k ∈ Z. Now observe that

< Tkϕ, Tmψ >=< ϕ, Tm−kψ > (3.20)

for all k, m ∈ Z. So it is enough to show that

< ϕ, Tkψ >= 0

for all k ∈ Z. Now by Plancherel’s Theorem and (3.15),

< ϕ, Tkψ > = < ϕ̂,E−kψ̂ >

=

∫

R
ϕ̂(ξ)ψ̂(ξ)e−2iπξk dξ

=

∫

R
m0

(
ξ

2

)
ϕ̂

(
ξ

2

)
m1

(
ξ

2

)
ϕ̂

(
ξ

2

)
e2iπξk dξ

=

∫

R
m0

(
ξ

2

)
e2iπ( ξ

2
+ 1

2)m0

(
ξ

2
+

1

2

) ∣∣∣∣ϕ̂
(

ξ

2

) ∣∣∣∣
2

e2iπξk dξ.
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Next replace ξ by 2ξ,

< ϕ, Tkψ > = 2

∫

R
e2iπ[2ξk+ξ+ 1

2 ]m0 (ξ) m0

(
ξ +

1

2

)
|ϕ̂ (ξ) |2 dξ

= 2
∑

l∈Z

∫ l+1

l

e2iπ[2ξk+ξ+ 1
2 ]m0 (ξ) m0

(
ξ +

1

2

)
|ϕ̂ (ξ) |2 dξ.

Replace ξ by ξ + l inside the integral, and obtain

< ϕ, Tkψ >= 2
∑

l∈Z

∫ 1

0

e2iπ[2ξk+2lk+ξ+l+ 1
2 ]m0 (ξ + l) m0

(
ξ + l +

1

2

)
|ϕ̂ (ξ + l) |2 dξ.

Now as m0 is 1-periodic, and since e2iπm = 1 for all m ∈ Z, then

< ϕ, Tkψ > = 2

∫ 1

0

e2iπ[2ξk+ξ+ 1
2 ]m0 (ξ) m0

(
ξ +

1

2

) ∑

l∈Z
|ϕ̂ (ξ + l) |2

︸ ︷︷ ︸
=1 a.e. by theorem 3.1

dξ

= 2

[∫ 1
2

0

e2iπ[2ξk+ξ+ 1
2 ]m0 (ξ) m0

(
ξ +

1

2

)
dξ

+

∫ 1

1
2

e2iπ[2ξk+ξ+ 1
2 ]m0 (ξ) m0

(
ξ +

1

2

)
dξ

]

Replace ξ by ξ + 1
2

in the 2nd integral, and obtain

< ϕ, Tkψ > = 2

[∫ 1
2

0

e2iπ[2ξk+ξ+ 1
2 ]m0 (ξ) m0

(
ξ +

1

2

)
dξ

+

∫ 1
2

0

e2iπ[2ξk+ξ+ 1
2 ](−1)m0 (ξ) m0

(
ξ +

1

2

)
dξ

]

= 0 (3.21)

This shows that Tkϕ ⊥ Tmψ for all m, k ∈ Z. That is, span{Tmψ}m∈Z ⊂ W0.

It is left to show that W0 ⊂ span{Tmψ}m∈Z. Since V1 = V0 ⊕ W0, and

{Tmϕ}m∈Z is an orthonormal basis of V0, it is enough to show that

V1 ⊂ span{Tmϕ, Tmψ}m∈Z.

For this, we will use theorem 3.2. Let f ∈ V1 be arbitrary. Recall from (3.12) that

f̂(ξ) = mf

(
ξ
2

)
ϕ̂

(
ξ
2

)
, where mf (ξ) = 1√

2

∑
m∈Z cme−2iπξm.
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We claim that there exist functions h0, h1 ∈ L2
1(R2) such that

mf

(
ξ

2

)
= h0(ξ)m0

(
ξ

2

)
+ h1(ξ)m1

(
ξ

2

)
(3.22)

with convergence in L2
1(R). If (3.22) holds, then

f̂(ξ) = mf

(
ξ

2

)
ϕ̂

(
ξ

2

)
= h0(ξ)m0

(
ξ

2

)
ϕ̂

(
ξ

2

)
+ h1(ξ)m1

(
ξ

2

)
ϕ̂

(
ξ

2

)

= h0(ξ)ϕ̂ (ξ) + h1(ξ)ψ̂ (ξ) a.e.

so that f = f0 + f1, with f̂0 = h0(ξ)ϕ̂(ξ) and f̂1 = h1(ξ)ψ̂(ξ). By theorem 3.2,

f0 ∈ span{Tmϕ} and f1 ∈ span{Tmψ}, so we will have shown that

V1 ⊂ span{Tmϕ, Tmψ}m∈Z,

and the proof will be complete. To prove the claim, change ξ to ξ + 1 in (3.22),

mf

(
ξ

2
+

1

2

)
= h0(ξ + 1) m0

(
ξ

2
+

1

2

)
+ h1(ξ + 1) m1

(
ξ

2
+

1

2

)

= h0(ξ) m0

(
ξ

2
+

1

2

)
+ h1(ξ) m1

(
ξ

2
+

1

2

)
a.e. (3.23)

by periodicity of the required h0 and h1. Equations (3.22) and (3.25) can be

written as a matrix equation,




mf

(
ξ
2

)

mf

(
ξ
2

+ 1
2

)


 =




m0

(
ξ
2

)
m1

(
ξ
2

)

m0

(
ξ
2

+ 1
2

)
m1

(
ξ
2

+ 1
2

)




︸ ︷︷ ︸
T




h0(ξ)

h1(ξ)


 (3.24)

We now show that T is unitary. Note that,

TT ∗ =




m0

(
ξ
2

)
m1

(
ξ
2

)

m0

(
ξ
2

+ 1
2

)
m1

(
ξ
2

+ 1
2

)







m0

(
ξ
2

)
m0

(
ξ
2

+ 1
2

)

m1

(
ξ
2

)
m1

(
ξ
2

+ 1
2

)


 =




α1 α2

α3 α4




By (3.15) and (3.17),

α1 =

∣∣∣∣m0

(
ξ

2

) ∣∣∣∣
2

+

∣∣∣∣m1

(
ξ

2

) ∣∣∣∣
2

=

∣∣∣∣m0

(
ξ

2

) ∣∣∣∣
2

+

∣∣∣∣m0

(
ξ

2
+

1

2

) ∣∣∣∣
2

= 1 a.e.
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and similarly,

α4 =

∣∣∣∣m0

(
ξ

2
+

1

2

) ∣∣∣∣
2

+

∣∣∣∣m1

(
ξ

2
+

1

2

) ∣∣∣∣
2

=

∣∣∣∣m0

(
ξ

2
+

1

2

) ∣∣∣∣
2

+

∣∣∣∣m0

(
ξ

2

) ∣∣∣∣
2

= 1 a.e.

Again, by (3.15), and periodicity of m0,

α2 = m0

(
ξ

2

)
m0

(
ξ

2
+

1

2

)
+ m1

(
ξ

2

)
m1

(
ξ

2
+

1

2

)

= m0

(
ξ

2

)
m0

(
ξ

2
+

1

2

)
+ e−2iπ( ξ

2
+ 1

2)m0

(
ξ

2
+

1

2

)
e−2iπ( ξ

2
+1)m0

(
ξ

2
+ 1

)

= m0

(
ξ

2

)
m0

(
ξ

2
+

1

2

)
+ eiπm0

(
ξ

2

)
m0

(
ξ

2
+

1

2

)
= 0 a.e.

Finally, α3 = α2 = 0 as well. This shows that TT ∗ = I a.e., that is, T is unitary

a.e., so that T is invertible and T−1(ξ) = T ∗(ξ) a.e.. Hence, system (3.24) has a

solution, namely



h0(ξ)

h1(ξ)


 = T ∗




mf

(
ξ
2

)

mf

(
ξ
2

+ 1
2

)


 a.e. ξ.

To see that h0, h1 ∈ L2
1(R), note that

h0(ξ) = mf

(
ξ

2

)
m0

(
ξ

2

)
+ mf

(
ξ

2
+

1

2

)
m0

(
ξ

2
+

1

2

)

h1(ξ) = mf

(
ξ

2

)
m1

(
ξ

2

)
+ mf

(
ξ

2
+

1

2

)
m1

(
ξ

2
+

1

2

)
(3.25)

Now be periodicity of mf and m1,

h1(ξ + 1) = mf

(
ξ + 1

2

)
m1

(
ξ + 1

2

)
+ mf

(
ξ + 1

2
+

1

2

)
m1

(
ξ + 1

2
+

1

2

)

= mf

(
ξ

2

)
m1

(
ξ

2

)
+ mf

(
ξ

2
+

1

2

)
m1

(
ξ

2
+

1

2

)
= h1(ξ)

and similarly,

h0(ξ + 1) = h0(ξ).

As remarked earlier, |m1(ξ)| ≤ 1 a.e. Since mf ∈ L2
1(R), it follows from (3.25)

that h1(ξ) ∈ L2
1(R). By a similar argument, h0(ξ) ∈ L2

1(R). This proves the claim

and the theorem.
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Combining theorems 3.3, 3.4 and 3.5 we have shown:

Corollorary 3.7. Let {Vj}j∈Z be a multiresolution analysis with scaling function

ϕ, and let ψ be the mother wavelet defined by (3.3). Then {ψ(j,m)}j,m∈Z, where

ψ(j,m) = D2jTmψ, is an orthonormal basis of L2(R).

Example 3.2 (The Haar Wavelet, Continued). Let us compute the wavelet

basis in case of the Haar wavelet

ψ(x) = χ[0, 1
2)

(x)− χ[ 1
2
,1)(x)

of example 3.1. By theorem 3.6, the functions {ψn}n∈Z, with

ψn(x) = (Tnψ)(x) = ψ(x− n) = χ[0, 1
2)

(x− n)− χ[ 1
2
,1)(x− n)

= χ[n,n+ 1
2)

(x)− χ[n+ 1
2
,n+1)(x)

form an orthonormal basis of W0. Applying the map (D2)
j = D2j , we see that the

functions {ψ(j,n)}n∈Z given by

ψ(j,n) = (D2jψn)(x) = 2j/2ψn(2jx) = 2j/2ψ(2jx− n)

form an orthonormal basis of Wj, and in fact

ψ(j,n)(x) = 2j/2χ[n,n+ 1
2)

(2jx)− 2j/2χ[n+ 1
2
,n+1)(2

jx)

= 2j/2χ[ 2n

2j+1 , 2n+1

2j+1 )(x)− 2j/2χ[ 2n+1

2j+1 , 2n+2

2j+1 )(x). (3.26)

Thus, the collection {ψ(j,n) : j, n ∈ Z} with ψj,n given as in (3.26) is an orthonormal

basis of L2(R), called the Haar basis or the Haar system.

Let us study the spaces Wj in detail. Since {ψ(0,k)}k∈Z is an orthonormal

basis of W0, every f ∈ W0 is the limit in the norm of L2(R) of a sequence fn of

finite linear combinations of the form

l∑

k=m

ck

(
χ[k,k+ 1

2)
− χ[k+ 1

2
,k+1)

)
(3.27)
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and arguing as example 3.1, a pointwise limit as well. Now by (3.27), each fn

is constant on intervals
[
k, k + 1

2

)
and

[
k + 1

2
, k + 1

)
and on the second interval,

takes on the negative of its value on the first interval. This property carries over

to the pointwise limit. Hence

W0 = {f : R→ C | f is constant on all intervals

[
i

2
,
i + 1

2

)
(i ∈ Z),

and the values of f on

[
2k

2
,
2k + 1

2

)
and

[
2k + 1

2
,
2k + 2

2

)

have same absolute values, but opposite signs}

Applying the map D2j as in (3.26), then

Wj = {f : R→ C | f is constant on all intervals

[
i

2j+1
,
i + 1

2j+1

)
(i ∈ Z)

and the values of f on

[
2k

2j+1
,
2k + 1

2j+1

)
and

[
2k + 1

2j+1
,
2k + 2

2j+1

)

have equal absolute values, but opposite signs}.



CHAPTER IV

MULTIRESOLUTION ANALYSIS IN L2(R2)

In this chapter, we extend the definition of multiresolution analysis to

L2(R2). From such a multiresolution analysis, a wavelet decomposition of L2(R2)

can be constructed as outlined in the previous chapter. We then give an example

which extends the Haar wavelets of example 3.1 to L2(R2).

4.1 Definition of Multiresolution Analysis in L2(R2)

The dilation, translation and modulation operators on L2(R) introduced in

section 3.2 can be generalized to Lp(Rn) in a natural way. In fact, let A be an

n× n invertible matrix. We define operators on Lp(Rn) by

(DAf)(x) = | det A|1/pf(Ax), (dilation)

(Tyf)(x) = f(x− y), (translation)

(Eγf)(x) = e2iπγ·xf(x), (modulation)

where x, y, γ ∈ Rn, f ∈ Lp(Rn). One easily checks that these operators are all

isometries on Lp(Rn). For example, for all f, g ∈ Lp(Rn), scalars α, β, and x ∈ Rn,

we have

DA(αf + βg)(x) = | det A|1/p(αf + βg)(Ax) = | det A|1/p(αf(Ax) + βg(Ax))

= α| det A|1/pf(Ax) + β| det A|1/pg(Ax)

= αDAf(x) + βDAg(x).



47

That is, DA(αf + βg) = αDAf + βDAg, so that DA is linear. Next notice that

‖DAf‖p
p =

∫

Rn

[
| det A|1/p|f(Ax)|

]p

dx = | det A|
∫

Rn

|f(Ax)|p dx.

Next replace x by A−1x,

‖DAf‖p
p =

∫

Rn

|f(x)|p dx = ‖f‖p
p,

which shows that DA is an isometry. Observe that

(DADBf)(x) = | det A|1/p(DBf)(Ax) = | det B|1/p| det A|1/pf(ABx)

= | det BA|1/pf(BAx) = (DBAf)(x)

that is, DADB = DBA. In particular, for each f ∈ Lp(Rn),

DA(DA−1f) = DA−1Af = DIf = f,

which shows that DA is surjective.

It is easy to see that TxTy = Tx+y and EγEξ = Eγ+ξ for all x, y, γ, ξ ∈ Rn.

Furthermore,

< Txf, g > =< f, T−xg >

< Eγf, g > =< f,E−γg >

for all f, g ∈ L2(Rn).

Observe that D̂Af = DA−1 f̂ , T̂xf = E−xf̂ and Êγf = Tγ f̂ , for all f ∈
L2(Rn). For example, consider the dilation DA. If f ∈ L1(Rn) ∩ L2(Rn), then

D̂Af(ξ) =

∫

R
(DAf)(x)e−2iπξx dx

=

∫

R
| det A|1/2f(Ax)e−2iπξx dx,
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since the scalar product ξ · x is multiplication of the row vector ξ by the column

vector x. Next replace x by A−1x,

D̂Af(ξ) =

∫

Rn

| det A|1/2| det A|−1f(x)e−2iπξA−1x dx

= | det A|−1/2f̂(ξA−1) = DA−1 f̂(ξ),

where dilation is now defined by (DAf̂)(ξ) = | det A|1/2f̂(ξA). Since the Fourier

transform is continuous, and L1(Rn) ∩ L2(Rn) is dense in L2(Rn), it follows that

D̂Af = DA−1 f̂ for all f ∈ L2(Rn).

In order to clearly distinguish between vectors and scalars, in the following

we will denote elements of R2 written as column vectors by x or y. Elements of

R2 written as row vectors will be denoted by ξ. Similarly, elements of Z2 written

as column vectors will be denoted by a, k,m or n, while elements of Z2 written

as row vectors will be denoted by i, j, r or s. For example, x = (x1, x2)
T , ξ =

(ξ1, ξ2), m = (m1,m2)
T , r = (r1, r2). Furthermore, 0 will denote the zero vector,

and 1 the vector (1, 1).

Definition 4.1. Fix a matrix

A =




a1 0

0 a2




where a1, a2 ∈ {2, 3, 4, . . .}. A multiresolution analysis on L2(R2) is a sequence of

subspaces {Vj}j∈Z of L2(R2) satisfying the following properties:

(M1) : Vj ⊆ Vj+1 for all j ∈ Z,

(M2) :
⋃

j∈Z
Vj is dense in L2(R2),

(M3) :
⋂

j∈Z
Vj = {0},

(M4) : DA is an isometry of Vj onto Vj+1, for all j,

(M5) : There exists ϕ ∈ V0 such that the family of translates of ϕ, {Tmϕ}m∈Z2 , is

an orthonormal basis of V0. Such a ϕ is called a scaling function.
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Note that by (M4) and (M5), the collection {DATmϕ}m∈Z2 is an orthonor-

mal basis of V1. By (M1), ϕ ∈ V1 as well. Let hm denote the coefficients of ϕ in

this basis of V1, that is,

hm =< ϕ, DATmϕ > .

Then {hm}m∈Z2 ∈ l2(Z2), and in fact by Parseval’s identity,

∑

m∈Z2

|hm|2 = ‖ϕ‖2
2 = 1. (4.1)

This sequence is called the scaling filter.

In case of higher dimensional wavelets, we need to impose an additional

condition on the scaling function.

(M6) :
∑

m∈Z2 hmhm+Ake
2iπrA−1·m = 0

for all k, r unless k = r = 0, and

hm = ha−m

for all m, where k,m ∈ Z2, r = (r1, r2), r1 ∈ {0, . . . , a1 − 1}, r2 ∈ {0, . . . , a2 − 1}.

4.2 Wavelets from a Multiresolution Analysis

Given a multiresolution analysis, we now construct a family of wavelet

functions as follows. Set R = {r = (r1, r2) ∈ Z2 : 0 ≤ r1 < a1, 0 ≤ r2 <

a2, r 6= 0}. Then R has cardinality a1a2− 1. Furthermore, set R0 = R∪{0} and

a = (a1 − 1, a2 − 1). For each r ∈ R, set

gr
m = e2iπrA−1·mha−m (m ∈ Z2)

and

ψr =
∑

m∈Z2

gr
mDATmϕ. (4.2)
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For each r ∈ R, the sequence {gr
m}m∈Z2 is called the wavelet filter corresponding to

ψr. Observe that since {hm}m∈Z2 is square integrable, the sequences {gr
m}m∈Z2 are

square integrable as well. It follows that the sequence (4.2) defining ψr converges in

L2(R2), and in fact, that ψr ∈ V1, ∀ r ∈ R. For ease of notation, set {g0
m} = {hm}

and ψ0 = ϕ.

Let us find the Fourier transform of the function ψr. Suppose, f ∈ V1.

Since {DATmϕ}m∈Z2 is an orthonormal basis of V1, then by Parseval’s theorem,

f =
∑

m∈Z2

cmDATmϕ

where

cm =< f, DATmϕ >,

and {cm}m∈Z2 is a square integrable sequence. Since the Fourier transform F is a

linear isometry on L2(R2), then

f̂ = F(
∑

m∈Z2

cmDATmϕ) =
∑

m∈Z2

cmF(DATmϕ) =
∑

m∈Z2

cmDA−1E−mϕ̂.

That is,

f̂(ξ) =
∑

m∈Z2

cm
1√

| det A| ϕ̂(ξA−1)e−2iπξA−1·m

with convergence in L2(R2). So if we set

mf (ξ) =
1√

| det A|
∑

m∈Z2

cme−2iπξ·m (4.3)

then

f̂(ξ) = mf (ξA
−1)ϕ̂(ξA−1). (4.4)

Note that since {e−2iπξ·m}m∈Z2 is an orthonormal basis of L2
1(R2), the series (4.3)

defining mf (ξ) converges in L2
1(R2). If f = ψr, we denote mψr simply by mr, that

is,

ψ̂r(ξ) = mr(ξA
−1)ϕ̂(ξA−1)
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where

mr(ξ) =
1√
a1a2

∑

m∈Z2

gr
me−2iπξ·m. (r ∈ R)

In case r = 0 we have ψ0 = ϕ, so

ϕ̂(ξ) = m0(ξA
−1)ϕ̂(ξA−1) (4.5)

where

m0(ξ) =
1√
a1a2

∑

m∈Z2

hme−2iπξ·m.

There is a relation between mr and m0 as follows. By definition of the wavelet

filter,

mr(ξ) =
1√
a1a2

∑

m∈Z2

e2iπrA−1·mha−me−2iπξ·m.

Replacing m by a−m

mr(ξ) =
1√
a1a2

∑

m∈Z2

e2iπrA−1·(a−m)hme−2iπξ·(a−m)

=
1√
a1a2

∑

m∈Z2

e2iπrA−1·ae−2iπξ·ahme−2iπrA−1·me2iπξ·m

= e−2iπ(ξ−rA−1)·a


 1√

a1a2

∑

m∈Z2

hme−2iπ(ξ−rA−1)·m




= e−2iπ(ξ−rA−1)·a m0(ξ − rA−1). (r ∈ R) (4.6)

Similarly, by (M6),

m0(ξ) =
1√
a1a2

∑

m∈Z2

hme−2iπξ·m

=
1√
a1a2

∑

m∈Z2

ha−me−2iπξ·m.

Replacing m by a−m

m0(ξ) =
1√
a1a2

∑

m∈Z2

hme−2iπξ·(a−m)

= e−2iπξ·a


 1√

a1a2

∑

m∈Z2

hme−2iπξ·m




= e−2iπξ·am0(ξ).
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Next let Wn denote the orthogonal complement of Vn in Vn+1, that is,

Vn+1 = Vn ⊕Wn (n ∈ Z). (4.7)

If n = 0, this becomes V1 = V0 ⊕W0. Recall that {Tmϕ}m∈Z2 is an orthonormal

basis of V0 by (M5). To generalize the usual wavelet construction, we need to

show that {Tmψr}m∈Z2,r∈R is an orthonormal basis of W0.

For this, we will need the following two theorems, generalizing theorems 3.1

and 3.2. In the following, given N ∈ N we set IN = {m = (m1,m2) ∈ Z2 : −N ≤
m1,m2 ≤ N}.

Theorem 4.1. Let g ∈ L2(R2). Then the system of translates {Tmg}m∈Z2 is an

orthonormal set if and only if
∑

m∈Z2

|ĝ(ξ + m)|2 = 1 for almost all ξ ∈ R2.

Proof. Set h(ξ) :=
∑

m∈Z2 |ĝ(ξ + m)|2. We claim that g(ξ) ∈ L1[0, 1]2. In fact, for

all ξ ∈ R2,

h(ξ) = lim
N→∞

∑
m∈IN

|ĝ(ξ + m)|2.

By the Monotone Convergence Theorem,

∫

[0,1]2
h(ξ) dξ =

∫

[0,1]2
lim

N→∞

∑
m∈IN

|ĝ(ξ + m)|2 dξ

= lim
N→∞

∑
m∈IN

∫

[0,1]2
|ĝ(ξ + m)|2 dξ.

Replace ξ by ξ −m inside the integral, and obtain

∫

[0,1]2
h(ξ) dξ = lim

N→∞

∑
m∈IN

∫

m+[0,1]2
|ĝ(ξ)|2 dξ

=
∑

m∈Z2

∫

m+[0,1]2
|ĝ(ξ)|2 dξ

=

∫

R2

|ĝ(ξ)|2 dξ < ∞ as g ∈ L2(R2).
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This proves the claim. Observe that if f1, f2 ∈ L2(R2), then

< Tkf1, Tlf2 >=< f1, T−kTlf2 >=< f1, Tl−kf2 > . (4.8)

Hence {Tkg}k∈Z2 is orthonormal, if and only if < g, Tkg >= δk,0. Now

< g, Tkg > =< ĝ, T̂kg >=< ĝ,E−kĝ >

=

∫

R2

ĝ(ξ)e2iπξ·kĝ(ξ) dξ =

∫

R2

|ĝ(ξ)|2e2iπξ·k dξ

=
∑

m∈Z2

∫

m+[0,1]2
|ĝ(ξ)|2e−2iπξ·k dξ

= lim
N→∞

∑
m∈IN

∫

m+[0,1]2
|ĝ(ξ)|2e−2iπξ·k dξ.

Replace ξ by ξ + m inside the integral, and obtain

< g, Tkg > = lim
N→∞

∑
m∈IN

∫

[0,1]2
|ĝ(ξ + m)|2e−2iπξ·k dξ

= lim
N→∞

∫

[0,1]2

∑
m∈IN

|ĝ(ξ + m)|2e−2iπξ·k dξ

By the Lebesgue Dominated Convergence Theorem,

< g, Tkg > =

∫

[0,1]2
lim

N→∞

∑
m∈IN

|ĝ(ξ + m)|2e−2iπξ·k dξ

=

∫

[0,1]2

∑

m∈Z2

|ĝ(ξ + m)|2e−2iπξ·k dξ

=

∫

[0,1]2
h(ξ)e−2iπξ·k dξ = ĥ(k).

Recall that the Fourier transform is 1-1, and it is easy to check that if f = 1, then

f̂(k) = δk,0. Hence {Tkg}k∈Z2 is orthonormal if and only if ĥ(k) = δk,0 if and only

if h(ξ) = 1 a.e. We thus have shown that {Tkg}k∈Z2 is an orthonormal system if

and only if
∑

m∈Z2

|ĝ(ξ + m)|2 = 1 a.e.

Theorem 4.2. Let g ∈ L2(R2) be such that the system of translates {Tmg}m∈Z2

is an orthonormal set, and let V = span{Tmg}m∈Z2. Let f ∈ L2(R2) be arbitrary.

Then f ∈ V if and only if there exists h ∈ L2
1(R2) such that f̂(ξ) = ĝ(ξ)h(ξ) a.e.
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Proof. (=⇒) Suppose, f ∈ V . Since {Tmg}m∈Z2 is an orthonormal basis of V ,

f =
∑

m∈Z2

cmTmg,

where cm =< f, Tmg > and by theorem 2.16
∑

m∈Z2 |cm|2 = ‖f‖2
2 < ∞. In

particular, {cm}m∈Z2 ∈ l2(Z2). Apply the Fourier transform,

f̂ = F

 ∑

m∈Z2

cmTmg


 = F


 lim

N→∞

∑
m∈IN

cmTmg




= lim
N→∞

F

 ∑

m∈IN

cmTmg


 = lim

N→∞

∑
m∈IN

cmT̂mg

=
∑

m∈Z2

cmE−mĝ.

Thus,

f̂(ξ) =
∑

m∈Z2

cm (E−mĝ) (ξ) =
∑

m∈Z2

cme−2iπξ·mĝ(ξ). (4.9)

Let h(ξ) =
∑

m∈Z2

cme−2iπξ·m ∈ L2
1(R2). Then

hN(ξ) :=
∑

m∈IN

cme−2iπξ·m → h(ξ) in ‖ · ‖L2[0,1]2 as N →∞.

By theorem 2.7, there exists a subsequence {hNk
}k∈N such that

hNk
(ξ) → h(ξ) a.e. on R2.

Then

ĝ(ξ)hNk
(ξ) → ĝ(ξ)h(ξ) a.e. on R2

while by (4.9)

ĝ(ξ)hNk
(ξ) = ĝ(ξ)

∑
m∈INk

cme−2iπξ·m

=
∑

m∈INk

cme−2iπξ·mĝ(ξ) → f̂(ξ) in ‖ · ‖2 as k →∞.
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By uniqueness of limits,

f̂(ξ) = ĝ(ξ)h(ξ) a.e.

(⇐=) Suppose, there exists h ∈ L2
1(R2) such that f̂(ξ) = ĝ(ξ)h(ξ) a.e. Since

h ∈ L2[0, 1]2, and {e−2iπξ·m}m∈Z2 is a basis for L2[0, 1]2, there exists a unique

sequence {cm}m∈Z2 ∈ l2(Z2) such that

h(ξ) =
∑

m∈Z2

cme−2iπξ·m

where cm =< h, e−2iπξ·m >L2[0,1]2 . Set

fN =
∑

m∈IN

cmTmg ∈ V

and

f0 =
∑

m∈Z2

cmTmg ∈ V. (4.10)

Claim f = f0.

In fact, f̂N(ξ) =
∑

m∈IN

cm (E−mĝ) (ξ) =
∑

m∈IN

cme−2iπξ·mĝ(ξ). Note that by theorem

4.1, |ĝ(ξ)| ≤ 1 a.e. Let hN , h be as in the first part of the proof. Then

‖f − fN‖2
2 = ‖f̂ − f̂N‖2

2 =

∫

R2

|f̂(ξ)− f̂N(ξ)|2 d ξ

=

∫

R2

|ĝ(ξ)h(ξ)−
∑

m∈IN

cme−2iπξ·mĝ(ξ)|2 d ξ

=

∫

R2

|ĝ(ξ)|2|h(ξ)− hN(ξ)|2d ξ

≤
∫

R2

|h(ξ)− hN(ξ)|2d ξ

= ‖h− hN‖2
2 → 0 as N →∞.

This proves the claim. and that by (4.10), f =
∑

m∈Z2 cmTmg ∈ V.

Theorem 4.3. Let {ψr}r∈R be defined as in (4.2), and W0 as in (4.7). Then

{Tmψr}m∈Z2,r∈R is an orthonormal basis of W0.
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Proof. We need to show that

1. {Tmψr}m∈Z2,r∈R is an orthonormal collection,

2. Tmψr ∈ W0 for all m ∈ Z2, r ∈ R,

3. W0 = span{Tmψr}m∈Z2,r∈R.

For 1. and 2., we will in fact show that {Tmψr}m∈Z2,r∈R0
is orthonormal by using

theorem 4.1. Since {Tmϕ}m∈Z2 is an orthonormal basis of V0, we have, by theorem

4.1, that

∑

m∈Z2

|ϕ̂(ξ + m)|2 = 1 a.e. (4.11)

However note that by (4.5),

∑

m∈Z2

|ϕ̂(ξ + m)|2 =
∑

m∈Z2

|m0

(
(ξ + m)A−1

)
ϕ̂

(
(ξ + m)A−1

) |2.

Now each m ∈ Z2 can be written uniquely as m = nA + s (n ∈ Z2, s ∈ R0). So

we have

∑

m∈Z2

|ϕ̂(ξ + m)|2 =
∑
s∈R0

∑

n∈Z2

|m0((ξ + nA + s)A−1)ϕ̂((ξ + nA + s)A−1)|2

=
∑
s∈R0

∑

n∈Z2

|m0((ξ + s)A−1 + n)ϕ̂((ξ + s)A−1 + n)|2.

Since m0 is 1-periodic, we have m0(ξ + n) = m0(ξ) for all n ∈ Z2, and hence

∑

m∈Z2

|ϕ̂(ξ + m)|2 =
∑
s∈R0

|m0((ξ + s)A−1)|2
∑

n∈Z2

|ϕ̂((ξ + s)A−1 + n)|2

︸ ︷︷ ︸
=1 a.e. by theorem 4.1

=
∑
s∈R0

|m0((ξ + s)A−1)|2 a.e. (4.12)

Using the same computations as above, but with ψ̂r instead of ϕ̂ we obtain applying
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(4.6),

∑

m∈Z2

|ψ̂r(ξ + m)|2 =
∑
s∈R0

|mr((ξ + s)A−1)|2

=
∑
s∈R0

|e−2iπ((ξ+s)A−1−rA−1) ·m0((ξ + s)A−1 − rA−1)|2

=
∑
s∈R0

|m0((ξ − r + s)A−1)|2. (4.13)

Hence by (4.11) and (4.12), we have

∑

m∈Z2

|ψ̂r(ξ + m)|2 =
∑

m∈Z2

|ϕ̂(ξ − r + m)|2 = 1 a.e. (4.14)

We remark that (4.13) and (4.14) imply that |mr(ξ)| ≤ 1 a.e. for all r ∈ R0, and

hence mr ∈ L∞(R2) as well. Now observe that

< Tkψ
r, Tlψ

s >=< ψr, Tl−kψ
s > (4.15)

for all k, l ∈ Z2, r, s ∈ R0. So in order to show that {Tkψ
r}k∈Z2,r∈R0

is orthonor-

mal, it is enough to show that

< ψr, Tkψ
s >= δk,0δr,s.

Now by (4.6),

< ψr, Tkψ
s >=< ψ̂r, E−kψ̂s >

=

∫

R2

ψ̂r(ξ)ψ̂s(ξ)e−2iπξ·k dξ

=

∫

R2

mr

(
ξA−1

)
ϕ̂

(
ξA−1

)
ms

(
ξA−1

)
ϕ̂

(
ξA−1

)
e2iπξ·k dξ

=

∫

R2

e−2iπ(ξA−1−rA−1)·ae2iπ(ξA−1−sA−1)·ae2iπξ·km0

(
ξA−1 − rA−1

)

m0

(
ξA−1 − sA−1

) |ϕ̂ (
ξA−1

) |2 dξ

= e2iπ(r−s)A−1·a
∫

R2

e2iπξ·k m0

(
ξA−1 − rA−1

)
m0

(
ξA−1 − sA−1

) |ϕ̂ (
ξA−1

) |2 dξ.

Next replace ξ by ξA,
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< ψr, Tkψ
s >

= e2iπ(r−s)A−1·a| det A|
∫

R2

e2iπξA·km0

(
ξ − rA−1

)
m0

(
ξ − sA−1

) |ϕ̂ (
ξ
) |2 dξ

= e2iπ(r−s)A−1·aa1a2

∑

l∈Z2

∫

l+[0,1]2
e2iπξA·km0

(
ξ − rA−1

)
m0

(
ξ − sA−1

) |ϕ̂ (
ξ
) |2 dξ.

Replace ξ by ξ + l inside the integral, and obtain

< ψr, Tkψ
s > = e2iπ(r−s)A−1·aa1a2

∑

l∈Z2

∫

[0,1]2
e2iπ(ξ+l)A·km0

(
(ξ + l)− rA−1

)

m0

(
(ξ + l)− sA−1

) |ϕ̂ (
ξ + l

) |2 dξ.

Now as m0 is 1-periodic, since e2iπlA·k = 1 for all k, l ∈ Z2, and since A has integer

entries, then

< ψr, Tkψ
s >

= e2iπ(r−s)A−1·aa1a2

∫

[0,1]2
e2iπξA·km0

(
ξ − rA−1

)
m0

(
ξ − sA−1

)

∑

l∈Z2

|ϕ̂ (
ξ + l

) |2

︸ ︷︷ ︸
=1 a.e. by theorem 4.1

dξ

= e2iπ(r−s)A−1·aa1a2

∫

[0,1]2
e2iπξA·km0

(
ξ − rA−1

)
m0

(
ξ − sA−1

)
dξ

= e2iπ(r−s)A−1·aa1a2

∫

[0,1]2
e2iπξA·k 1√

a1a2


 ∑

m∈Z2

hme2iπ(ξ−rA−1)·m




1√
a1a2


∑

n∈Z2

hne−2iπ(ξ−sA−1)·n


 dξ

= e2iπ(r−s)A−1·a
∫

[0,1]2
e2iπξA·k ∑

m∈Z2

∑

n∈Z2

hmhne2iπξ·(m−n)e2iπ(sA−1·n−rA−1·m) dξ

= e2iπ(r−s)A−1·a ∑

m∈Z2

∑

n∈Z2

hmhn

∫

[0,1]2
e2iπξ·(m−n+Ak) dξ

︸ ︷︷ ︸
δn,m+Ak

e2iπ(sA−1·n−rA−1·m)

= e2iπ(r−s)A−1·a ∑

m∈Z2

hmhm+Ake
2iπ[sA−1·(m+Ak)−rA−1·m]
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= e2iπ(r−s)A−1·a ∑

m∈Z2

hmhm+Ake
2iπ[(s−r)A−1·m+s·k] (e2iπs·k = 1)

= e2iπ(r−s)A−1·a ∑

m∈Z2

hmhm+Ake
2iπ(s−r)A−1·m

︸ ︷︷ ︸
=0 unless k=0, s=r by (M6)

= δk,0 · δr,s

∑

m∈Z2

|hm|2

︸ ︷︷ ︸
=‖ϕ‖2=1

= δk,0 · δr,s,

where we have used (M6) and (4.1).

This shows that {Tmψr}m∈Z2,r∈R0
is an orthogonal family. In particular,

Tmψr ⊥ Tkψ
0 = Tkϕ for all m, k ∈ Z2, r ∈ R. Since V1 = V0 ⊕ W0 and {Tkϕ}

is an orthonormal basis of V0, it follows that Tmψr ∈ W0 for all r ∈ R. That is,

span{Tmψr}m∈Z2,r∈R ⊂ W0.

If is left to show that W0 ⊂ span{Tmψr}m∈Z2,r∈R. Since V1 = V0⊕W0, and

{Tmψ0}m∈Z2 is an orthonormal basis of V0, it is enough to show that

V1 ⊂ span{Tmψr}m∈Z2,r∈R0
.

Let f ∈ V1 be arbitrary. Recall from (4.4) that f̂(ξ) = mf

(
ξA−1

)
ϕ̂

(
ξA−1

)
, where

mf

(
ξ
)

= 1√
a1a2

∑
m∈Z2 cme−2iπξ·m.

We claim that there exist functions hr ∈ L2
1(R2) such that

mf

(
ξA−1

)
=

∑
r∈R0

hr(ξ)mr

(
ξA−1

)
, (4.16)

with convergence in L2
1(R2). If (4.16) holds, then

f̂(ξ) = mf

(
ξA−1

)
ϕ̂

(
ξA−1

)
=

∑
r∈R0

hr(ξ)mr

(
ξA−1

)
ϕ̂

(
ξA−1

)
=

∑
r∈R0

hr(ξ)ψ̂r(ξ),

so that by theorem 4.2, f =
∑

r∈R0
f r, with f r ∈ span{Tmψr}m∈Z2 for each r, that

is, f ∈ span{Tmψr}m∈Z2,r∈R0
. We thus will have shown that

V1 ⊂ span{Tmψr}m∈Z2,r∈R0
,
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and the proof will be complete. To prove the claim, change ξ to ξ + s in (4.16),

mf

(
ξA−1 + sA−1

)
=

∑
r∈R0

hr(ξ + s) mr

(
(ξ + s)A−1

)
(s ∈ R0)

=
∑
r∈R0

hr(ξ) mr

(
(ξ + s)A−1

)
a.e. (4.17)

by expected periodicity of hr. Equations (4.17) can be written as a matrix equa-

tion, 


mf

(
ξA−1

)

...

mf

(
(ξ + a)A−1

)




= T




h0(ξ)

...

ha(ξ)




(4.18)

where we have fixed an order for the elements of R0 so that 0 ≤ i ≤ a for all

i ∈ R0, and T is the a1a2 × a1a2 matrix,

T = (ti,j) =




m0

(
ξA−1

) · · · ma

(
ξA−1

)

...
. . .

...

m0

(
(ξ + a)A−1

) · · · ma

(
(ξ + a)A−1

)




.

Then

T ∗ = (t̄j,i) =




m0

(
ξA−1

) · · · m0

(
(ξ + a)A−1

)

...
. . .

...

ma

(
ξA−1

) · · · ma

(
(ξ + a)A−1

)




.

We now show that T is unitary. Let TT ∗ =




α(0,0) . . . α(0,a)

...
. . .

...

α(a,0) . . . α(a,a)




. Then

by (4.6),
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α(i,j) =
∑
r∈R0

mr

(
(ξ + i)A−1

)
mr

(
(ξ + j)A−1

)

=
∑
r∈R0

e−2iπ((ξ+i)A−1−rA−1)·ae−2iπ((ξ+j)A−1−rA−1)·am0

(
(ξ + i)A−1 − rA−1

)

m0

(
(ξ + j)A−1 − rA−1

)

=
∑
r∈R0

e−2iπ((i−j)A−1)·am0

(
(ξ − r + i)A−1

)
m0

(
(ξ − r + j)A−1

)

=
∑
r∈R0

e−2iπ((i−j)A−1)·a


 1√

a1a2

∑

m∈Z2

hme2iπ(ξ−r+i)A−1·m





 1√

a1a2

∑

n∈Z2

hne−2iπ(ξ−r+j)A−1·n


 a.e

=
∑
r∈R0

1

a1a2

e−2iπ((i−j)A−1)·a
∑

m∈Z2

∑

n∈Z2

hmhne
2iπ(ξ−r)A−1·(m−n)e2iπiA−1·me−2iπjA−1·n

=
1

a1a2

e−2iπ((i−j)A−1)·a
∑

m∈Z2

∑

n∈Z2

hmhne2iπξA−1·(m−n)e2iπiA−1·me−2iπjA−1·n

∑
r∈R0

e2iπrA−1·(n−m).

Note that for l ∈ Z2,

∑
r∈R0

e2iπrA−1·l =

a1−1∑
r1=0

a2−1∑
r2=0

e2iπr1l1/a1e2iπr2l2/a2 =

(
a1−1∑
r1=0

e2iπr1l1/a1

) (
a2−1∑
r2=0

e2iπr2l2/a2

)

= a1δl1,k1a1 · a2δl2,k2a2 = a1a2δl,Ak, (k = (k1, k2) ∈ Z2) (4.19)

so that with l = n−m,

α(i,j) = e−2iπ((i−j)A−1)·a
∑

k∈Z2

∑

m∈Z2

hmhm+Ake
2iπξA−1·(m−m−Ak)

e2iπiA−1·me−2iπjA−1·(m+Ak)

= e−2iπ((i−j)A−1)·a
∑

k∈Z2

e−2iπξ·k ∑

m∈Z2

hmhm+Ake
2iπ(i−j)A−1·m

︸ ︷︷ ︸
=0 unless k=0,i=j by (M6)

(e−2iπ(j·k) = 1)

= δi,j

∑

m∈Z2

|hm|2

︸ ︷︷ ︸
=‖ϕ‖2=1

= δi,j.
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This shows that TT ∗ = I a.e., that is, T is unitary a.e., so that T is invertible and

T−1(ξ) = T ∗(ξ) a.e.. Hence, system (4.18) has a solution, namely




h0(ξ)

...

ha(ξ)




= T ∗




mf

(
ξA−1

)

...

mf

(
(ξ + a)A−1

)




a.e.

Computing this product we obtain

hs(ξ) =
∑
r∈R0

ms

(
(ξ + r)A−1

)
mf

(
(ξ + r)A−1

)
a.e, (4.20)

for all s ∈ R0. Next we must show that the functions hs are periodic.

hs(ξ + 1) =
∑
r∈R0

ms

(
(ξ + 1 + r)A−1

)
mf

(
(ξ + 1 + r)A−1

)

=

a1−1∑
r1=0

a2−1∑
r2=0

ms

(
ξ1 + 1 + r1

a1

,
ξ2 + 1 + r2

a2

)

mf

(
ξ1 + 1 + r1

a1

,
ξ2 + 1 + r2

a2

)
.

Set r̃ = r + 1, so that r̃ = (r̃1, r̃2) with r̃1 = r1 + 1, r̃2 = r2 + 1. Then

hs(ξ + 1) =

a1∑

er1=1

a2∑

er2=1

ms

(
ξ1 + r̃1

a1

,
ξ2 + r̃2

a2

)
mf

(
ξ1 + r̃1

a1

,
ξ2 + r̃2

a2

)
.

Observe that if r̃1 = a1, we obtain

ms

(
ξ1 + a1

a1

, ·
)

mf

(
ξ1 + a1

a1

, ·
)

= ms

(
ξ1

a1

+ 1, ·
)

mf

(
ξ1

a1

+ 1, ·
)

= ms

(
ξ1

a1

, ·
)

mf

(
ξ1

a1

, ·
)

as ms and mf are 1-periodic. Similarly,

ms

(
·, ξ2 + a2

a2

)
mf

(
·, ξ2 + a2

a2

)
= ms

(
·, ξ2

a2

)
mf

(
·, ξ2

a2

)
.

Thus

hs(ξ + 1) =

a1−1∑

er1=0

a2−1∑

er2=0

ms

(
ξ1 + r̃1

a1

,
ξ2 + r̃2

a2

)
mf

(
ξ1 + r̃1

a1

,
ξ2 + r̃2

a2

)
= hs(ξ) a.e.
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As remarked earlier, ms ∈ L∞(R2) for all s ∈ R0, and in fact |ms(ξ)| ≤ 1 a.e.

Since mf ∈ L2
1(R2) it follows from (4.20) that hs(ξ) ∈ L2

1(R2) for all s ∈ R0. This

proves the claim and the theorem.

4.3 The Haar Wavelet in L2(R2)

In this section, we explain how Haar wavelets can be defined on

L2(R2) by using theorem 4.3. As usual when constructing a multiresolution anal-

ysis, we will introduce the scaling function first.

Fix a matrix A =
[

a1 0
0 a2

]
with a1, a2 ∈ {2, 3, . . .} and let ϕ be the char-

acteristic function of the unit square, ϕ = χ[0,1)2 . Since the space V0 should be

spanned by the translates of ϕ, we set

V0 = {f ∈ L2(R2) : f is constant on each square m + [0, 1)2, m ∈ Z2}.

Let us first check that the translates {Tmϕ}m∈Z2 form an orthonormal basis of V0.

Arguing as in (4.15), we first need to show that

< ϕ, Tmϕ >= δm,0.

Note that

(Tmϕ)(x) = ϕ(x−m) = χ[0,1)2(x−m) = χm+[0,1)2(x), (4.21)

so that

(Tmϕ)(x) =





1 if x ∈ m + [0, 1)2,

0 otherwise.

Thus,

< ϕ, Tmϕ > =

∫

R2

ϕ(x)(Tmϕ)(x) dx =

∫

R2

χ[0,1)2(x)χm+[0,1)2(x) dx

=

∫

[0,1)2
χm+[0,1)2(x) dx =





∫
[0,1)2

1 dx if m = 0

∫
[0,1)2

0 dx if m 6= 0
= δm,0.
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Next we need to show that V0 = span{Tmϕ}m∈Z2 . Arguing exactly as in example

3.1, part (M1), one shows that V0 is a closed linear subspace of L2(R2), and

obviously, Tmϕ = χm+[0,1)2 ∈ V0 for all m. Now let f ∈ V0. As

fχ[−N,N)×[−N,N)(x) → f(x) pointwise a.e.,

as N → ∞, then by the corollary to the Lebesgue Dominated Convergence theo-

rem,

f = lim
N→∞

fχ[−N,N)×[−N,N) = lim
N→∞

N−1∑
j=−N

N−1∑

k=−N

fχ[j,j+1)×[k,k+1)

in the norm of L2(R2). As f is constant on each interval [j, j + 1)× [k, k + 1), say

f has value cj,k on this interval, then

f = lim
N→∞

N−1∑
j=−N

N−1∑

k=−N

cj,kχ[j,j+1)×[k,k+1)

= lim
N→∞

N−1∑
j=−N

N−1∑

k=−N

cj,kχ(j,k)+[0,1)2

=
∑

m∈Z2

cmχm+[0,1)2 =
∑

m∈Z2

cmTmϕ

where we have set m = (j, k)T . This shows that {Tmϕ}m∈Z2 spans V0. Thus, (M5)

holds.

It is now natural to define the subspaces Vn of L2(Rn) by

Vn = DAnV0. (4.22)

Then obviously Vn = DA(DAn−1V0) = DAVn−1, so that, (M4) holds.

Let us now show that (M1) holds. Note that

Vn = {f ∈ L2(R2) : f is constant on each rectangle A−nm + A−n[0, 1)2, m ∈ Z2}.
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To see this, note that

f ∈ Vn ⇐⇒ DA−nf ∈ V0,

⇐⇒ f(A−n·) ∈ V0,

⇐⇒ f(A−nx) = f(A−ny) whenever x, y ∈ m + [0, 1)2 for some m,

⇐⇒ f(x̃) = f(ỹ) whenever x̃, ỹ ∈ A−n(m + [0, 1)2) for some m,

where we have set x̃ = A−nx, ỹ = A−ny. If n ≥ 0, then each of these rectangles

A−nm + A−n[0, 1)2 is of the form

R1 = {x = (x1, x2)
T :

m1

a1
n
≤ x1 ≤ m1 + 1

a1
n

,
m2

a2
n
≤ x2 ≤ m2 + 1

a2
n
}

and is thus contained in a rectangle whose vertices have integer coordinates,

R2 = {x = (x1, x2)
T : m̃1 ≤ x1 ≤ m̃1 + 1, m̃2 ≤ x2 ≤ m̃2 + 1}

for some m̃1, m̃2 ∈ Z. Thus, if f is constant on each rectangle of form R2, then it

will be constant on each rectangle of form R1. Choosing n = 1, it follows that

V0 ⊂ V1.

Using (4.22) and induction, one now obtains that Vn ⊂ Vn+1 for all n. Thus, (M1)

holds.

Next we show that
∞⋃

n=−∞
Vn is dense in L2(R2). Let f ∈ L2(R2), and ε > 0

be given. Since Cc(R2) is dense in L2(R2), we can pick g ∈ Cc(R2) such that

‖f − g‖2 <
ε

2
. (4.23)

Since supp(g) is compact, there exists a finite subset M of Z2 such that supp(g) ⊂
K :=

⋃
m∈M

m + [0, 1)2, and g is uniformly continuous. Thus, there exists δ > 0

such that

‖x− y‖∞ < δ =⇒ |g(x)− g(y)| < ε

2
√

λ(K)
.
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Let n be sufficiently large, n ≥ 0, such that

‖x− y‖∞ < δ ∀x, y ∈ A−n[0, 1)2 = [0, a1
−n]× [0, a2

−n].

Then also

‖x− y‖∞ < δ ∀x, y ∈ A−nm + A−n[0, 1)2, ∀m ∈ Z2.

Let M1 = {m ∈ Z2 : (A−nm + A−n[0, 1)2) ⊂ K}. Then K =
⋃

m∈M1

A−nm +

A−n[0, 1)2, so if x ∈ supp(g), then x ∈ A−nm + A−n[0, 1)2 for some m ∈ M1. For

each m ∈ M1, pick a point xm ∈ A−nm + A−n[0, 1)2, and set

h =
∑

m∈M1

g(xm)χA−n(m+[0,1)2) ∈ Vn

so that

h(x) = g(xm) ∀x ∈ A−n(m + [0, 1)2).

If x ∈ A−n(m + [0, 1)2), for some m ∈ M1, then by choice of n, ‖x − xm‖∞ < δ,

and hence

|h(x)− g(x)| = |g(xm)− g(x)| < ε

2
√

λ(K)
,

while if x 6∈ K then h(x) = g(x) = 0. Thus,

‖h− g‖2
2 =

∫

K

|h(x)− g(x)|2 dx ≤
∫

K

ε2

4λ(K)
dx =

ε2

4
· λ(K)

λ(K)
=

ε2

4

so that

‖h− g‖2 ≤ ε

2
. (4.24)

By (4.23) and (4.24),

‖f − h‖2 = ‖f − g‖2 + ‖g − h‖2 < ε,

where h ∈ Vn for some n ≥ 0. As ε was arbitrary, (M2) follows.
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Now we prove that (M3) holds. Suppose to the contrary, that there exists

f ∈
⋂

n∈Z
Vn, f 6= 0. Then

∫
R2 |f |2 dx > 0, so there exist a set E of nonzero measure,

and a constant c > 0 such that f(x) ≥ c for all x ∈ E. Now for each m ∈ Z2, n ∈ Z,

set

E(n)
m = E ∩ A−n(m + [0, 1)2).

As R2 is the disjoint union of {A−n(m + [0, 1)2)}m∈Z2 we have

E =
⋃

m∈Z2

E(n)
m ,

for each n, and
∑

m∈Z2

λ(E(n)
m ) = λ(E) > 0.

Hence, there must exist mn such that

λ(E(n)
mn

) > 0.

Since f(x) ≥ c on E
(n)
mn

, and f is constant a.e. on A−n(mn + [0, 1)2), then

f(x) ≥ c a.e. on A−n(mn + [0, 1)2).

Then

∫

R2

|f(x)|2 dx ≥
∫

A−n(mn+[0,1)2)

|f(x)|2 dx ≥
∫

A−n(mn+[0,1)2)

c2 dx

= c2 · λ(A−n(mn + [0, 1)2)) = c2 · | det A|−n →∞ as n → −∞,

contradicting the assumption that f ∈ L2(R2). Hence, (M3) holds.

Finally, we verify that (M6) holds. Note that

hm =< ϕ,DATmϕ >=

∫

R2

ϕ(x)| det A|1/2ϕ(Ax−m) dx

=

∫

R2

χ[0,1)2(x)
√

a1a2χ[0,1)2(Ax−m) dx

=
√

a1a2

∫

[0,1)2
χm+[0,1)2(Ax) dx. (4.25)
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a1 − 1 1√
a1a2

· · · 1√
a1a2

m1
...

...
. . .

...

0 1√
a1a2

· · · 1√
a1a2

0 · · · a2 − 1

m2

Table 4.1 The scaling filter {hm}.

Now if m = (m1,m2)
T then

Ax ∈ m + [0, 1)2 ⇐⇒ (a1x1, a2x2) ∈ [m1,m1 + 1)× [m2,m2 + 1)

⇐⇒





m1 ≤ a1x1 < m1 + 1

m2 ≤ a2x2 < m2 + 1
⇐⇒





m1

a1
≤ x1 < m1+1

a1

m2

a2
≤ x2 < m2+1

a2

.

Since 0 ≤ x1, x2 < 1 on the set of integration, the integral will be nonzero only if

0 ≤ m1 < a1, 0 ≤ m2 < a2, that is, for m ∈ R0. For m ∈ R0 we have

hm =

∫ m1+1
a1

m1
a1

∫ m2+1
a2

m2
a2

√
a1a2 dx2dx1 =

√
a1a2

(
1

a1

)(
1

a2

)
=

1√
a1a2

.

Hence,

hm =





1√
a1a2

m ∈ R0

0 m 6∈ R0

.

Now for each m ∈ R0 and k ∈ Z2, m + Ak ∈ R0 if and only if k = 0, and hence

∑

m∈Z2

hmhm+Ake
2iπjA−1·m =

∑
m∈R0

hmhm+Ake
2iπjA−1·m =

∑
m∈R0

1

a1a2

δk,0e
2iπjA−1·m

=
1

a1a2

δk,0

∑
m∈R0

e2iπjA−1·m =
1

a1a2

δk,0 · δj,0a1a2 = δk,0 · δj,0

for j ∈ R0 arguing as in (4.19). Observe that a−m ∈ R0 if and only if m ∈ R0,

hence

ha−m =





1√
a1a2

a−m ∈ R0

0 otherwise
=





1√
a1a2

m ∈ R0

0 otherwise
= hm = hm.



69

a1 − 1 e2iπr1(a1−1)/a1√
a1a2

e2iπr1(a1−1)/a1e2iπr2/a2√
a1a2

· · · e2iπr1(a1−1)/a1 e2iπr2(a2−1)/a2√
a1a2

m1
...

...
...

. . .
...

1 e2iπr1/a1√
a1a2

e2iπr1/a1e2iπr2/a2√
a1a2

... e2iπr1/a1e2iπr2(a2−1)/a2√
a1a2

0 1√
a1a2

e2iπr2/a2√
a1a2

· · · e2iπr2(a2−1)/a2√
a1a2

0 1 · · · a2 − 1

m2

Table 4.2 The wavelet filter {gr
m}.

Thus, (M6) holds.

The wavelet filter is now given by

gr
m = e2iπrA−1·mha−m =





1√
a1a2

e2iπrA−1·m r ∈ R,m ∈ R0

0 r ∈ R,m 6∈ R0

.

Note that hm = 0, gr
m = 0 for all m 6∈ R0, and thus the wavelets (as well as the

scaling function) are finite sums,

ψr =
∑

m∈Z2

gr
mDATmϕ =

∑
m∈R0

1√
a1a2

e2iπrA−1·mχA−1(m+[0,1)2).

4.4 The Pyramidal Algorithm

Let A =
[

a1 0
0 a2

]
with a1, a2 ∈ {2, 3, . . .} and let ϕ be a scaling function

for a multiresolution analysis {Vj}j∈Z of L2(R2). Let Wj denote the orthogonal

complement of Vj in Vj+1, so that Vj+1 = Vj ⊕Wj for all j.

In section 4.2, we have shown that the functions {Tkψ
r}k∈Z2,r∈R where ψr

are defined by (4.2) form an orthonormal basis of W0. It now follows from theorems

3.4 and 3.5 that we have a decomposition

L2(R2) =
⊕

j∈Z
Wj
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where Wj+1 = DAWj for all j, and

{ψr
(j,k)}k∈Zn,r∈R with ψr

(j,k) = DAjTkψ
r

form an orthonormal basis of Wj, so that

{ψr
(j,k) : r ∈ R, j ∈ Z, k ∈ Zn} (4.26)

is a wavelet basis of L2(R2). By theorem 2.16, each f ∈ L2(R2) can be written

uniquely as

f =
∑
r∈R

∑

j∈Z

∑

k∈Z2

dr
j,kψ

r
(j,k)

where the wavelet coefficients dr
j,k are given by

dr
j,k =< f, ψr

(j,k) > .

In practical applications, one can compute only finitely many wavelet coef-

ficients. Recall by (3.8) that for any m < n,

L2(R2) = Vn ⊕ V ⊥
n = Vm ⊕

n⊕
j=m

Wj ⊕ V ⊥
n .

One usually fixes some choice of m and n, and computes the wavelet coefficients

for m ≤ j ≤ n only. Let f ∈ L2(R2) be given. Fix ε > 0. By lemma 3.3, we can

choose n and m such that

1. ‖f − Pnf‖2 <
ε

2

2. ‖Pmf‖2 <
ε

2

where Pn denotes the orthogonal projection of L2(R2) onto Vn. Set fn = Pnf ∈ Vn.

Since Wj ⊂ Vn for all j < n then ψr
(j,k) ∈ Vn for all j < n, and the wavelet

coefficients of f are given by

dr
j,k =< f, ψr

(j,k) >=< f, Pnψr
(j,k) >=< Pnf, ψr

(j,k) >=< fn, ψr
(j,k) > .
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Similarly, for each j ≤ n, let cj,k denote the scaling coefficients of fn in the basis

{ϕ(j,k)}k∈Z2 of Vj, where ϕ(j,k) = DAjTkϕ, so that

cj,k =< fn, ϕ(j,k) >=< f, Pnϕ(j,k) >=< Pnf, ϕ(j,k) >=< fn, ϕ(j,k) >

since Vj ⊂ Vn for j ≤ n. That is, the scaling coefficients and wavelet coefficients

of f and fn are identical for j ≤ n.

The pyramidal algorithm now allows to compute the scaling and wavelet

coefficients of f at level j − 1 from the scaling coefficients at level j as follows.

The important ingredient is the observation that for all g ∈ L2(R2),

(TkDAg)(x) = (DAg)(x− k) = | det A|1/2g(A(x− k)) = | det A|1/2g(Ax− Ak)

= | det A|1/2(TAkg)(Ax) = (DATAkg)(x),

that is, TkDA = DATAk. Hence,

ϕ(j−1,k) = DAj−1Tkϕ = DAj−1Tk


 ∑

m∈Z2

hmϕ(1,m)


 = DAj−1Tk


 ∑

m∈Z2

hmDATmϕ




=
∑

m∈Z2

hmDAj−1TkDATmϕ =
∑

m∈Z2

hmDAjTm+Akϕ.

Next replace m by m− Ak,

ϕ(j−1,k) =
∑

m∈Z2

hm−AkDAjTmϕ =
∑

m∈Z2

hm−Akϕ(j,m). (4.27)

Next, ψr =
∑

m∈Z2

gr
mϕ(1,m) gives in the same way

ψr
(j−1,k) = DAj−1Tkψ

r = DAj−1Tk


 ∑

m∈Z2

gr
mϕ(1,m)


 =

∑

m∈Z2

gr
m−Akϕ(j,m)

=
∑

m∈Z2

e2iπrA−1·(m−Ak)ha−(m−Ak)ϕ(j,m) =
∑

m∈Z2

e2iπrA−1·mha−(m−Ak)ϕ(j,m).

(4.28)
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Suppose, we have computed the scaling coefficients of f , {cj,k}k∈Z2 for some j.

Then

cj−1,k =< f, ϕ(j−1,k) >=< f,
∑

m∈Z2

hm−Akϕ(j,m) >=
∑

m∈Z2

hm−Ak < f, ϕ(j,m) >

=
∑

m∈Z2

hm−Akcj,m.

Similarly, (4.28) gives

dr
j−1,k =< f, ψr

(j−1,k) >=< f,
∑

m∈Z2

e2iπrA−1·mha−(m−Ak)ϕ(j,m) >

=
∑

m∈Z2

e−2iπrA−1·mha−(m−Ak) < f, ϕj,m >=
∑

m∈Z2

e−2iπrA−1·mha−(m−Ak)cj,m

=
∑

m∈Z2

gr
m−Akcj,m.

Conversely, we can reconstruct cj,m from cj−1,k and {dr
j−1,k}r∈R as follows.

Since Vj = Vj−1 ⊕ Wj−1 then Pj = Pj−1 + Qj−1 so that Pjf = Pj−1f + Qj−1f .

Thus, by (4.27) and (4.28),
∑

m∈Z2

< f, ϕ(j,m) > ϕ(j,m)

=
∑

k∈Z2

< f, ϕ(j−1,k) > ϕ(j−1,k) +
∑
r∈R

∑

k∈Z2

< f, ψr
(j−1,k) > ψr

(j−1,k)

=
∑

k∈Z2

cj−1,k


 ∑

m∈Z2

hm−Akϕ(j,m)


 +

∑
r∈R

∑

k∈Z2

dr
j−1,k


 ∑

m∈Z2

gr
m−Akϕ(j,m)




=
∑

m∈Z2

∑

k∈Z2


cj−1,khm−Ak +

∑
r∈R

dr
j−1,kg

r
m−Ak


 ϕ(j,m).

Since {ϕ(j,m)}m∈Z2 is an orthonormal set, the coefficients on both sides must be

identical

< f, ϕ(j,m) >=
∑

k∈Z2


cj−1,khm−Ak +

∑
r∈R

dr
j−1,kg

r
m−Ak




that is,

cj,m =
∑

k∈Z2


cj−1,khm−Ak +

∑
r∈R

dr
j−1,kg

r
m−Ak


 .
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4.5 Practical Computations

We now present two examples illustrating the technique of wavelet analysis

by means of the Haar wavelet. The first example shows the wavelet coefficients of

a function f at various scales, while the second example illustrates how wavelets

can be used in data compression.

For the first example, let f be a function whose support is contained in the

unit square [0, 1] × [0, 1]. We choose the dilation matrix A = [ 3 0
0 3 ]. Because of

space limitations, we only compute and display the wavelet coefficients at scales

j = 0 and j = 1. As outlined in the previous section, we must begin by computing

the scaling coefficients c2,m at scale j = 2. Since the functions ϕ(2,m) are constant

on the squares Im = [m1

9
, m1+1

9
]× [m2

9
, m2+1

9
], it is convenient to sample the values

of f on these squares, and store the sampled values in a 9×9 matrix. The integral

can then be approximated as sums over each of the squares Im. In this example,

we use a function f whose sampled matrix is tridiagonal,

fsamp =




1 1 0 0 . . . . . . 0 0 0

1 1 1 0 . . . . . . 0 0 0

0 1 1 1 . . . . . . 0 0 0

...
...

...
...

...
...

...
...

...

0 0 0 0 . . . . . . 1 1 1

0 0 0 0 . . . . . . 0 1 1




The scaling coefficients c2,m are listed in table 4.3. Since f is supported on the

unit square, the scaling coefficients for the non-listed values of m = (m1,m2) are

zero. Some of the scaling and wavelet coefficients at levels j = 1 and j = 0 are

listed in tables 4.4 to 4.13, those which are not listed are zero.

Next we show how to apply wavelet analysis to data compression. It is well

known that the Haar wavelet is not particularly suitable to this task as it is has
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m1\m2 0 1 2 3 . . . 7 8

0 0.1111 0.1111 0 0 . . . 0 0

1 0.1111 0.1111 0.1111 0 . . . 0 0

2 0 0.1111 0.1111 0.1111 . . . 0 0

...
...

...
...

... . . .
...

...

7 0 0 0 0 . . . 0.1111 0.1111

8 0 0 0 0 . . . 0.1111 0.1111

Table 4.3 The scaling coefficients c2,m.

m1\m2 0 1 2

0 0.2593 0.0370 0

1 0.0370 0.2593 0.0370

2 0 0.0370 0.2593

Table 4.4 The scaling coefficients c1,m.

m1\m2 0 1 2

0 −0.0185− 0.0321i 0.0370 0

1 −0.0185 + 0.0321i −0.0185− 0.0321i 0.0370

2 0 −0.0185 + 0.0321i −0.0185− 0.0321i

Table 4.5 The wavelet coefficients d
(0,1)
1,m .

m1\m2 0 1 2

0 −0.0185 + 0.0321i 0.0370 0

1 −0.0185− 0.0321i −0.0185 + 0.0321i 0.0370

2 0 −0.0185− 0.0321i −0.0185 + 0.0321i

Table 4.6 The wavelet coefficients d
(0,2)
1,m .
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m1\m2 0 1 2

0 −0.0185− 0.0321i −0.0185 + 0.0321i 0

1 0.0370 −0.0185− 0.0321i −0.0185 + 0.0321i

2 0 0.0370 −0.0185− 0.0321i

Table 4.7 The wavelet coefficients d
(1,0)
1,m .

m1\m2 0 1 2

0 0.0370− 0.0642i −0.0185 + 0.0321i 0

1 −0.0185 + 0.0321i 0.0370− 0.0642i −0.0185 + 0.0321i

2 0 −0.0185 + 0.0321i 0.0370− 0.0642i

Table 4.8 The wavelet coefficients d
(1,1)
1,m .

m1\m2 0 1 2

0 0.0370 −0.0185 + 0.0321i 0

1 −0.0185− 0.0321i 0.0370 −0.0185 + 0.0321i

2 0 −0.0185− 0.0321i 0.0370

Table 4.9 The wavelet coefficients d
(1,2)
1,m .

m1\m2 0 1 2

0 −0.0185 + 0.0321i −0.0185− 0.0321i 0

1 0.0370 −0.0185 + 0.0321i −0.0185− 0.0321i

2 0 0.0370 −0.0185 + 0.0321i

Table 4.10 The wavelet coefficients d
(2,0)
1,m .
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m1\m2 0 1 2

0 0.0370 −0.0185− 0.0321i 0

1 −0.0185 + 0.0321i 0.0370 −0.0185− 0.0321i

2 0 −0.0185 + 0.0321i 0.0370

Table 4.11 The wavelet coefficients d
(2,1)
1,m .

m1\m2 0 1 2

0 0.0370 + 0.0642i −0.0185− 0.0321i 0

1 −0.0185− 0.0321i 0.0370 + 0.0642i −0.0185− 0.0321i

2 0 −0.0185− 0.0321i 0.0370 + 0.0642i

Table 4.12 The wavelet coefficients d
(2,2)
1,m .

c0,m 0.3086

d
(0,1)
0,m −0.0062− 0.0107i

d
(0,2)
0,m −0.0062 + 0.0107i

d
(1,0)
0,m −0.0062− 0.0107i

d
(1,1)
0,m 0.0123− 0.0214i

d
(1,2)
0,m 0.2346

d
(2,0)
0,m −0.0062 + 0.0107i

d
(2,1)
0,m 0.2346

d
(2,2)
0,m 0.0123 + 0.0214i

Table 4.13 The scaling coefficients and wavelet coefficients c0,0 and d
(r)
0,0.
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jumps, so that we cannot achieve outstanding compression ratios. Nevertheless, it

is an easy example which can illustrate this technique.

We consider the black-and-white picture of figure 4.1, downloaded from

http://horum.homeunix.net/~carl/wavelet. This picture is commonly used in

papers on image processing. The picture used is in bitmap format, as a 512× 512

array, each of whose entries represents a pixel whose gray-level is given by a 8-bit

unsigned integer. We consider this picture as a function supported on the unit

square, and choose the dilation matrix A = [ 2 0
0 2 ]. We begin with computing the

scaling coefficients at scale j = 9, and then compute the wavelet coefficients at

scales j = 8, . . . , 0 using the pyramidal algorithm. All wavelets coefficients whose

absolute values are below a threshold ε are set to zero, and then the image is

reconstructed from the modified wavelet coefficients.

The resulting bitmap file is then compressed using the ’bzip2’ utility. Table

4.14 shows the compressed file size at various threshold levels, and figures 4.1 show

the reconstructed images. Note that ε = 0 corresponds to the original image.

threshold ε file size compressed file size compression ratio

0 263, 222 203, 299 22.8%

0.02 263, 222 135.220 48.6%

0.05 263, 222 87, 458 66.8%

0.1 263, 222 43, 279 83.6%

0.2 263, 222 18, 471 93.0%

0.5 263, 222 14, 931 94.3%

Table 4.14 Compressed file sizes.
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Figure 4.1 Reconstructed images at thresholds ε = 0, ε = 0.02, ε = 0.05, ε =

0.1, ε = 0.2 and ε = 0.5.



CHAPTER V

CONCLUSION

The objective of this thesis was to investigate whether the concept of mul-

tiresolution analysis can be extended from L2(R) to L2(R2), to construct wavelets

from the scaling function, and to find an efficient algorithm for computing the

wavelet coefficients. We have obtained the following results :

1. We have given a definition of multiresolution analysis for L2(R2). For this,

we needed to impose the additional condition (M6) on the scaling filter.

2. Starting from a multiresolution analysis, we have defined a family of mother

wavelets {ψr}r∈R in (4.2).

3. By proving and using theorem 4.3, we have shown that this family of mother

wavelets gives rise to an orthonormal wavelet basis of L2(R2), of the form

{ψr
(j,m) : r ∈ R, j ∈ Z, m ∈ Z2}, where ψr

(j,m) is as defined in (4.26) .

4. In section 4.3 we have constructed Haar wavelets on L2(R2) as an application

of theorem 4.3.

5. In section 4.4 we have extended the pyramidal algorithm to the wavelet basis

of L2(R2) discussed in this thesis. This algorithm helps to quickly compute

the wavelet and scaling coefficients of a function f .

For simplicity, in chapter IV we have only worked in L2(R2). However, all

definitions, constructions and proofs carry over to L2(Rn) in an obvious way. The

notation used in this thesis should allow the reader to easily do so.
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The condition (M6) imposed on the scaling function of the multiresolu-

tion analysis appears restrictive. Thus, further study to find additional concrete

examples of scaling functions satisfying this condition is warranted.
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