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CHAPTER I 

INTRODUCTION 

 

1.1  Background of GD-OCM 

 Optical imaging technology allows for non-invasive imaging of biological 

tissues and organs at micrometer level resolution. It is helpful to understand and 

monitor the internal microstructure of the biological sample in vivo. Optical coherence 

tomography (OCT) is an optical imaging technology for non-aggressive cross-sectional 

imaging of biological samples ( Huang et al., 1991) .  OCT imaging principle is 

analogous to ultrasound imaging. However, ultrasound imaging uses ultrasonic waves, 

while OCT imaging uses infrared light to acquire the sample information. OCT fills the 

resolution gap between microscopy and ultrasound imaging.  OCT can perform high-

resolution, high-speed three-dimensional imaging of biological samples in real-time. 

Time-domain optical coherence tomography (TD-OCT) detects echo time delays of 

back-reflected and backscattered light by measuring the interference signal as a 

function of delayed time at each position of a lateral probe beam. Frequency- domain 

optical coherence tomography ( FD- OCT)  detects the interference signal as a function 

of wavelength instead of mechanical scanning (Watanabe, Maeno, Aoshima, 

Hasegawa, & Koseki, 2010).  FD-OCT obtains the entire depth profile by Fourier 

transform of a spectral interference signal at each position of a lateral scanning. FD-

OCT system achieves improvement in sensitivity, imaging speed, and signal- to- noise 

ratio because there is no scanning of the reference mirror as compared with TD- OCT 

systems (de Boer et al., 2003; Drexler et al., 2014; Leitgeb, Hitzenberger, & Fercher, 
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2003).  Typically, OCT system uses a broadband light source with a near-infrared 

wavelength in the range of 800-1300 nm to avoid absorptions of blood and water, which 

are the main components of most biological samples. Furthermore, the longer 

wavelengths penetrate deeper into the sample but the axial resolution will be worse than 

that of the shorter wavelengths with the same spectral bandwidth (Bouma & Tearney, 

2002). 

The axial resolution and lateral resolution of OCT are independent. Assuming 

that the spectrum of the light source has Gaussian distribution, the axial resolution is 

inversely proportional with the width of the power spectrum (Bouma & Tearney, 2002),  

which can be expressed as   

 

 ∆𝑧 =  
2𝑙𝑛2

𝜋
(

𝜆0
2

Δ𝜆
) ,                                                             (1.1)    

 

where ∆𝑧 is an axial resolution that can be measured by the full width at half-maximum 

of the coherence of the light source, 𝜆0 is the center wavelength of the light source, and  

∆𝜆 is the full width at half-maximum of the power spectrum of the light source. The 

axial resolution can be improved by increase the bandwidth of light sources. 

On the other hand, the lateral resolution of OCT is determined by the spot size 

of the imaging beam. The lateral resolution can be estimated by the Rayleigh resolution 

criterion (Bouma & Tearney, 2002) 

 

 ∆𝑥 = 1.22
𝜆0

2𝑁𝐴
  ,                                                 (1.2) 
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where ∆𝑥 is lateral resolution, NA is a numerical aperture of the objective lens, which 

can be calculated by half of the lens diameter (D) divided by focal length (f). 

Substituting NA in terms of diameter and focal length, the lateral resolution can be re-

written as  

 

 ∆𝑥 = 1.22𝜆0
𝑓

𝐷
  .                                                  (1.3) 

 

Hence, the lateral resolution of OCT can be improved by increasing the numerical 

aperture (NA) of the objective lens.  

Typically, OCT uses a low NA of the objective lens (i.e., ~0.04), which provides 

a lateral resolution of about 10-30 µm over a 2-3 mm depth range under the surface of 

the biological sample.  For cellular and sub-cellular biological samples, confocal 

microscopy normally uses a high NA of the objective lens (i.e., >0.5). Confocal 

microscopy obtains a lateral resolution of about 180 nm and imaging depth of about 

500 nm (Fouquet et al., 2015). Optical coherence microscopy (OCM) is a combination 

of confocal microscopy and OCT. OCM was demonstrated to enhance imaging depth 

when compared with confocal microscopy. OCM used NA of about 0.4, which provides 

imaging depth up to three times longer than that of confocal microscopy (i.e., several 

hundred micrometers) (Izatt, Hee, Owen, Swanson, & Fujimoto, 1994).  However, 

OCM provides better lateral imaging resolution at the expense of shorter depth of focus 

as compared with conventional OCT. 

 The depth of focus ( DOF)  of a spherical lens is defined by two times of the 

Rayleigh range (∆𝑧𝑅) (Bouma & Tearney, 2002) and can be expressed in terms of lateral 

resolution (∆𝑥) or the wavelength (𝜆) and NA of the optics as 
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 𝐷𝑂𝐹 = 2∆𝑧𝑅 ,                                         (1.4)  

 

𝐷𝑂𝐹 =
𝜋Δ𝑥2

2𝜆
  ,                                        (1.5)  

 

𝐷𝑂𝐹 =
𝜆0

2(𝑁𝐴)2  .                                        (1.6)  

 

As considered from Eq. (1.2) and Eq. (1.6), the lateral resolution is proportional to NA-

1, while the DOF is proportional to NA-2 (Aguirre, Hsiung, Ko, Hartl, & Fujimoto, 

2003)  Therefore, increasing NA leads to higher lateral resolution but shorter range of 

the depth of focus as shown in Figure 1.1. Figure 1.1(a) illustrates the long DOF at a 

low lateral resolution of a low NA objective lens and Figure 1.1(b) illustrates the short 

DOF at a high lateral resolution of a high NA objective lens.  

 

 

 

Figure 1.1   Schematic shows the relation of lateral resolution, axial resolution, and  

depth of focus with (a) low NA and (b) high NA of the objective lens. 
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To obtain a large three-dimensional OCT at extended imaging depth ranges with 

high resolution on both axial and lateral directions, C-mode scanning and zone focusing 

have been demonstrated (Huber, Wojtkowski, Fujimoto, Jiang, & Cable, 2005). C-

mode scanning and zone focusing axially translate the focal plane of an objective lens 

across the depth of the sample. Therefore, a large three-dimensional OCT can be 

reconstructed from multiple three-dimensional OCT data sets obtained at each focus 

position. However, this technique required an axial translation of either an objective 

lens or the sample. To remedy this issue, several techniques of dynamic focus without 

a moving part were investigated and reported, such as a dynamic focus control system 

based on a microelectromechanical mirror (Qi et al., 2004), a dynamic focus shifting 

by using a liquid lens embedded in a custom-designed objective lens (Murali, Lee, & 

Rolland, 2007), a focus-stacking with automatic focus optimization by inserting a liquid 

lens in the sample arm (Cua et al., 2016). 

Interferometric synthetic aperture microscopy (Ralston, Marks, Carney, & 

Boppart, 2007) and computational adaptive optics (Adie, Graf, Ahmad, Carney, & 

Boppart, 2012) have been reported as computational methods to improve the lateral 

resolution and enhance imaging by reducing aberrations and enhance the signal. 

However, these computational methods are sensitive to motion noise. Therefore, the 

achieved imaging depth is not more than 1 mm. Moreover, these computational 

methods must be adjusted the coefficient manually for each sample to reduce 

aberration. Therefore, it is inconvenient to analyze a wide variety of samples in real-

time. 

The trade-off between the lateral resolution and the depth of focus can be solved 

by dynamically refocusing along the axial direction as previously explained above. 
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Gabor- domain optical coherence microscopy ( GD- OCM)  can provide 2 µm invariant 

lateral resolution across 8 mm3 cubic volume with no moving part (Canavesi & Rolland, 

2019; Meemon, Murali, Lee, & Rolland, 2008; J. Rolland, P. Meemon, S. Murali, K. 

Thompson, & K. Lee, 2010; Rolland et al., 2009; J. P. Rolland, P. Meemon, S. Murali, 

K. P. Thompson, & K.-s. Lee, 2010).  GD- OCM is a combination of OCM technique 

and dynamic focus with an automatic data fusion method that can improve lateral 

resolution and capable of real-time refocusing into the depth of the sample in different 

depth ranges. Each range or zone is defined by the depth of focus, which is determined 

by the NA of an imaging lens. GD-OCM is capable of visualizing in vivo cellular-level 

sample (Canavesi et al., 2020; Canavesi & Rolland, 2019; K.-S. Lee, Thompson, 

Meemon, & Rolland, 2011). 

In GD-OCM, Fourier transformation was performed on each zone of 

interference spectra to obtain a depth cross-sectional image of the zone. Gabor-based 

filtering was applied to extract only in-focus information of each image zone. The 

filtered zones were then fused into one depth scan that contains only in-focus 

information across a long range of imaging depth. This processing algorithm is called 

the spatial-domain Gabor fusion technique. Nevertheless, GD-OCM requires more 

Fourier transforms as compared to a conventional FD-OCT, which results in longer 

processing times. Figure 1.2 shows an example of GD-OCM for three focus shifts to 

achieve the depth of images equivalent to that of conventional OCT, while the lateral 

resolution is comparable to that of OCM. However, a conventional OCT and OCM need 

only one Fourier transform for each depth scan, while GD-OCM requires three times 

Fourier transform to produce a cross-sectional image. Therefore, the processing time is 

three times longer than a conventional OCT.  
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Figure 1.2  Schematic diagram shows a comparison of DOF of OCT, OCM, and GD-      

OCM (Lenaphet & Meemon, 2020). 

 

All non-invasive imaging technologies face a trade-off between the lateral 

resolution and an image depth, as shown in Figure 1.3. GD-OCM has filled the 

resolution gap between OCM and OCT. GD-OCM provides the lateral resolution that 

is comparable to OCM and an image depth that is comparable to OCT. The main 

parameters of OCT, OCM, and GD-OCM are shown in Table 1. 

 

 
 

Figure 1.3 Schematic diagram shows a trade-off between lateral resolution and imaging 

depth of non-invasive imaging technologies. (Canavesi & Rolland, 2019). 
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Table 1.1 Comparison of the lateral resolution, DOF, the amount of acquired data, and 

processing time of OCT, OCM, and GD-OCM. 

 OCT OCM GD-OCM 

The lateral resolution (µm) ~10-30 ~1-3  ~1-3  

The depth of focus (DOF) 2-3 mm ≤ 300 µm Up to 2 mm 

The amount of acquired data (data set) 1  1 3 or more 

Processing time fast fast slow 

 

From Table 1, the original GD-OCM required 3 or more data set to perform Gabor-

based filtering, fusion process, and Fourier transformation to obtain a cross-sectional 

image. Therefore, GD-OCM leads to a longer signal processing time as compared with 

OCT and OCM. 

To improve the signal processing speed of GD-OCM, spectral fusing Gabor 

domain optical coherence microscopy (SF-GD-OCM) had been demonstrated 

(Meemon, Widjaja, & Rolland, 2016). SF-GD-OCM performs bandpass filters on 

spectral interferences of each image zone. Filtered spectra are fused into one spectrum 

and then Fourier transformation is performed. The main advantage of the spectral-

domain fusing technique for GD-OCM over spatial-domain fusion technique is that 

only one Fourier transformation per one depth scan is required, which improved 

imaging speed as compared with multiple Fourier transformation per one depth scan in 

the conventional GD-OCM, while maintaining high lateral resolution. SF-GD-OCM 

was executed by using multi-core central processing units (CPUs) called CPU-based 

SF-GD-OCM. CPU-based SF-GD-OCM has improved imaging speed two times faster 
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as compared with the original GD-OCM. However, the processing time was still much 

slower than that of the conventional FD-OCT because it still takes time to filter as 

known as the Gabor-based filtering process that is required on the spectral interferences 

of each image zone. 

One solution to further improve the processing speed of SF-GD-OCM is by 

utilizing hardware-based signal processing. Graphic processing units (GPUs) have been 

implemented and reported to accelerate the processing speed of FD-OCT (Borkovkina, 

Camino, Janpongsri, Sarunic, & Jian, 2020; Cua et al., 2016). Besides, GD-OCM with 

spatial-domain fusion also accelerated its signal processing by GPUs (Cogliati et al., 

2016; Tankam et al., 2015). However, overall processing speeds of these techniques are 

limited by the speed of data transfer between the CPUs and GPUs.  

One possible implementation of hardware-based signal processing in SF-GD-

OCM is field-programmable gate arrays (FPGAs). FD-OCT system accelerated 

processing time by FPGA had been implemented and reported (Li, Sarunic, & Shannon, 

2011; Ustun, Iftimia, Ferguson, & Hammer, 2008). As the SF-GD-OCM required three 

or more datasets of spectral interference signal as captured by the camera line sensor, 

in-line processing, and parallel processing is demanded. Hence, the FPGA is suited to 

accelerate for SF-GD-OCM system. In this study, we have investigated the 

implementation of SF-GD-OCM using an FPGA frame-grabber device. 

 

1.2  Background of field-programmable gate arrays 

Field-programmable gate arrays (FPGAs) is a hardware-based processor, which 

can implement digital signal processing algorithms directly into integrated circuits. The 

small basic elements are the look-up table (LUT) that performs the logic operation and 
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flip-flops (FF) that are shift register elements for storing the stage or result of LUT. 

FPGA consists of a large array of configurable logic blocks (CLBs) or called slices or 

logic cells, which contain LUT and FF. The modern FPGA contains DSP48s that is 

prebuilt multiplier-accumulate circuitry that is useful for digital signal processing 

applications and block random access memory (BRAM) that is useful for storing 

datasets or passing values between parallel tasks (Mahotra, 2010; Sundararajan, 2010). 

An example of an architectural layout of the basic elements of an FPGA processor is 

shown in Figure 1.4. In traditional programming of FPGAs, developers are required to 

use hardware description languages (HDL), such as VHDL or Verilog, for 

programming, which are low-level. Therefore, FPGA takes time to develop the 

program. Recently, high-level synthesis (HLS) has been developed for FPGA 

programming. For example, NI LabVIEW software can be converted graphical block 

diagrams into digital hardware circuitry. HLS helps save time and is comfortable for 

designing and programming.   
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Figure 1.4  The architectural layout of FPGA; CLB = configurable logic blocks, 

BRAM = block random access memory, DSP48s = multiplier-accumulator 

circuitry. 

 

The advantage of the FPGA is the capability to implement digital signal 

processing algorithm logics directly into an integrated circuit. Thus, it provides speed, 

reliability, and processing better than executing on processor-based systems via 

application software, which causes more latency between algorithms. Moreover, FPGA 

can execute both in-line and parallel processing algorithm. Figure 1.5(a) and (b) show 

a flow diagram of CPU-based SF-GD-OCM and FPGA-based SF-GD-OCM, 

respectively.  
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(a)                                                (b) 

 

Figure 1.5 Comparison of flow diagrams of (a) CPU-based spectral fusing GD-OCM 

and (b) FPGA-based spectral fusing GD-OCM (Meemon, Lenaphet, & 

Saetiew, 2020). 

 

1.3  Significance of the study   

 CPU-based SF-GD-OCM as shown in Figure 1.5(a) causes more latency 

between algorithms. CPU-based SF-GD-OCM executes a sequence of signal 

processing and can not display images in realtime. GPU is suitable for post-processing 

such as that in the spatial fusing GD-OCM. However, there is an issue of data transfer 
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speed between CPU and GPU. Therefore, it is not suitable for spectral fusing GD-OCM 

since all raw spectrum must be transferred to GPU memory. The spectral fusing GD-

OCM in the FPGA frame grabber device is expected to address the bottleneck issue of 

data transferring speed between CPU and GPU, reduce the amount of data transfer 

between the frame grabber and the host computer, and reduce the amount of data needed 

to be held by the host computer. 

The FPGA-based spectral fusing GD-OCM could open a path for high-speed 

imaging of SF-GD-OCM, which will be useful for imaging biological samples at 

cellular level resolution in real-time. Furthermore, this capability will allow the 

implementation of the FPGA-based spectral fusing GD-OCM with lower specification 

and cost for the host computer. 

 

1.4  Research objectives    

 1.4.1  To develop a spectral fusing technique for GD-OCM by using an FPGA 

frame grabber device to improve the signal processing speed of GD-OCM. 

1.4.2  To design and construct the laboratory prototype of GD-OCM to verify 

the performance and speed of the spectral fusing technique by using an FPGA frame 

grabber device.   

 

1.5   Scope  

 1.5.1  Design and construct the spectral fusing GD-OCM system in laboratory 

using a broadband light source at around 840 nm central wavelength, and using liquid 

lens for shifting focal plane.  
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1.5.2  Develop spectral fusing technique for SF-GD- OCM by using FPGA in 

NI LabVIEW RIO Evaluation Kit ( SB- RIO 9637)  for data acquisition, filtering, and 

signal processing. 

1.5.3  Program FPGA frame grabber by LabVIEW programming. 

1.5.4  Verify the performance and speed of the FPGA-based spectral fusing 

GD-OCM by using the FPGA frame grabber device (PCIe-1473R) as compared with 

the CPU-based spectral fusing GD-OCM on the same host computer. 

1.5.5  Test the system with a stack of polymeric tapes and biological samples. 

 



 
15 

 

 

CHAPTER II 

THEORY 

 

2.1   Optical coherence tomography (OCT)  

OCT system is based on the Michelson interferometer. A broadband light source 

is split by a beam splitter into the sample and the reference arms as shown in Figure 

2.1. The light intensity reflected from the sample and the reference mirror is then 

captured by a detector. In time-domain OCT (TD-OCT), the interference signal is 

obtained by scanning the reference mirror to match the optical path length of the 

reflections from the sample. The interference signal is demodulated to generate a 

reflectivity depth profile as a function of times. In frequency-domain OCT (FD-OCT), 

the interference signal is captured as a function of wavelength. FD-OCT can be divided 

into two main different approaches, which depend on the light source. The first 

approach is spectrometer-based FD-OCT, in which the sample is illuminated by a 

broadband light beam and detected by a linear array detector. The second approach is 

swept-source-based FD-OCT (SS-OCT), in which the sample is illuminated by a 

broadband frequency-swept light source and a single photodetector is used to record 

the time-encoded spectral interference signal.  

Typically, SS-OCT systems used the high-speed frequency swept light source 

and required the high-performance analog to digital converter module, which leads to 

high cost when compared to spectrometer-based FD-OCT systems. The main 

improvement of FD-OCT over TD-OCT is that a full depth profile can be immediately 

achieved by an inverse Fourier transformation of a single acquired spectral interference 
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signal without the scanning of the reference mirror as required in TD-OCT (de Boer et 

al., 2003; Drexler et al., 2014; Leitgeb et al., 2003).  Furthermore, the improvement of 

the detector, i.e. charge-coupled device (CCD) or complementary metal-oxide-

semiconductor (CMOS) cameras, which is a multi-element array detector, leads to the 

improvement in the imaging speed and the signal to noise ratio. 

 

  

 

Figure 2.1 Schematic diagram of Michelson interferometer. 

 

2.2   Mathematical description  

2.2.1  FD-OCT signal  

Considering the spectrometer-based FD-OCT systems, the spectral 

intensity detected by the camera line sensor of an interferometer can be expressed as    

 

𝐼𝐷(𝑘) =  |�̂�𝑅(𝑘) +  �̂�𝑆(𝑘)|
2
 ,                                                                               (2.1) 
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where the caret symbol denotes a function in the spectral domain, �̂�𝑅(𝑘) is the spectral 

electric field propagating through the reference arm, and �̂�𝑆(𝑘) is the spectral electric 

field that is backscattered from the sample through the sample arm.  �̂�𝑅(𝑘) can be 

defined as    

 

 �̂�𝑅(𝑘) =  𝐾𝑅𝑟𝑅�̂�𝑅0(𝑘)e𝑗𝑘𝑙𝑅  ,                                                                                (2.2)    

 

where 𝑘 =
2𝜋

𝜆
 is the wave propagation number, 𝐾𝑅 is a real number of total losses in 

the reference arm, 𝑟𝑅 is the reflectivity of the reference reflecting element, �̂�𝑅0(𝑘) is 

the spectral electric field amplitude in the reference arm after propagating through the 

beam splitter, and 𝑙𝑅  is a round- trip propagation distance along the reference arm. 

�̂�𝑆(𝑘) is a collection of the reflected electric field at different locations along the beam 

path and can be defined as 

 

 �̂�𝑆(𝑘) =  𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)e𝑗𝑘𝑙𝑆 𝑑𝑙𝑆,                                                                        (2.3)   

  

where KS is a real number of total losses along in the sample arm, �̂�𝑆0(𝑘) is the spectral 

electric field amplitude in the sample arm after though the beam splitter, 𝑙𝑆 is a round-

trip propagation distance along the sample arm, and 𝑟𝑆(𝑙𝑆) is the sample reflectivity 

profile along the depth as a function of 𝑙𝑆 ( L. Wang & Wu, 2007) . Hence, the spectral 

intensity from Eq. (2.1) can be rewritten as 

 

𝐼𝐷(𝑘) =  (�̂�𝑅(𝑘) +  �̂�𝑆(𝑘)) (�̂�𝑅
∗(𝑘) +  �̂�𝑆

∗(𝑘)) ,                                                   (2.4)    
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where the asterisk symbol denotes the complex conjugate function of the electric field.  

 

𝐼𝐷(𝑘) =  �̂�𝑅(𝑘)�̂�𝑅
∗(𝑘) +  �̂�𝑆(𝑘)�̂�𝑅

∗ (𝑘) + �̂�𝑅(𝑘)�̂�𝑆
∗(𝑘) +  �̂�𝑆(𝑘)�̂�𝑆

∗(𝑘) .         (2.5) 

 

Plugging Eq. (2.2) and Eq. (2.3) into Eq. (2.5), it can be separately expressed in the 

desired form as follow. The first term is 

 

 �̂�𝑅(𝑘)�̂�𝑅
∗(𝑘) =  [𝐾𝑅𝑟𝑅�̂�𝑅0(𝑘)𝑒𝑗𝑘𝑙𝑅][𝐾𝑅𝑟𝑅�̂�𝑅0(𝑘)𝑒−𝑗𝑘𝑙𝑅 ] = |𝐾𝑅𝑟𝑅�̂�𝑅0(𝑘)|

2
.   (2.6)    

 

The second term is 

 

�̂�𝑆(𝑘)�̂�𝑅
∗ (𝑘) =  [𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝑆)e𝑗𝑘𝑙𝑆 𝑑𝑙𝑆][𝐾𝑅𝑟𝑅�̂�𝑅0(𝑘)e−𝑗𝑘𝑙𝑅 ]  

 

 = 𝐾𝑆𝐾𝑅𝑟𝑅|�̂�𝑆0(𝑘)�̂�𝑅0(𝑘)| ∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒𝑗𝑘𝑙𝑆−𝑗𝑘𝑙𝑅 𝑑𝑙𝑆 .                                   (2.7)    

 

The third term is 

 

 �̂�𝑅(𝑘)�̂�𝑆
∗(𝑘) =  [𝐾𝑅𝑟𝑅�̂�𝑅0(𝑘)e𝑗𝑘𝑙𝑅 ][𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝑆)e−𝑗𝑘𝑙𝑆 𝑑𝑙𝑆]    

 

 = 𝐾𝑆𝐾𝑅𝑟𝑅|�̂�𝑆0(𝑘)�̂�𝑅0(𝑘)| ∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒−(𝑗𝑘𝑙𝑆−𝑗𝑘𝑙𝑅)𝑑𝑙𝑆 .                              (2.8)    

 

The fourth term is 

 

�̂�𝑆(𝑘)�̂�𝑆
∗(𝑘) =  [𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝑆)e𝑗𝑘𝑙𝑆 𝑑𝑙𝑆][𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝑆)e−𝑗𝑘𝑙𝑆 𝑑𝑙𝑆]     
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= |𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆) 𝑑𝑙𝑆|

2
.                                                                       (2.9)    

 

By plugging Eq. (2.6), (2.7), (2.8) and (2.9) back into Eq. (2.5),  

 

   𝐼𝐷(𝑘) =  |𝐾𝑅𝑟𝑅 �̂�𝑅0(𝑘)|
2

+  𝐾𝑆𝐾𝑅𝑟𝑅 |�̂�𝑆0(𝑘)�̂�𝑅0(𝑘)| ∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒𝑗𝑘𝑙𝑆−𝑗𝑘𝑙𝑅 𝑑𝑙𝑆 +

               𝐾𝑆𝐾𝑅𝑟𝑅 |�̂�𝑆0(𝑘)�̂�𝑅0(𝑘)| ∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒−(𝑗𝑘𝑙𝑆−𝑗𝑘𝑙𝑅)𝑑𝑙𝑆 + |𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝑆) 𝑑𝑙𝑆|

2
 .         (2.10)    

 

Considering in ideal condition of the beam splitter with 50/50 split ratio, we can define 

�̂�𝑅0(𝑘) = �̂�𝑆0(𝑘) =  �̂�0(𝑘), where �̂�0(𝑘) is the arbitrary spectral electric field 

amplitude. Besides, assuming there is no loss in both reference and sample paths 

(𝐾𝑅 = 𝐾𝑆 = 1). Therefore, the spectral interference signal in Eq. (2.10) can be rewritten 

as    

 𝐼𝐷(𝑘) =  |𝑟𝑅�̂�0(𝑘)|
2

+  𝑟𝑅|�̂�0(𝑘)|
2

∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒𝑗𝑘𝑙𝑆−𝑗𝑘𝑙𝑅𝑑𝑙𝑆 +                   

            𝑟𝑅|�̂�0(𝑘)|
2

∫ 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒−(𝑗𝑘𝑙𝑆−𝑗𝑘𝑙𝑅)𝑑𝑙𝑆   + |�̂�0(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝑆) 𝑑𝑙𝑆|

2
 .             (2.11)    

 

The first term represents a static signal called the DC-term that can be measured 

by blocking the signal from the sample arm. In practice, The DC-term can be removed 

by subtraction between the mean signal of the interference and the interference signal. 

The fourth term represents the auto-correlation term (AC-term) that is all of the cross 

interference of backscattering signals from different depths in the sample arm. The AC-

term signal is much smaller than other terms in Eq. (2.11) (i.e., 𝑟𝑆 <<  𝑟𝑅), which can 

be ignored. In practice, AC-term can also be removed by blocking the reference arm 

then taking the subtraction directly from the interference signal. Assuming that the DC- 
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term and AC-term are removed, the optical path difference is defined as 𝑙𝐷 =  𝑙𝑆 − 𝑙𝑅 , 

the power spectral density of the light source is �̂�(𝑘) = |�̂�0(𝑘)|
2
, and the sample 

reflectivity profile as a function of the optical path length difference 𝑙𝐷  is 𝑟𝑆(𝑙𝐷), the 

spectral interference signal at the camera line sensor become     

 

𝐼𝑖𝑛𝑡(𝑘) =  𝑟𝑅�̂�(𝑘) ∫ 𝑟𝑆
+∞

−∞
(𝑙𝐷)𝑒𝑗𝑘𝑙𝐷𝑑𝑙𝐷 + 𝑟𝑅�̂�(𝑘) ∫ 𝑟𝑆

+∞

−∞
(𝑙𝐷)𝑒−(𝑗𝑘𝑙𝐷)𝑑𝑙𝐷 .            (2.12) 

 

By using the definition of the Fourier transform of the space variable as 

 

 �̂�(𝑘) = ℑ{𝑓(𝑥)} = ∫ 𝑓(𝑥)𝑒−𝑗𝑘𝑥𝑑𝑥
+∞

−∞
 ,                                             (2.13) 

 

and using the property 𝑓(−𝑥)
ℑ

⇔ �̂�(−𝑘) , Eq. (2.12) can be further expressed as    

 

 𝐼𝑖𝑛𝑡(𝑘) =  𝑟𝑅�̂�(𝑘)ℑ{𝑟𝑆(−𝑙𝐷)} + 𝑟𝑅�̂�(𝑘)ℑ{𝑟𝑆(𝑙𝐷)} ,                                        (2.14) 

 

 𝐼𝑖𝑛𝑡(𝑘) =  𝑟𝑅�̂�(𝑘)[ℑ{𝑟𝑆(−𝑙𝐷)} + ℑ{𝑟𝑆(𝑙𝐷)}] .                                                (2.15)  

   

Therefore, the inverse Fourier transform of the product of two functions in Eq. (2.15) 

is considered as the convolution of the two transformed functions as 

 

   𝐼𝑂𝐶𝑇(𝑙𝐷) =  𝑟𝑅ℑ−1{�̂�(𝑘)} ∗ [𝑟𝑆(𝑙𝐷) +  𝑟𝑆(−𝑙𝐷) ] .                       (2.16) 

 

The OCT signal or a depth-resolved reflectivity profile can be achieved by the 

inverse Fourier transform of the measured spectral interference signal. We defined 

𝛾(𝑙𝐷)  = ℑ−1{�̂�(𝑘)} . Then Eq. (2.16) can be rewritten as    
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   𝐼𝑂𝐶𝑇(𝑙𝐷) =  𝑟𝑅[𝛾(𝑙𝐷)] ∗ [𝑟𝑆(𝑙𝐷) +  𝑟𝑆(−𝑙𝐷) ] ,                       (2.17)   

 

where 𝛾(𝑙𝐷) is an axial point spread function (PSF) of the system and 𝑟𝑆(𝑙𝐷) and 

𝑟𝑆(−𝑙𝐷) is the even symmetric function of the sample reflectivity. For demonstration, 

assuming that the homogenous 3 layered materials is a sample, where the reflectivity is 

represented by the delta function at the different depth as shown in Figure 2.2.  

 

  

 

Figure 2.2 Illustration of the sample reflectivity along the depth. 
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Figure 2.3 Schematic diagram shows the even symmetric function of the sample 

reflectivity. 𝒓𝑺(𝒍𝑫) is the real reflectivity profile of the sample.  𝒓𝑺(−𝒍𝑫) 

is a mirror image caused by a complex conjugate of the Fourier transform 

of a real function. 

 

 

 

Figure 2.4  Schematic diagram shows that an axial point spread function is the inverse 

Fourier transform of the power spectral density of the light source.    
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Figure 2.5 Schematic diagram shows that the resolved depth profile is a convolution 

between an axial point spread function and the sample reflectivity. 

 

2.2.2  GD-OCM signal 

  Eq. (2.17) expresses the FD-OCT signal, which typically uses a low NA 

of the objective lens (e.g., NA <0.1). To obtain both long imaging depth and high lateral 

resolution, GD-OCM uses a high NA of the objective lens and tunable focus techniques. 

With the combination of FD-OCT imaging and a high NA of the objective lens, the 

spectral electric field that is backscattered from the sample as given by Eq. (2.3) can be 

modified as 

 

�̂�𝑆(𝑘; 𝑙𝑠0) =  𝐾𝑆�̂�𝑆0(𝑘) ∫ 𝑔(𝑙𝑠−𝑙𝑠0). 𝑟𝑆
+∞

−∞
(𝑙𝑆)𝑒𝑗𝑘𝑙𝑆 𝑑𝑙𝑆,                             (2.18)   
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where 𝑔(𝑙𝑠−𝑙𝑠0) denotes a window function called Gabor window whose shape can be 

approximated by a function that concentrates around the position 𝑙𝑠 equals to 𝑙𝑠0 and 

has a finite width, which is much narrower than the function 𝑟𝑆(𝑙𝑆). In GD-OCM, where 

a high NA of the objective lens is used to collect reflected light from the sample, the 

DOF of the objective lens serves as a window function along the depth centered at the 

focal plane of the imaging optics located at 𝑙𝑠0.  

ssuming that the sample is multi-layered homogenous materials that can be 

represented by the infinite delta function at the different depths as shown in Figure 2.6. 

Figure 2.6(a) illustrates the sample reflectivity along the depth. Figure 2.6(b) illustrates 

a Gabor windows function along the depth centered at 𝑙𝑠0. Figure 2.6(c) shows the 

sample reflectivity that is governed by the Gabor windows function that is the effect of 

a high NA of the objective lens. 
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Figure 2.6  Schematic diagram shows (a) the sample reflectivity along the depth, (b) a 

Gabor windows function along the depth centered at 𝒍𝒔𝟎 as a result of DOF, 

and (c) the sample reflectivity that is governed by Gabor windows function 

that is the effect of a high NA of the objective lens.  

 

Let’s assume that there is no loss in both parts (𝐾𝑅 = 𝐾𝑆 = 1) and follow in a 

similar way to the case of FD-OCT, the spectral interference signal obtained in GD-

OCM can be expressed as 

 

𝐼𝑖𝑛𝑡(𝑘; 𝑙𝐷0) =  𝑟𝑅�̂�(𝑘) ∙ [∫ 𝑔(𝑙𝐷−𝑙𝐷0). 𝑟𝑆(𝑙𝐷)𝑒𝑗𝑘𝑙𝐷𝑑𝑙𝐷
+∞

−∞
+  

∫ 𝑔(𝑙𝐷−𝑙𝐷0). 𝑟𝑆(𝑙𝐷)𝑒−𝑗𝑘𝑙𝐷𝑑𝑙𝐷
+∞

−∞
],                                                              (2.19)    

 

according to the sample reflectivity is the even symmetric function. By analyzing only 

the positive values of the z-axis, we obtain 

 

(a) (b) (c) 
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𝐼𝑖𝑛𝑡(𝑘; 𝑙𝐷0) =  𝑟𝑅�̂�(𝑘) ∙ [∫ 𝑔(𝑙𝐷−𝑙𝐷0). 𝑟𝑆(𝑙𝐷)𝑒𝑗𝑘𝑙𝐷 𝑑𝑙𝐷
+∞

−∞
].                       (2.20)    

 

Eq. (2.20) shows the integration term in the form of a Gabor transform, where the DOF 

serves as a weighting window whose center may be shifted by varying the focal length 

of the dynamic focus objective lens. The term 𝑟𝑅�̂�(𝑘) in Eq. (2.20) is related to the 

spectral shape of the light source that can be removed by subtraction technique. 

Therefore, the oscillation part of the interference spectrum can be deducted as (J. P. 

Rolland et al., 2010)  

 

�̂�(𝑘; 𝑙𝐷0) = ∫ 𝑔(𝑙𝐷−𝑙𝐷0). 𝑟𝑆(𝑙𝐷)𝑒𝑗𝑘𝑙𝐷𝑑𝑙𝐷
+∞

−∞
 .                                              (2.21)    

 

From Eq. (2.21), the depth profile can be reconstructed by means of an inversion of the 

 Gabor transform or the local Fourier transform defined by (Barrett & Myers, 2004) 

 

𝑟𝑆(𝑙𝐷) = ∫ ∫ �̂�(𝑘; 𝑙𝐷0).
𝑔(𝑙𝐷−𝑙𝐷0)

‖𝑔‖2 𝑒−𝑗𝑘𝑙𝐷𝑑𝑙𝐷0𝑑𝑘
+∞

−∞

+∞

−∞
 ,                                 (2.22)    

 

where ‖𝑔‖ =  [∫ |𝑔(𝑙𝐷)|2𝑑𝑙𝐷
+∞

−∞
]

1

2 is for normalization of the window. As a result of the 

normalization of the window, the production between the window and the sample 

reflectivity is not amplifier or change information of sample reflectivity. Using the 

concept of Gabor’s signal expansion, the sampled version of Eq. (2.22) can be 

expressed as    

 

 𝑟𝑆(𝑙𝐷) = ∑ ∑ �̂�(𝑘𝑛; 𝑚𝛿𝑙𝐷0).
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2 𝑒−𝑗𝑘𝑛𝑙𝐷∞
𝑛=−∞

∞
𝑚=−∞ ,                             (2.23)    
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 𝑟𝑆(𝑙𝐷) = ∑
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
∑ �̂�(𝑘𝑛; 𝑚𝛿𝑙𝐷0).∞

𝑛=−∞
∞
𝑚=−∞ 𝑒−𝑗𝑘𝑛𝑙𝐷  ,                            (2.24) 

 

where the signal �̂�(𝑘𝑛; 𝑚𝛿𝑙𝐷0) corresponds to an interference fringe of the detected 

spectral interference signal acquired at every shift of the focal plane of the dynamic 

focus objective by an amount of 𝑚𝛿𝑙𝐷0. The number of shifting focal pane defined as 

m and the distance between two focusing points defined as 𝛿𝑙𝐷. The term 

∑ �̂�(𝑘𝑛; 𝑚𝛿𝑙𝐷0).∞
𝑛=−∞ 𝑒−𝑗𝑘𝑛𝑙𝐷  in Eq. (2.24) was defined as 𝑟𝑆,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷0), which 

represents a backscattering event that occurs within the optical path length difference 

𝑙𝐷 and within the DOF of the dynamic focusing objective when the focal plane is shifted 

by an amount 𝑚𝛿𝑙𝐷0. Eq. (2.24) can be rewritten as 

 

 𝑟𝑆(𝑙𝐷) = ∑
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
∞
𝑚=−∞ . 𝑟𝑆,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷0) .                                                         (2.25) 

 

Eq. (2.25) expresses the reflectivity profile 𝑟𝑆(𝑙𝐷) in GD-OCM. By inserting Eq. (2.25) 

into Eq. (2.17) and considering only the positive values of the z-axis, the final GD-

OCM image can be reconstructed from multiple collected GD-samples as  

 

 𝐼𝑂𝐶𝑇(𝑙𝐷) =  𝑟𝑅[𝛾(𝑙𝐷)] ∗ [∑
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
∞
𝑚=−∞ . 𝑟𝑆,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷) ],                      (2.26) 

 

  𝐼𝑂𝐶𝑇(𝑙𝐷) =  ∑
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
∞
𝑚=−∞ 𝑟𝑅𝛾(𝑙𝐷) ∗ 𝑟𝑆,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷).                                (2.27) 

 

By defining the 𝐼𝑂𝐶𝑇,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷) = 𝑟𝑅[𝛾(𝑙𝐷)] ∗ 𝑟𝑆,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷) as the OCT signal 

acquired at focus position shifted by an amount 𝑚𝛿𝑙𝐷0. The full depth profile of the 

sample reflectivity for GD-OCM or GD-fusion in the spatial domain can be written as 
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 𝐼𝐺𝐷𝑂𝐶𝑀(𝑙𝐷) =  ∑
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
∞
𝑚=−∞ . 𝐼𝑂𝐶𝑇,𝑚(𝑙𝐷, 𝑚𝛿𝑙𝐷0).                                       (2.28)    

 

For demonstration, consider the sample as the homogenous multi-layered 

materials as the infinite delta function as shown in Figure 2.7(a) and 4 focusing zones 

are determined. Figure 2.7(b) is representing the sample reflectivity at the normal focal 

plane or not shifting the focus. Figure 2.7(b-d) shows the convolution between an axial 

point spread function and the sample reflectivity of the Gabor window at each focus 

shifting. Figure 2.7(f-i) shows the resolved depth profile that is governed by the Gabor 

window at difference shifting focus. Figure 2.7(j) shows the resolved depth profile of 

all 4 focusing zones that are fused to obtain the full depth profile. This method is known 

as GD-fusion in the spatial domain.  
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Figure 2.7 Schematic diagram shows (a) the sample reflectivity of the sample as the 

homogenous multi-layered materials as the infinite delta function along 

with the sample’s depth, (b-e) the convolution between an axial point 

spread function and the sample reflectivity as dominated by the DOF, (f-i) 

the resolved depth profile where m = 0 represents no focus shift and m = 

1,2,3 represents the shift of focus, (j) the full depth profile of the sample 

reflectivity as obtained by GD-fusion in the spatial domain. 
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2.2.3  SF-GD-OCM signal 

The inverse Fourier transformation of Eq.  ( 2. 28)  back to the spectral 

domain can be written as 

 

 𝐼𝑖𝑛𝑡(𝑘) =  ∑ ℑ−1 {
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
}∞

𝑚=−∞ ∗ 𝐼 𝑖𝑛𝑡(𝑘, 𝑚𝛿𝑙𝐷).                              (2.29) 

 

The GD-fusion can be performed in the spectral domain as shown in Eq. (2.29) by the 

convolution of the inverse Fourier transformation of the sliding Gabor windows that is  

ℑ−1 {
𝑔(𝑙𝐷−𝑚𝛿𝑙𝐷0)

‖𝑔‖2
} with the spectral interference signal acquired at different focus 

positions of the objective lens. In practice, the convolution in Eq. (2.29) is equivalent 

to performing a bandpass filter on a spectral interference signal (Van de Vegte, 2008). 

The filtered spectral interference signal are summed to one spectral interference signal, 

which contains only an in-focus signal. Therefore only one Fourier transform is needed 

to obtain the full depth profile. Eq. (2.29) expresses as spectral-domain GD-OCM or 

called the spectral fusing GD-OCM (SF-GD-OCM).    
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2.3  Digital filters  

A system that can modify or change the frequency characteristic of a spectrum 

is known as a filter. The filters can be achieved in either an analog filter or a digital 

filter (Van de Vegte, 2008). A digital filter is implemented in an integrated circuit chip 

that is flexible for programming, while an analog filter is implemented in electrical 

circuit components (i.e., resistor, capacitor, and inductor). However, the main 

advantage of a digital filter over an analog filter is software programmable, which is 

convenient for redesigning or modifying the behavior of the filter (i.e., update the list 

of numerical coefficients). On the other hand, an analog filter needs to rebuild an 

electrical circuit. Furthermore, the performance of a digital filter is not significantly 

affected by temperature or humidity while an analog filter does. The two main types of 

digital filters including finite impulse response (FIR) and infinite impulse response 

(IIR) filters. Each type separates into four categories, including lowpass filter, highpass 

filter, bandpass filter, and stopband filter. The frequency between a pass frequency 

range or block frequency range is defined as the cut-off frequency (fc). The lowpass 

filters allow lower frequency than cut-off frequency passes through to the output. The 

highpass filters allow higher frequency than cut-off frequency passes through to the 

output. The bandpass filters allow only frequency within a range of cut-off frequency 1 

(fc1) and cut-off frequency 2 (fc2) to pass to the output. The stopband filter works 

oppositely to the bandpass filter. An ideal filter will give the filter gain equals to one in 

the passband region or equals to zero in the bandstop region. The gain of the filter is 

calculated by the ratio of the amplitude output and the input amplitude.  

The ideal frequency response of lowpass filter, highpass filter, bandpass filter, 

and stopband filter, is shown in Figure 2.8(a-d), respectively. 
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Figure 2.8 Shows the ideal frequency response of (a) lowpass filters, (b) highpass 

filters, (c) bandpass filters, and (d) stopband filters, where fc = cut-off 

frequency. 

 

Ideally, filter gain in passband region equals 1 in linear scale and equals 0 dB 

in log scale. In practice, filter gain in the passband region is not constant, which is 

known as the ripple (δp). The ripples can occur in both of passband region and stop-

band region. The boundary region between the passband region and stopband region is 

called the transition band. Typically, the width of the transition band is bounded by the 

cut-off frequency (i.e., defined by filter gain equals to 20log(1- δp) or 0.707 in linear 

scale) and stop frequency (i.e., defined by filter gain equals to 20log(δp) ). In our 

experiment, we used a digital filter design toolkit, which is the filter designing program 
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from National Instrument. Considering Eq. (2.29), the Gabor window shape is a bell 

curve that approximates the frequency response of a bandpass filter. The practical 

frequency response of bandpass is shown in Figure 2.9. 

 

 

 

Figure 2.9   The practical frequency response of bandpass filters. The vertical axis 

represents filter gain in log scale and the horizontal axis represents 

frequency in Hz unit. 

 

2.3.1  Mathematical equation of filters  

The equation of finite impulse response (FIR) filter is given by 

 

 𝑦[𝑛] = ∑ 𝑏𝑟𝑥[𝑛 − 𝑟] ,𝑀
𝑟=0                                                                    (2.30) 

 

and the equation of infinite impulse response (IIR) filter is given by 

 

 𝑦[𝑛] = − ∑ 𝑎𝑘𝑦[𝑛 − 𝑘]𝑁
𝑘=1 + ∑ 𝑏𝑟𝑥[𝑛 − 𝑟]𝑀

𝑟=0  ,                                       (2.31) 
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where 𝑥[𝑛] is an input, 𝑦[𝑛] is an output, 𝑦[𝑛 − 𝑘] is the previous output, 𝑎 and 𝑏 are 

the feedback coefficients and the forward coefficients, respectively, 𝑁 and 𝑀 are the 

total number of feedback coefficients and forward coefficients, respectively. We usually 

called M as order. The equation of an IIR filter has feedback. An IIR filter required a 

lower order than an FIR filter. Therefore, IIR filters can perform filtering faster and 

provide higher precision than the FIR filter (Mahotra, 2010). FIR filters require the 

multiplication and accumulate sum with the current input x[n] that is normally 

implemented with the DSP module to generate the current output y[n]. However, IIR 

filters are more challenging to implement at the hardware processing level because the 

output current y[n] depends on both the current input x[n] and the previous output y      

[n-k]. 

2.3.2  Sampling frequency 

   The interference signal as captured by the camera line sensor is 

equivalent to converting the interference signal into its digital representation. The beam 

scanning along to axial direction is taking time as the exposure time of the camera line 

sensor. The discrete values of the interference signal is known as a sample. The total 

number of samples is determined by the pixels of the camera line sensor called Npixel. 

Therefore, time interval ∆𝑡 is known as time sampling or sampling period or sampling 

interval as shown in Figure 2.10(a), which is defined as (Chugani, Samant, & Cerna, 

1998) 

 

 ∆𝑡 =  
𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑡𝑖𝑚𝑒

𝑁pixel
  ,                                                                                    (2.32) 
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where ∆𝑡 denotes the sampling interval in seconds per sample and Npixel denotes the 

number of pixels of the camera line sensor. The inversion of sampling interval is known 

as sampling frequency that can be expressed as  

 

 𝑓𝑠 =
1

∆𝑡
  ,                                                                                                        (2.33) 

 

where 𝑓𝑠  denotes sampling frequency in samples per second. Therefore, frequency 

interval or the frequency spacing as shown in Figure 2.10(b) can be calculated as 

 

 ∆𝑓 =  
𝑓𝑠

𝑁𝐹𝐹𝑇
  ,                                                                                                (2.34) 

 

where 𝑁𝐹𝐹𝑇 is the number of samples in the frequency domain. From this equation, the 

result of multiplication of ∆𝑓 and 𝑁𝐹𝐹𝑇 is given the maximum frequency which equals 

the sampling frequency. Hence, the Nyquist frequency is one-half of the maximum 

frequency. We can express the Nyquist frequency in different terms as  

 

Nyquist frequency =  
𝑓𝑠

2
=  

1

2∆𝑡
=

𝑁𝑝𝑖𝑥𝑒𝑙

2(𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑡𝑖𝑚𝑒)
 ,                                 (2.35) 

 

The sampling of the interference signal can be represented in the time domain as shown 

in Figure 2.10(a). Moreover, it can be represented in the frequency domain by using a 

fast Fourier transform as shown in Figure 2.10(b). 
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Figure 2.10  The interference signal represented by the discrete of samples in  (a) time 

domain and (b) frequency domain. Npixel = the number of pixels of the 

camera line sensor as known as the number of samples in the time domain, 

FFT = fast Fourier transform, fs = sampling frequency, NFFT = the number 

of samples in the frequency domain. 

 

2.3.3  Design methods of IIR filters  

   There are several methods for IIR filter design. Each method provides 

different characteristics of frequency response, depending on the distribution of the 

ripple that occurs in either the passband region or the stopband region. These methods 

include the Butterworth method that are the smoothest frequency response with no ripple 

both in the passband region and stopband region. However, this method requires the 

highest order for designing, which leads to longer processing time. Chebyshev Type I 

method provides no ripple in the stopband region but allows ripple in the passband 

region. Chebyshev Type II method works contrariwise with Chebyshev Type I that 

provides no ripple in passband region and allows ripple in stopband region. Both 

Chebyshev Type I and Type II methods give faster frequency responses in the transition 

region than the Butterworth method. The Elliptic method provides ripple both of 

(a)          (b)  
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passband region and stopband region. Normally, the Elliptic method requires the lowest 

order for designing. Thus, this method allows for the fastest processing time. 

 

2.4 Implementation of digital filters on FPGA  

2.4.1  FIR filter structure 

   Eq. (2.30) can be implemented on FPGA in simple structure as shown in 

Figure 2.11. FIR structure consists of multiplication, addition, and delay element used 

for shifting input signals. In practice, the FIR filter is commonly implemented by using 

the DSP module that is included in modern FPGA chips. DSP modules are pre-built 

logic blocks based on multiplication and addition. 

 

 

 

Figure 2.11 FIR filter representation in a simple structure. 

 

2.4.2  IIR Filter Structure 

From Eq. (2.31), we can implement IIR filter in different structures as follows. 

  2.4.2.1 Direct form I structures 

    The direct form I was implemented by a forward FIR filter part 

and a reverse FIR filter part (Francis, 2009). This structure consists of two columns as 

shown in Figure 2.12(a) called direct form I. On the left of the direct form I structure is 
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a forward FIR filter part and on the right is a reverse FIR filter part. The advantage of 

this structure is that it is easy to understand and implement. However, this structure is 

not suitable for FPGA implementation because it takes too many resources. The direct 

form I can be rearranged operation by taking delay element after multiplication and 

addition. This structure is called transpose direct form I. This could save delay element 

resources of FPGA as shown in Figure 2.12(b). However, the forward FIR filter part is 

normally more delay element required that could be a factor limit.  

 

 

 

Figure 2.12 IIR structure of (a) direct form I and (b) transpose direct form I. 

 

2.4.2.2 Direct form II structures 

   Direct form II can be performed by swapping the direct form I 

from two columns into one column as shown in Figure 2.13(a). Figure 2.13(b) shows 

the structure of transposed direct form II. Direct form II structure use delay less element 

than transposed direct form I. It provides an advantage over direct form I that requires 

less memory storage and handles overflow by creating the larger adder. However, these 
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structures provide a worse SNR if they are implemented more than 2 orders. This issue 

can be solved by implementing a cascaded structure, where each cascaded is handled by 

2 orders. Thus, the number of cascaded stages is determined by orders divided by three. 

This can be formulated as M/3 as shown in Figure 2.14. 

 

 

 

Figure 2.13 IIR structure of (a) direct form II and (b) transpose direct form II.  

 

 

 

 

Figure 2.14 A cascaded structure of IIR structure. 

 

2.5  Fixed-point implementation 

FPGAs use a fixed-point data type for signal processing. The calculation speed 

of the fixed-point data type is faster than that of the floating-point data type. The fixed-

point data type requires lower logic resources, which increase clock speed and less 

power consumption as compared with the floating-point numbers (Kehtarnavaz & 
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Mahotra, 2010). However, the disadvantage of fixed-point data type is that it is more 

complicated to design and lower accuracy as compared with the floating-point data type.  

 

 

 

Figure 2.15 Schematic diagram shows the fixed-point representation. 

 

The fixed-point consists of an integer part and fractional part with m and n bit, 

respectively, as shown in Figure 2.15. We will use a Q-point for a fixed-point number 

represented as Q m.n, where m is the number of integer bits and n is the number of 

fractional bits. The total number of integer bits and the number of fractional bits is called 

word length for unsigned. Plus 1 bit into m then word length for signed fixed-point is 

m+n+1. The word length normally corresponds with a processor (i.e., FPGA in 

LabVIEW program is allowed 64-bit maximum length on the fixed-point data type). A 

fixed-point number is a binary number that can represent in different Q-point formats. 

The fixed-point number can be designed and considered as the range and resolution of 

data according to archived maximum clock rate of the algorithm. The range of fixed-

point can be expressed as 0 ≤ α ≤ (2m-1) for unsigned or -(2m-1) ≤ α ≤ (2m-1) for signed. 

The resolution or known as a delta of the fixed-point is considered as 2-n. For example, 

Q3.5 would have a word length of 8 bits as shown in Figure 2.16(a) for unsigned and 

Figure 2.16(b) for signed.     
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  (a)                  (b) 

 

Figure 2.16   The range and resolution of (a) unsigned and (b) signed fixed-point number 

by using LabVIEW programming.    

 

In the case of summation, the result of Qm1.n1 + Qm2.n2 in Q format is Qm3.n3, 

when m3 is which m bits value is greater, then add 1 bit to prevent overflow problem, n3 

is which n bits value is greater, then select that value. For example, Q3.5 + Q4.6 is Q5.6. 

Moreover, in the case of multiplication, the result of Qm1.n1 multiplies by Qm2.n2 in Q 

format is Qm3.n3, when m3 = m1+ m2 and n3= n1+ n2. For example, Q3.5 x Q4.6 yields 

Q7.11. 

According to the IIR equation, multiple multiplications and summations must be 

performed continuously. The Q format result will become larger and larger. As a result, 

the speed clock of FPGA will slow down. Therefore, the output calculation of fixed-

point numbers needs quantization. First, overflow mode was divided into saturate and 

wrap. In saturate mode, if the value is less than the minimum value, the value is set to 

the minimum of the output type. If the value is greater than the maximum value, the 
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value is set to the maximum of the output type. In wrap mode, the last bit of the value 

will be discarded until the value is in the range of the output type. Second, rounding 

mode was divided into round half to even, round half up, and truncate. Round half to 

even is rounding the least significant bit to zero. This rounding mode is the most accurate 

output. Round half up is rounding the value up. Truncate is rounding the value down by 

discarding the least significant bit. This rounding mode provides the best performance 

but the least accurate output. To perform IIR equation based on the fixed-point number, 

we need to design and consider rounding and overflowing of fixed-point data types, 

which is extremely important to consider when implementing an algorithm into an 

FPGA.
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CHAPTER III 

METHODS 

 

3.1  SF-GD-OCM system setup    

The interferometer was based on a free-space Michelson interferometer setup. 

A schematic diagram of the setup of the FPGA-based SF-GD-OCM system is illustrated 

in Figure 3.1(a) and the photograph of the system is shown in Figure 3.1(b). The light 

source was a superluminescent diode (EXS210090, Exalos AG, Switzerland) with a 

central wavelength (𝜆0) of 840 nm and spectral width (∆𝜆) of about 70 nm. The light 

source was coupled to fiber and delivered to a collimator (CL1) and then was split by a 

beam splitter cube (CCM1-BS014, Thorlabs Inc., USA) into two beam paths. Light in 

a reference beam path was reflected by a retro-reflector prism (PS975M-B, Thorlabs 

Inc., USA). Light in a sample beam was passed through a liquid lens (3.9 mm CA, A-

39N0 Corning® Varioptic®, Edmund Optics, Singapore) for tuning of the focal plane. 

Then a sample beam was incident on a 2D galvanometer mirror (JD2203, Sino-Galvo 

Technology, China) and redirected to an objective lens that is a microscope objective 

(RMS10X-PF, Thorlabs Inc., USA) with 0.3 NA. Finally, the sample beam was 

reflected from the sample, collected by a collimator (CL2), and delivered to a custom-

built spectrometer (Meemon, Palawong, & Pongchalee, 2014). The interference signals 

were captured by a CMOS camera line sensor (raL6144-80km, Basler Vision 

Technologies, Germany). The pixel size of CMOS was 7 µm x 7 µm. The resolution of 

the line sensor was 6144 pixels per line and the maximum line rate was 80,000 lines 
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per second.  The interference signals were transferred to an FPGA frame grabber      

(PCIe-14 73, National instruments corp., USA) through the camera link interface. We 

created a precision scanning system by using NI myRIO (myRIO-1900, National 

instruments corp., USA). NI myRIO is reconfigurable input/output (RIO) device that 

can be used to control a 2D galvanometer mirror and generate a pulse signal for a 

trigger. NI myRIO is composed of an FPGA chip and dual-core ARM cortex A9 

processor. Four main processes of SF-GD-OCM were implemented in the FPGA frame 

grabber for speeding up processing and reduce the amount of data to transfer to the 

computer i.e., linear wavenumber interpolation, spectral filtering, spectral fusing, and 

Fast Fourier Transform (FFT). Then the processed spectrum signals were transferred to 

the host computer via the PCI express interface.   
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(a) 

 

(b) 

 

Figure 3.1 A schematic diagram of (a) setup and (b) the photograph of the FPGA-based 

SF-GD-OCM system; MO=microscope objective, GV=galvanometer 

mirror, LL=liquid lens, BS=beam splitter, CL=collimator, RTF=retro 

reflector.    
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3.2  Design of the precision scanning system     

The basis for SF-GD-OCM imaging is one interference signal representing one 

A-scan. To get a two-dimensional and three-dimensional cross-section of a sample, we 

have designed the SF-GD-COM scanning system. We defined the number of A-scan as 

Nx1 to represent the number of scanning on the x-axis. The exposure time is the length 

of time when the camera is reading data per A-scan. We designed the triangle waveform 

for controlling the galvanometer mirror on the x-axis as shown in Figure 3.2(c), where 

the rising path of the triangle waveform started from the minimum voltage (Vmin) to the 

maximum voltage (Vmax) that corresponds with the length of scanning on the x-axis in 

the millimeter unit. The rising period (T1) of the triangle waveform can be calculated 

by the multiplication of Nx1 and exposure time. This period also corresponds with the 

frame period, when the CMOS camera is reading data in as shown in Figure 3.2(b). The 

falling period (T2) of the triangle waveform was set to 10% of the rising period. The 

falling period was designed to match the time of reading data out of the CMOS camera. 

The falling period also was designed to correspond with moving back of the 

galvanometer mirror to the minimum voltage before the next frame scanning.  
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Figure 3.2 A schematic diagram shows the trigger and scanning system controlled by 

NI myRIO, where (a) the main clock for camera trigger and scanner trigger, 

(b) camera exposure control, (c) the applied voltage waveform on the 

galvanometer mirror for x-scan, and (d) the applied voltage on the 

galvanometer mirror for y-scan. 
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The summation of the rising period and falling period was used to define the 

period of pulse width modulated signal (PWM). The PWM period (Ttrigger) can be 

calculated by Ttrigger = T1 + T2. The PWM signal was used to be the main trigger called 

“The main clock” as shown in Figure 3.2(a). We designed a program to detect the rising 

edge of the main clock for the camera trigger and the x-axis scan controlling. The duty 

cycle of the main clock was set to 10%. For the y-axis scan controlling as shown in 

Figure 3.2(d), when the x-axis scan (B-scan) was finished, we increased the voltage 

level for moving the galvanometer mirror in the y-axis (C-scan). The range of the 

voltage value of the y-axis scan controlling corresponded with the length of scanning 

in the y-axis in the millimeter unit. The relation of all three scans is shown in Figure 

3.3. The analog output channels of NI myRIO-1900 offers a digital-to-analog converter 

(DAC) in 12 bits resolution. These DAC can generate voltage values from -10V to 

+10V with 4096 different voltage levels (212). The DAC encodes 12 bits as -2047 to 

2048 (a signed integer) to represent -10V and 10V, respectively.    
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Figure 3.3 A schematic diagram shows a 3D scanning system of the SF-GD-OCM. 

 

For demonstration, we start by specifying one cycle of the reference waveform 

as a triangle waveform into a look-up table as a 12-bitts signed integer that contains Nx2 

sample points.  In our experiment, we designed the number of A-scan to be 1000 (i.e., 

Nx1 = 1000). Then Nx2 is 10% more than Nx1, which is 1100. Besides, loop time on 

LabVIEW FPGA-based is normally driven by a clock rate of 40 MHz. Therefore,  the 

loop time interval is 25 ns to produce one output voltage value. Thus, the triangle 

waveform period is 27.5 µs (i.e., Nx2 multiply by loop time interval) and the frame 

period or the scanning period should be 25 µs (i.e., Nx1 multiply by loop time interval). 

The frame acquisition on speed is about 40 kHz that is too fast for the galvanometer 

mirror (i.e., frequency ≤ 1000Hz). In practice, the frame period is governed by the 

exposure time. For example, if we set the exposure time to 50 µs, we have to set the 

frame period or the scanning period to 50 ms (T1) that is 20 frame per second. Then, 

the trigger period (Ttrigger) will be 55 ms with 10% duty cycle. In practice, we added an 

optional delay called “trigger time delay” to expand the main trigger period in case of 
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galvanometer mirror cannot return back to its original position in time or solving a read-

out problem of the camera.  

 

3.3  Linear wavenumber interpolation 

Because the setup of the FPGA-based SF-GD-OCM system was spectrometer-

based as shown in Figure 3.1(b), the spectral interference signal as reflected from 

diffraction grating is linearly sampled in wavelength (λ). An equation of angular 

wavenumber, 𝑘 =  
2𝜋

𝜆
, shows that the spectral interference signal is nonlinear in 

wavenumber (k) space, which causes broadening of the axial PSF after taking the 

Fourier transformation. Thus, all the spectral interference signals as captured by the 

CMOS sensor need to be recalibrated to obtain linearity in the wavenumber space. The 

process is called “linear wavenumber interpolation”.  

From identical straight lines, the same straight line gives the same slopes. From 

Figure 3.4 (a), two known points (X1, Y1) and (X2, Y2) have related to an unknown point 

(X, Y) as  

 

𝑠𝑙𝑜𝑝𝑒𝑠 =  
(𝑌2−𝑌1)

(𝑋2−𝑋1)
=  

(𝑌2−𝑌)

(𝑋2−𝑋)
=  

(𝑌−𝑌1)

(𝑋−𝑋1)
 .                         (3.1)   
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Figure 3.4  Illustrates the relation of (a) an unknown point (X, Y) with two known points 

(X1, Y1) and (X2, Y2) on the same straight line and (b) an unknown point (𝒌𝒊, 

�̂�(𝒌𝒊)) with two known points (𝒌𝒏, �̂�(𝒌𝒏)) and (𝒌𝒏+𝟏, �̂�(𝒌𝒏+𝟏)), which is a 

part of the spectral interference signal assume as a straight line.  

 

We can get an unknown value (Y) at arbitrary the X value and two known points. We 

can rearrange Eq. (3.1) as the linear interpolation as following 

 

  𝑌 =  
(𝑋−𝑋1)

(𝑋2−𝑋1)
(𝑌2 − 𝑌1) + 𝑌1 .                                      (3.2) 

 

According to Figure 3.4(b), the y-axis represents the intensity of the spectral 

interference signal 𝐼(𝑘𝑛) as a function of 𝑘𝑛 and the x-axis represents wavenumber 

(𝑘𝑛). We can rewrite Eq. (3.2) as  

 

 𝐼(𝑘𝑖) = [
(𝑘𝑖−𝑘𝑛)

(𝑘𝑛+1−𝑘𝑛)
{𝐼(𝑘𝑛+1) − 𝐼(𝑘𝑛)}]  + 𝐼(𝑘𝑛),             (3.3) 

 

where n is pixel number on the acquired spectral interference signal, 𝑘𝑛 is a 

wavenumber at pixel number n, 𝐼(𝑘𝑛) is the intensity of the spectral interference value 
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at pixel number n, 𝑘𝑖 is a linear wavenumber at position i, where n ≤ i ≤ n+1. A linear 

wavenumber (𝑘𝑖) can be created to correspond with the wavelength of the light source, 

𝐼(𝑘𝑖) is the linear intensity of the spectral interference value at a position of i.  

Linear wavenumber interpolation from Eq. (3.3) can be easily implemented on 

the host computer. However, FPGA implementation of linear wavenumber 

interpolation is not straightforward as in the host computer because FPGA works as 

point-by-point processing with the fixed-point data type. Moreover, the memory block 

interface in FPGA is also limited by one clock cycle to retrieve one data. The steps for 

performing linear wavenumber on an FPGA processor can be described as follows.  

3.3.1  Creating a linear wavenumber (ki) 

  1.Creating linear wavelength (λ) by determining maximum and 

minimum of wavelength according to the light source with array size equal to total pixel 

number of the acquired spectral interference signal. 

  2.Creating a wavenumber array by taking the inverse of a linear 

wavelength. 

  3.Resampling and rescaling a wavenumber array to a linear wavenumber 

(ki) by subtracting by the minimum value of the wavenumber array, and dividing by 

subtraction of maximum and minimum value of the wavenumber array, then 

multiplying by the total pixel number of the acquired spectral interference signal. As a 

result, a linear wavelength (ki) was created to identify the position of i that stays 

between n and n+1. Here, 𝑘𝑛+1 − 𝑘𝑛 = 1, and 
(𝑘𝑖−𝑘𝑛)

(𝑘𝑛+1−𝑘𝑛)
=  (𝑘𝑖 − 𝑘𝑛) can be pre-

calculated. 
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3.3.2  Implementation of linear wavenumber interpolation 

A flow diagram of the implementation of linear wavenumber 

interpolation on FPGA is shown in Figure 3.5. Initializing of pre-calculated coefficients 

of linear wavenumber interpolation were completed on the host computer as described 

in section 3.3.1, where the coefficient (𝑘𝑖 − 𝑘𝑛) was stored as Q0.20 and the 

wavenumber (𝑘𝑛) was stored as an unsigned 16 bits. These pre-calculated coefficients 

and wavenumber position were stored in a look-up table in FPGA. We used FIFO to 

transfer spectrum data from CMOS to FPGA. We utilized 2 memory blocks for holding 

and addressing an incoming spectrum amplitude 𝐼(𝑘𝑛), which was stored as a signed 

Q12.18. In the process of interpolation, coefficients and wavenumber positions in a 

look-up table were called by an index of loop. The interpolation process was performed 

point-by-point. 𝐼(𝑘𝑛+1) and 𝐼(𝑘𝑛) were called by wavenumber position for subtraction. 

A result of the subtraction, in Q13.18, was then multiplied by the coefficients 

corresponding with the wavenumber position. A result of the multiplication was 

quantized to Q12.18 and was added with 𝐼(𝑘𝑛) and quantized to Q13.17. Repeated the 

process for all samples and the spectrum was linearly sampled in wavenumber 𝐼(𝑘𝑖). 

All rounding calculations were set to truncation mode and overflow was set to wrap 

mode.  
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Figure 3.5 A flow diagram of the implementation of linear wavenumber interpolation. 

 

3.4  Spectral filtering 

A sliding transmission window in Gabor transformation along the axial 

direction (z-axis) can be considered as the translation of the DOF of an objective lens 

as shown in Figure 3.6. The sliding of the DOF was accomplished by using liquid lens 

technology. The focal plane or focus position was shifted by applying a voltage to the 

liquid lens. Each focus position has a Gabor window governed by the DOF. In this 

work, the width of the Gabor window was considered as FWHM of DOF. The multiple 

cross-sectional images were captured at different focus positions corresponded with the 

center position of each Gabor window. A GD-OCM dataset consisted of multiple cross-

section images obtained from the same cross-sectional field of view. The number of the 

zone or the number of shifting focal planes was determined by the desired depth of the 

image divided by the DOF. It was defined as “zone” to represent the position of the 

DOF. For demonstration, a schematic diagram of 3 shifting focal planes is illustrated in 

Figure 3.6. 
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Figure 3.6 A schematic diagram of shifting focal planes; MO=microscope objective, 

GV=galvanometer mirror, BS=beam splitter, CL=collimator, RTF=retro 

reflector. 

 

3.4.1  The relation of applied voltage and shifting of the focal planes 

Ideally, the shifting interval of the focus position should be a distance 

equals to the DOF. In our experiment, to find the relationship between the applied 

voltage to the liquid lens and the actual shift of the focus, we started at the flat curvature 

of the liquid lens, which was considered as the normal focal plane for the system (i.e., 

by adjusting the voltage to the applied liquid lens to 43.12V). In this experiment, a 

mirror was used as the sample to obtain only one surface reflection, which represented 

a delta function. Therefore, only one peak of an axial point spread function (PSF) 
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appeared in a depth profile. To verify the effect of the DOF, we measured the amplitude 

of axial PSFs at 10 different depth positions with 20 µm apart and performed an overlay 

plot in pixels as shown in Figure 3.7(a). The y-axis represents normalized amplitude 

and the x-axis represents the depth profile in pixels, i.e., NFFT = 4096. The different 

color in Figure 3.7(a) represents each PSF at different depth positions. These PSFs were 

enveloped by the DOF around the focus position. In our experiment, we considered the 

focal plane when the optical power of the liquid lens is zero as zone 1, where the Gabor 

window is located at the depth location as shown in Figure 3.7(a). For the sliding of the 

Gabor window, we considered a shift distance that caused the right side of the FWHM 

of the first Gabor window was at the same pixel position with the left side of the FWHM 

of the next Gabor windows. Therefore, we adjusted the applied voltage of the liquid 

lens until we obtained the left side of the FWHM of the second Gabor window was at 

the targeted position. At zone 2, we recorded the voltage and repeated the measurement 

of the amplitude of an axial PSFs as previously done in Figure 3.7(a) and obtained 

overlaid plots as shown in Figure 3.7(b). Moreover, Figure 3.7(c) shows overlaid plots 

of zone 3. The crossing of the FWHM of each Gabor window as shown in Figure 3.7(d) 

was used to verify the appropriate shift of sliding Gabor windows. The process was 

repeated until the desired image depth range was achieved.  
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Figure 3.7  The overlaid plot of multiple depth profiles measured at different positions 

(in the air) of the sample in the range of 350-510 (i.e., NFFT = 4096), 

showing the effect of  (a) Gabor window 1, (b)  Gabor window 2, and (c) 

Gabor window 3, and (d) A superposition of (a-c). 
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3.4.2  Finding cut-off frequency for spectral filtering 

As clearly observed from Figure 3.7(d), if we directly fuse the multiple 

focus positions to one cross-sectional field of view. out-focus information of each zone 

will disturb in-focus information of other zones, causing ghost images. Furthermore, 

the convolution of Gabor windows and linear spectral interference signal in Eq. (2.29) 

is equivalent to the digital filter process. Therefore, digital filters were designed to keep 

in-focus and suppress out-of-focus information of the cross-sectional image. As 

explained in section 2.3, the digital bandpass filter (BPF) of Chebyshev type I filter was 

chosen because it provided a fast response in the transition region, no ripple in the 

stopband region, and low ripple in the passband region. BPF removed DC signal, AC 

signal, and noise that were out-of-focus. Each zone required a different bandpass filter 

to match the shifted Gabor window. Each bandpass filter was designed passband region 

to approximately match the DOF at different focus positions. The depth profile plotted 

in pixels can be plotted in frequencies by using the relation of Eq. 2.31, Eq. 2.32, Eq. 

2.33, and Eq 2.34.  Therefore, we can determine the cut-off frequencies from the plot 

of depth profile versus frequencies. In our experiment, We set exposer time to 50 µs 

and the interference signal was captured by 3500 pixels on the sensor. The sampling 

frequency (fs ) was calculated to be 70 MHz. By using NFFT of 4096 points, we 

calculated Δf to be 17089.84 Hz and hence we can display the overlaid plot of data in 

zone 1, zone 2, and zone 3 in MHz as shown in Figure 3.8(a), Figure 3.8(b), and Figure 

3.8(c), respectively.  

Considering the depth profile versus frequencies as shown in Figure 

3.8(a), the passband region of zone 1 is bounded by fHc1 and fLc1, corresponding with 

the width of the DOF at that position. We measured the cut-off frequency to be 

approximately, fHc1 = 8.44 MHz (at pixel 494) and fLc1 = 7.91 MHz (at pixel 463).  In 
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similar manner, fHc2 = 7.91 MHz (at pixel 463) and fLc2 = 7.46 MHz (at pixel 437) for 

zone 2 as shown in Figure 3.8(b), and fHc3 = 7.46 MHz (at pixel 437) and fLc3 = 7.02 

MHz (at pixel 411) for zone 3 as shown in Figure 3.8(c). The result of other zones will 

be reported in chapter 4. 

 

 

 

Figure 3.8  The superposition of multiple depth profiles obtained at different positions 

(in the air) of the sample in MHz, which allows for determination of cut-

off frequencies as (a) fHc1 and fLc1 for zone 1, (b) fHc2, and fLc2 for zone 2, 

(c) fHc3 and fLc3 for zone 3.  
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  3.4.3.  Designing of spectral filter 

The digital filter design (DFD) toolkit was chosen for the design 

and characterization of the frequency response of the filter. We implemented and 

compared the performance of spectral filtering by varying the order of the filter as 

previously reported (Lenaphet & Meemon, 2020). According to the experiment result, 

the sixth order of Chebyshev Type I was the lowest order to be able to suppress the out-

of-focus. However, the 10th order of Chebyshev Type I gave a better quality of the fused 

image. Each bandpass filter was pre-determined a cut-off frequency to approximately 

match with a difference DOF of each zone. Moreover, we did an extra experiment to 

verify the affected of the phase response of filter reported in appendix I. Resulted, the 

phase alteration of the spectral interference signal after performing FFT has not affected 

the structural image of FPGA-based SF-GD-OCM. For demonstration of designing of 

spectral filter of Figure 3.8(a) that was definded as zone 1, we designed the bandpass 

filter 1 (BPF1), corresponding to zone 1, by defining the filter specification as following  

 

Table 3.1 Example of the filter specification for zone 1. 

Filter type Bandpass filter 

Design method IIR with Chebyshev Type I 

Sampling frequency 70 MHz 

High cut-off frequency (fHc1) 8.44 MHz 

Low cut-off frequency (fLc2) 7.91 MHz 

Order 10 

Bandpass ripple 0.1 dB 

Filter structure Cascaded second-order section form II 
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3.4.4  Implementation of spectral filter on FPGA 

The implementation of each bandpass filter on FPGA, Chebyshev type 

I with cascaded second-order section form II structure, was implemented as shown in 

Figure 3.9.  

 

 

 

Figure 3.9 Implementation of the 10th order of bandpass filter of Chebyshev type I with 

cascaded second-order section form II structure. 

 

Each bandpass filter was pre-built and implemented as intellectual property integration 

node (IP Integration Node), where the throughput was maximized. The fixed-point 

number was considered to be the smallest number while maintaining the performance 

of the filter. The input of the filter was the output from linear wavenumber interpolation. 

All calculations of the filter were quantized to Q9.15. The spectral filtering system of 

FPGA-based GD-OCM is presented by a flow diagram as shown in Figure 3.10. 
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Figure 3.10  A flow diagram of the spectral filtering process of FPGA-based SF-GD-

OCM. BPF = the digital bandpass filter. 

 

Figure 3.10 shows the spectral filtering process based on the point-by-point operation. 

Therefore, the counter was used for making zoning decisions. For example, in two-

dimension scanning, if the spectrum was sampled as 3500 samples per spectrum, each 
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frame of the GD-OCM dataset contains 500 spectra, and use “i” as a counter. Zone 1, 

the loop running between 1 ≤ i ≤ 1,750,000 will be performed BPF1. For three-

dimension scanning, if we need 500 frames, a loop running between 1 ≤ i ≤ 875,000,000 

will be needed to process BPF1. Sequentially, each filtered spectrum was stored in a 

memory block of FPGA, corresponding with their zone as shown in Figure 3.10. These 

filtered spectra will be fused in the next process.  

 

3.5   Spectral fusing 

The sigma symbol in Eq. 2.29 is known as the Gabor fusing in the spectral 

domain. The spectral fusing process can be achieved by a linear summation of filtered 

spectra that are matched with the actual DOF in each focusing position of the GD-OCM 

dataset. In practice, the implementation of Gabor fusing in spectral-domain on FPGA-

based was a point-by-point basis. All filtered spectra were called at the same 

wavenumber position for summation that led to the parallel summation of all zone to 

one fused spectral signal. A flow diagram of the spectral fusion is shown in Figure 3.11. 

 

 

 

Figure 3.11 A flow diagram of the spectral fusing process with the parallel summation 

of filtered spectral. 
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3.6  Fast Fourier transform 

In this study, it is possible to perform a Fast Fourier Transform (FFT) directly 

on the fused spectra in the FPGA device in real-time. FFT in FPGA was performed by 

pre-built DSP blocks as part of FFT express VI. Each fused spectrum was performed 

FFT to obtain the depth profile then transferred to the host computer memory using 

direct access memory through the PCI express bus. To achieve the highest throughput, 

FFT should be directly programmed and configured by the Xilinx core which could be 

future work.  

 

3.7  Performance of FPGA-based SF-GD-OCM  

The optical design and alignment of all optical components of the custom-built 

spectrometer are key to determine the optical resolution of the system. The digital 

resolution is defined by the number of sensor pixels per line scan. These two resolutions 

affect the spectral resolution. The effective spectral resolution of the spectrometer can 

be measured by the modulation depth of spectral fringes at different depth positions. In 

our calibration of the depth scale of the depth scan, a mirror was used as a sample 

because it has only one surface reflection, which represents a delta function. Therefore, 

only one peak of an axial PSF represents a depth profile after performing the FFT of 

the spectral interference signal. We adjusted the micrometer of a sample holder (i.e., 

changing of a sample path length) to change the position of PSFs. We measured the 

amplitude of PSFs at 50 different depth positions with 20 µm apart as shown in Figure 

3.12. 
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Figure 3.12 The relation between the position of the peak amplitude of the PSF in pixel 

and the translation distance of the mirror sample measured in micrometer. 

 

Figure 3.12 shows the relationship of the peak location of the depth profile in pixels 

and the translation distance of the mirror sample in micrometer as blue point, which 

exhibits linear relation. Therefore, we took linear fitting (red line). We got y=0.277x. 

The linear equation of the plot was used for calibration of the depth scale of the depth 

scan. We found that one pixel equals the actual depth distance in the air of 3.61 µm.  

 The axial position and amplitude of an axial point spread function (PSF) are 

related with the fringe frequency. The fringe frequency can be changed by changing the 

optical path difference (OPD). Typically, the maximum imaging depth (Zmax) of OCT 

imaging can be determined by the dropping of the amplitude of an axial point spread 

function (PSF) by about ten times as compared with the maximum amplitude. The 

dropping in the amplitude of the PSF is caused by the increase of fringe frequency when 

the optical path difference increases as shown in Figure 3.13(a-c). For GD-OCM 

imaging, the amplitude of the PSFs is also governed by the Gabor windows at each 

focus positions. Therefore, we measured the amplitude of PSFs at 19 different focus 

positions with 1 voltage apart on the liquid lens as shown in Figure 3.13(d),  i.e., 30V - 
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48V to the liquid lens. Hence, the maximum imaging depth of this system was measured 

to be about 2.25 mm in the air. 

 

 

 

Figure 3.13 An example of the fringe frequency at difference OPD (a-c) that 

corresponding to the applied voltage of liquid lens, 30V, 43V, and 45V, 

respectively. (d) The superposition of multiple depth profiles obtained at 

different focus depth positions with 1 voltage apart in the air of the mirror 

sample measured in micrometers. 

 

In general, the axial resolution (∆z) is determined by the FWHM of the depth 

profile in micrometers at a focus position. For example, the axial resolution at the focus 

position of 30V applied voltage on the liquid lens, the zoom-in from the red dashed box 

dash in Figure 3.13(d), is shown in Figure 3.14(a). The axial resolution (∆z) at the focus 

position of 30V was measured to be 8 µm in air. Furthermore, the lateral resolution 

both of x-axis and y-axis was determined by three-dimension scanning of a standard 
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USAF 1951 target, and reconstructed an en-face view. For example,  the lateral 

resolution of focus position at 30V in en-face view at the focal plane is shown in Figure 

3.14(b). The FPGA-based SF-GD-OCM system can resolve down to the 6th element of 

group +7, which is marked in the red solid box, which corresponds with the lateral 

resolution of 2.2 μm in the air. The axial resolution and lateral resolution of other focus 

positions will be reported in chapter 4. 

 

     

  

 Figure 3.14 Example of (a) the zoom in from the red dashed box in Figure 3.13(d) and   

(b) en-face view of a standard USAF 1951 target of focus position at 30V. 

 

Furthermore, we defined the DOF of FPGA-based SF-GD-OCM as the FWHM of 

Gabor windows. To estimate the Gabor window for each zone, we plotted an axial PSFs 

over depth in micrometers. Then, we used MATLAB program for Gaussian fitting, 

which determined Gaussian equation as  

 

𝑓(𝑥) = 𝑎1𝑒
(

𝑥−𝑏1
𝑐1

)
2

,                                                     (3.4) 

 

𝐹𝑊𝐻𝑀 = 2𝑐1√𝑙𝑛2 ,                                       (3.5) 

(a) (b) 
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where f(x) represents Gaussian function, a1 represents amplitude, b1 represents the 

center location, c1 represents the peak width, and FWHM is full-width haft maximum 

of Gaussian function (Mathworks, 2016). For demonstration, we plotted the amplitude 

of axial PSFs at 10 different depth positions with 20 µm apart as shown in Figure 

3.15(a). The result of the Gaussian fitting of the normal focal plane is shown as a red 

line in Figure 3.15(b). The Gabor window of zone 1 is shown in Figure 3.15(c). We got 

a1 = 1, b1 = 114.9 µm and c1 = 71.89 µm. Therefore, the DOF of FPGA-based SF-GD-

OCM of the normal focal plane is 119.7 µm in the air. The DOFs of other zones will be 

reported in chapter 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
69 

 

 
 

 

 

Figure 3.15 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the normal focal plane (43.12V to 

liquid lens driver) that corresponding to the center and width of DOF of 

zone 1.  

(b) 

(a) 

(c) 
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CHAPTER IV 

RESULTS AND DISCUSSION 

 

4.1  Calibration of the scanning system 

The calibration of the scanning system of FPGA-based SF-GD-OCM can be 

accomplished by taking a 3D image of a USAF1951 resolution target as shown in 

Figure 4.1(a). In our calibration, we applied a small voltage of 0.4V to the galvanometer 

mirror both on the x-axis and y-axis and determined the number of sampling points as 

a number of A-scans and B-scans of 500x500 pixels. To measure the response of the 

scanning length, we selected the 4th element of group +4 as marked by a red solid line 

box as shown in Figure 4.1(a). The spatial frequency of this group is 22.62 line pairs 

per millimeter as shown in Figure 4.1(b), which corresponds with one line pair in 
1 

22.62 
 

mm. 

Besides, we measured the number of pixels per one line pair by plotting the 

intensity profile as shown in Figure 4.2(c) and Figure 4.2(d) for the x and y direction, 

respectively, as marked by a green solid line in Figure 4.2(a) and Figure 4.2(b), 

respectively. As a result, one line pair of the x-axis scanning was about 18 pixels and 

the y-axis scanning was about 17 pixels. Therefore, the pixel size in x and y directions 

were about 0.0025 mm and 0.0026 mm, respectively. Thus, the actual scanning distance 

for 500 pixels along the x and y directions is about 1.23 and 1.30 millimeters, 

respectively. Hence, we obtained the relation between voltage and scanning distance of 
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our scanning system. The scanning length of x and y directions were 0.325V per 

millimeter and 0.308V per millimeter, respectively. 

 

  

(a) 

 

(b) 

 

Figure 4.1 (a) En face image of resolution target acquired by the FPGA-based SF-GD-

OCM and (b) the number of line-pairs per millimiter for each group. (Table 

source: https://www.edmundoptics.com/f/1951-usaf-glass-slide-resolution-

targets/12064/) 
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Figure 4.2  (a) and (b) are en face images of the resolution target acquired by the FPGA-

based SF-GD-OCM, (c) the intensity profile along the x-direction, and (d) 

the intensity profile along the y-direction. 
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 Four main tasks that are linear wavenumber interpolation, spectral filtering, 

spectral fusing, and fast Fourier transform (FFT) were implemented in the FPGA frame 

grabber device. For demonstration, A flow diagram of FPGA-based SF-GD-OCM 

imaging of seven focus zones is shown in Figure 4.3, i.e., seven datasets of raw spectra 

were acquired while the focal plane of the imaging lens was shifted for seven different 

depth locations by using the liquid lens. 

The result of each task was measured as a throughput and FPGA resource usage. 

Throughput was computed by clock rate multiplied by the number of samples per clock 

cycle then divided by initiation interval,  

 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
(𝑐𝑙𝑜𝑐𝑘 𝑟𝑎𝑡𝑒)×(𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑒𝑟 𝑐𝑙𝑜𝑐𝑘 𝑐𝑦𝑐𝑙𝑒)

(𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙)
 ,                         (4.1) 

 

where the unit of throughput is samples per second, clock rate is the number of cycles 

per second, sample per clock cycle is the number of samples that the algorithm accepts 

per call, and initiation interval is the number of cycles before the algorithm can be 

called again.  
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Figure 4.3 A flow diagram of the implementation of the FPGA-based SF-GD                      

-OCM with the seven focus zones; BPF=the digital bandpass filter, 

BRAM=blocks of random-access memory. 
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4.2  Linear wavenumber interpolation 

Linear wavenumber interpolation was implemented for the resampling of the 

interference signal from linear in wavelength to linear in wavenumber. We utilized the 

memory blocks for holding an incoming interference signal. A coefficient and an index 

position of linear wavenumber were pre-calculated and stored in look-up tables (LUTs). 

Linear wavenumber interpolation on LABVIEW FPGA was translated to HDL code. 

Then, HDL code was transformed into a logic element by the compiler. CLBs, look-up 

tables, flip-flops, and DSP were synthesized and mapped to an algorithm. The 

throughput of linear wavenumber interpolation was achieved at 160 Msamples per 

second with the usage of FPGA resources of 4610 CLBs, 11836 flip-flops, 12985 

LUTs, 2 DSP slices, and 23 block RAMs. To verify the accuracy and the efficiency of 

linear wavenumber interpolation on the FPGA frame grabber, we used a stack of 

polymeric tapes as a sample and tuned the liquid lens to a flat surface, which was no 

power on the liquid lens (43.12V of liquid lens driver). Cross-sectional images of the 

same stack of polymeric tapes without and with performing linear wavenumber 

interpolation are shown in Figure 4.4(a) and Figure 4.4(b), respectively. The 

performance of linear wavenumber interpolation can be observed from the sharpness 

of the cross-sectional image of Figure 4.4(b), while Figure 4.4(a) is a blur cross-

sectional image. Moreover, average depth profiles of Figure 4.4(a) and Figure 4.4(b) 

are shown in Figure 4.4(c) and Figure 4.4(d), respectively. The PSFs of transparent tape 

without performing linear wavenumber interpolation as shown in Figure 4.4(c) is 

broader as compared with that of without performing linear wavenumber interpolation 

as shown in Figure 4.4(d).  
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Figure 4.4  A cross-sectional image of a stack of polymeric tapes (a) without and (b)  

with performing linear wavenumber interpolation. (c) and (d) are represent 

an average depth profile of (a) and (b), respectively. 
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4.2  Spectral filtering 

In our experiment, we translated the Gabor windows for 7 zones along the axial 

direction of a stacked of 10 layers of polymeric tapes, which was used as a sample. 

Therefore, the GD-OCM dataset consisted of 7 cross-sectional images were acquired 

over the same cross-section field-of-view as shown in Figure 4.5(a). Each bandpass 

filter was pre-determined to fit the actual DOF of each focusing of the GD-OCM 

dataset, corresponding with the center locations and widths of the Gabor windows. 

Moreover, each bandpass filter design i.e., magnitude response, phase response, and z-

plane were reported in appendix II. The DC noise, and out-of-focus signal were 

removed after performing the bandpass filter as shown in Figure 4.5(b). To verify the 

performance of the digital bandpass filter in each focusing zone, we plotted an average 

depth profile of 7 zones without and with performing the digital bandpass filter as 

shown in Figure 4.6(a) and Figure 4.6(b), respectively. The amplitude of the vertical 

axis of the plot is normalized amplitude and the lateral axis is shown in frequencies. As 

a result, Figure 4.6(b) contains only in-focus spectra of the interference signal that is 

corresponding to the position of the Gabor window. The DC noise, and out-of-focus 

signal were removed as compared to Figure 4.6(a). The throughput of spectral filtering 

has been achieved at 80 Msamples per second with the usage of FPGA resources of 

7900 CLBs, 15829 flip-flops, 24137 LUTs, 70 DSP slices, and 15 block RAMs.  
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(a) (b) 

 

Figure 4.5 Cross-sectional images of a stack of polymeric tapes at different focus 

positions over the same cross-section field-of-view (a) before and (b) after 

performing the digital bandpass filter. BPF=the digital bandpass filter.  
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Figure 4.6 An average depth profiles versus frequency of a stack of polymeric tapes at 

different focus positions, (a-g) before and (h-n) after performing the digital 

bandpass filter. BPF=the digital bandpass filter.  
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4.3  Spectral fusing 

Since the spectral filtering was designed to exactly fit the actual DOF of each 

focusing position, the spectral fusing of each GD-OCM dataset can be obtained by 

linear summation of all filtered spectra to obtain a final fused spectra. We performed 

overlaid plot of each depth profile of 7 zones without and with performing the digital 

bandpass filter as shown in Figure 4.7(a) and Figure 4.7(b), respectively. The fused 

depth cross-sectional image without and with performing digital bandpass filter is 

shown in Figure 4.7(e) and Figure 4.7(f), respectively. There are two ways to verify the 

accuracy of the fused image. The first way is by naked eyes, i.e., there is no overlap of 

each zone or missing of some information of each zone. For the second way, an average 

depth profile of the fused image can be used to check the unevenness of the intensity 

profile, i.e., abnormal rise or collapse of amplitude. Average depth profiles of Figure 

4.7(e) and Figure 4.7(f) are shown in Figure 4.7(c) and Figure 4.7(d), respectively. 

Figure 4.7(d) shows the approximate flat top of amplitude on the transition region while 

Figure 4.7(c) shows the collapse of amplitude on some zones.  

Figure 4.7(f) is a result of the performance of the digital bandpass filter that 

perfectly fits the actual DOF of each focusing position. Furthermore, it improves the 

quality and the sharpness of the fused depth cross-sectional image. The quality of the 

image in Figure 4.7(e) is poor because in-focus information was disturbed by out-of-

focus information. In other words, the DOF effect alone is insufficient for suppressing 

out-of-focus spectral when displaying the final fused image on a logarithmic scale. 
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Figure 4.7  (a) and (b) are overlaid plots of the logarithmic-scale average intensity 

profiles along with the depth of the seven focus zones without and with 

performing the digital bandpass filter, respectively. (c) and (d) are the 

logarithmic-scale intensity profile obtained by FFT of the fused spectrum 

without and with performing the digital bandpass filter, respectively. (e) 

and (f) are cross-sectional images of the fused image without and with 

performing the digital bandpass filter, respectively. 
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Also, we compared the fused image of the spectral domain fusing with the 

conventional spatial domain fusing as shown in Figure 4.8. Figure 4.8(a) and Figure 

4.8(b) show overlaid plots of the logarithmic-scale average intensity profile along with 

the depth of the seven focus zones of the spatial domain fusing and spectral domain 

fusing, respectively. Figure 4.8(c) and Figure 4.8(d) show the logarithmic-scale average 

intensity profile of the fused image obtained by the spatial domain fusing and spectral 

domain fusing, respectively. We found that the quality of the fused image in the spatial 

domain and spectral domain is approximately the same as shown in Figure 4.8(e) and 

Figure 4.8(f), respectively. 

Moreover, the volumetric renderings of the three-dimensional fused image 

obtained by without performing the digital bandpass filter, FPGA-based SF-GD-OCM, 

and CPU-based spatial fusing GD-OCM, are shown in Figure 4.9(a), Figure 4.9(b), and 

Figure 4.9(c), respectively. Figure 4.9(a1-a3), Figure 4.9(b1-b3), and Figure 4.9(c1-c3) 

are en face images reconstructed from different depth positions of the three-dimensional 

data in Figure 4.9(a), Figure 4.9(b), and Figure4.9(c), respectively. The effect of 

imperfect suppression of the Gabor window caused the ghost image as indicated by 

white arrows in Figure 4.9(a1-a3) when compared to Figure 4.9(b1-b2) and Figure 

4.9(c1-c3). Furthermore, an example of cross-sectional images of the finger’s nail fold 

at different focus positions over the same cross-section field-of-view are shown in 

Figure 10(a-d). Figure 10(e) is the fused image after performing FPGA-based SF-GD-

OCM imaging. 

The throughput of spectral fusing was achieved at 510 Msamples per second 

with the usage of FPGA resources of 3464 CLBs, 9870 flip-flops, 9702 LUTs, and 52 

block RAMs. 
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Figure 4.8 (a) and (b) are overlaid plots of the logarithmic-scale average intensity 

profile along with the depth of the seven focus zones obtained by spatial 

domain fusing and spectral domain fusing, respectively. (c) and (d) are the 

logarithmic-scale intensity profile obtained by FFT of the fused spectrum 

of the spatial domain fusing and spectral domain fusing, respectively. (e) 

and (f) are cross-sectional images of the fused image of spatial domain 

fusing and (f) spectral domain fusing, respectively. 
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Figure 4.9 Volumetric rendering of the 3D fused data acquired by the developed SF-

GD-OCM: (a) without and (b) with the application of the digital bandpass 

filter. (a1-a3) and (b1-b3) are en face images reconstructed at different depth 

locations from the 3D data sets in (a) and (b), respectively. (c) Volumetric 

rendering of the 3D fused data acquired by the spatial fusing GD-OCM. (c1-

c3) are en face images reconstructed at different depth locations from the 

3D data sets in (c). 
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Figure 4.10 (a-d) An example of depth cross-sectional image of finger’s nail fold at 

different focus positions, (e) the fused image of finger’s nail fold from (a-

d) that is performed by FPGA-based GD-OCM imaging. 

 

Besides, we investigated the quality of the fused image with a different order of 

the filter. We used the pre-recorded tadpole dataset as an example. We found that the 

10th, 8th, and 6th order filter can suppress out-of-focus spectra. In contrast, the 4th and 

2nd order filter cannot suppress out-of-focus spectra as shown in Table 4.1. Furthermore, 

the quality image index of the fused image was used as a quality assessment with 

window size 128 (Z. Wang & Bovik, 2002). The quality image index value of 1 was 
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referred to as no difference between the perfect image and the test image while 0 

represented the complete difference between the perfect image and the test image. We 

performed the CPU-based spectral fusing GD-OCM imaging of the tadpole sample with 

the same data type of the FPGA as the perfect image to be used as a reference as shown 

in Figure 4.11(a). The test images were obtained from the FPGA-based spectral fusing 

GD-OCM imaging with different order filters as shown in Figure 4.11(c-g). An image 

quality index of the fused image, throughput, and the resource usage of the FPGA were 

measured and reported as shown in Table 4.2. The 10th order filter provided the highest 

image quality index with the highest utilized resource of FPGA, while and the 6th order 

filter provided a lower image quality index with the lower utilized resource of FPGA 

that can still suppress out-of-focus spectra. The 10th, 8th, 6th, and 4th order filter provided 

the same throughput of 80 Msamples per second and the 2nd order filter gave throughput 

of 90 Msample per second. However, selecting an order of filters depends on the 

acceptable image quality index of the fused image and utilized resource of FPGA.  
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Table 4.1 Comparison of depth cross-sectional images of a tadpole at five different 

focus positions after performing different filters order of the digital 

bandpass filter.  

Order Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 

10th 

 

 
 

    

8th 

 

 
 

    

6th 

 

 
 

    

4th  

 

 
 

    

2nd 
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Table 4.2 Comparison of an image quality index, throughput, and the resource usage 

of the FPGA of the fused image obtained by FPGA-based SF-GD-OCM with 

different filter orders. 

 

Order The fused image 

Image quality 

index  

(window size 128) 

Throughput and  

the resource usage 

10th  

 

0.72 

 

8th  

 

0.69 

 

6th  

 

0.68 

 

4th  

 

0.62 

 

2nd  

 

0.52 
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Quality image index = 1.00 

 
Quality image index = 0.34 

 
Quality image index = 0.72 

 
Quality image index = 0.69 

 
Quality image index = 0.68 

 
Quality image index = 0.62 

 
Quality image index = 0.5221 

 

 

Figure 4.11 The image quality index of the fused image of a tadpole with (a) a perfect 

fused image, (b) the fused image without applying the digital bandpass 

filter, (c-g) the fused image after applying the digital bandpass filter of the 

10th, 8th, 6th, 4th, and 2nd order, respectively.  

(a) (b) 

(c) (d) 

(e) (f) 

(g) 
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4.4  Fast Fourier transform 

FFT utilized the FPGA resources of 2566 CLBs, 8,839 flip-flops, 6,271 LUTs, 

80 DSPs, and 48 block RAMs with a throughput of 89 Msamples per second. FFT 

required the largest number of FPGA resources for implementing complex algorithms. 

In our experiment, the processing time of FFT on the FPGA frame grabber device takes 

time longer than that of the CPU as reported in Table 4.3. Therefore, FFT performing 

in the FPGA frame grabber device can be considered optional for the FPGA-based SF-

GD-OCM. One option is to transfer the fused spectrum to the CPU and then perform 

the FFT. Another option that was implemented in this study was performing FFT on 

the fused spectrum in the FPGA frame grabber device. The transformed signal was 

transferred to the host computer memory using direct access memory through the PCI 

express bus.    

 

Table 4.3 Comparison of the processing times between FPGA-based SF-GD-OCM and 

CPU-based SF-GD-OCM in each process per spectrum. 

 

Process 

FPGA-based GD-OCM 

(µs) 

CPU-based GD-OCM 

(µs) 

Average SD Average SD 

Linear k interpolation 20.9 ±0.0 41.3 ±7.9 

Spectral filtering (10th order) 41.9 ±0.0 85.8 ±10.1 

Spectral fusing 6.5 ±0.0 8.1 ±1.9 

FFT (4096 points) 37.6 ±0.0 28.9 ±2.8 

Total processing time 107.0 ±0.0 164.1 ±3.5 
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The throughput and the resource usage of the FPGA of each process of the 

FPGA-based SF-GD-OCM were reported in Table 4.4. 

 

Table 4.4 Summary of the usage of FPGA resources in each process of the FPGA-

based SF-GD-OCM. 

 

Nevertheless, it should be noted that the processing speed of CPU-based SF-

GD-OCM may vary depending on the processing power of the host PC components, 

e.g., CPU, RAM, and GPU. Therefore, the purpose of the speed comparison experiment 

was only to verify that, under the same host PC, it is possible to perform several spectral 

processing algorithms in the FPGA frame grabber and achieve better processing speed 

performance. The processing speed of the FPGA-based SF-GD-OCM was determined 

by the number of clock cycles and therefore is governed by the internal clock speed of 

the FPGA device, which is independent of the processing power of the host computer. 

For verification, the virtual machine software was used to simulate a low resource 

Process 

FPGA Resource Usage 

Throughput  

(Msample/s) Total 

CLBs Flip-Flops LUTs 

DSP 

Slices 

Block 

RAMs 

Linear k 

interpolation 4,610 11,836 12,985 2 23 160 

Spectral filtering 7,900 15,829 24,137 70 15 80 

Spectral fusing 3,464 9,870 9,702 0 52 510 

FFT 2,566 8,839 6,271 80 48 89 
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computer, i.e., the number of CPU cores and the amount of RAM were varied as shown 

in Table 4.5 and Table 4.6, respectively. We found that the processing speed of FPGA-

based SF-GD-OCM was not dependent on the host PC performance. In contrary, the 

processing speed of CPU-based SF-GD-OCM was varied with the number of CPU 

cores on the host computer. In addition to the head-to-head speed improvement, the 

spectral processing in the FPGA greatly reduced hence the amount of data transfer 

between the frame grabber and the host computer and reduced the amount of data 

needed to be held by the host computer. This capability will allow the implementation 

of the FPGA-based SF-GD-OCM with lower specification and cost for the host 

computer 

 

Table 4.5  Comparison of the processing times between FPGA-based SF-GD-OCM  

and vary the number of core processing of CPU-based SF-GD-OCM in each 

process per spectrum. 

 

Fixed ram to 2 GB, 

vary the number of CPU’s cores 

1 core 2 cores 4 cores 6 cores 8 cores 

CPU-based SF-GD-OCM (µs) 219.8 186.8 178.0 177.0 175.7 

FPGA-based SF-GD-OCM (µs) 107.0 107.0 107.0 107.0 107.0 

 

Table 4.6 Comparison of the processing times between FPGA-based SF-GD-OCM and 

vary the amount of RAM of CPU-based SF-GD-OCM in each process per 

spectrum. 

 
Fixed CPU to 4 cores, 

vary the amount of RAM 

 2GB 4GB 6GB 8GB 10GB 

CPU-based SF-GD-OCM (µs) 178.0 177.3 173.9 177.0 176.3 

FPGA-based SF-GD-OCM (µs) 107.0 107.0 107.0 107.0 107.0 
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4.5  Performance of FPGA-based SF-GD-OCM system 

 The maximum imaging depth of OCT imaging is determined by the effect of 

the amplitude of an axial point spread function (PSF) is dropping about ten times as 

compared with the maximum amplitude. We applied voltage to the liquid lens driver to 

shift the focal plane in the range of 30V - 43V. We obtained the relation between the 

applied voltage to the liquid lens driver and the shifting zone. We measured the DOF 

at each applied voltage to the liquid lens driver as shown in Table 4.7. Moreover, each  

Gaussian fitting of each zone was reported in appendix III. 

 

Table 4.7 The measured DOF of each focusing zone. 
 

Zone Gaussian equation = 𝒂𝟏𝒆
(

𝒙−𝒃𝟏
𝒄𝟏

)
𝟐

  

DOF (um) 

 

= 𝟐𝒄𝟏√𝒍𝒏𝟐 

Voltage*  

a1 b1 c1 

1 1 111 61.73 102.78 43.12 

2 1 217.3 67.66 112.66 42.3 

3 1 316.9 52.06 86.69 41.45 

4 1 397.3 52.01 86.60 40.7 

5 1 467.1 44.64 74.33 39.9 

6 1 557.9 54.55 90.83 38.8 

7 1 624.6 41.14 68.50 37.8 

8 1 689.2 38.37 63.89 37 

9 1 750.2 40.34 67.17 35.9 

10 1 805.6 33.88 56.41 34.5 

11 1 865.1 40.76 67.87 33.2 

12 1 917 35.83 59.66 31.5 

13 1 972.6 34.51 57.46 29.7 

* Applied voltage to liquid lens driver 

 

Furthermore, when the focal plane was shifted deeper in the sample. It causes 

degradation of the axial resolution as shown in Figure 4.12(c). Figure 4.12(c) shows the 

trend of the axial resolution becomes worse when the focal plane was shifted deeper in 

the sample. Therefore, we have developed a new method to reduce the broadening of 
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axial resolution throughout the sample. The coefficient of linear wavenumber 

interpolation was specifically pre-determined for each depth locations or zones. We 

refer to this method as “adaptive linear wavenumber interpolation”. The effectiveness 

of adaptive linear wavenumber interpolation is shown in Figure 14.13(c), where the 

axial resolution was maintained at about 8-9 µm. Comparison of the axial resolution 

without and with performing adaptive wavenumber interpolation is shown in Figure 

14.14.  

Besides, we measured the lateral resolution both in the x-direction and y-

direction as shown in Figure 4.12(a-b) and Figure 4.13(a-b) for without and with 

performing adaptive wavenumber interpolation, respectively. Moreover, the DOF was 

measured without and with performing adaptive wavenumber interpolation as shown 

in 4.12(d) and Figure 4.13(d), respectively. Results show that performing adaptive 

wavenumber interpolation does not affect the lateral resolution and the DOF. The 

comparison of cross-sectional images of a stack of polymeric tapes without and with 

performing adaptive linear wavenumber interpolation is shown in Figure 4.15. The 

axial resolution of Figure 4.15(a) becomes worse when focusing deeper while the axial 

resolution of Figure 4.15(b) is approximately constant throughout the sample. An 

example of a biological sample at the cellular level cell with the field of view is 1 mm 

x 1 mm is shown in Figure 4.16.  
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Figure 4.12 Plot of the lateral resolution in (a) x-direction, (b) y-direction, and (c) axial 

resolution, versus applied voltage. (d) A plot of the DOF measured at 

different focus depth locations when the applied voltage to the liquid lens 

driver was varied without performing adaptive linear wavenumber 

interpolation. 
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Figure 4.13 Plot of the lateral resolution in (a) x-direction, (b) y-direction, and (c) axial 

resolution, versus applied voltage. (d) A plot of the DOF measured at 

different focus depth locations when performing adaptive linear 

wavenumber interpolation. 
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Figure 4.14   Comparison of the axial resolution of FPGA-based SF-GD-OCM without  

and with performing adaptive linear wavenumber interpolation. 

 

 
 

Figure 4.15   FPGA-based SF-GD-OCM cross-sectional image of a stack of polymeric 

tapes (a) without and (b) with performing adaptive linear wavenumber 

interpolation.  
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Figure 4.16  Example of FPGA-based SF-GD-OCM of a biological sample at the 

cellular level cell at the field of view is 1 mm x 1 mm of (a) onion cell 

and (b) trunk cell of peperomia pellucida.  

 

 

 



 
99 

 

 

 

CHAPTER V 

CONCLUSION 

 

We have developed and experimentally implemented the spectral fusing 

algorithm of GD-OCM in an FPGA frame grabber device. The fusion image quality of 

the FPGA-based spectral fusing GD-OCM is comparable to the CPU-based spectral 

fusing GD-OCM, and the CPU-based spatial fusing GD-OCM, respectively. Four main 

processes of the spectral fusing GD-OCM algorithm: linear wave number interpolation, 

spectral filtering, spectral fusing, and FFT, were successfully implemented and verified.  

The algorithm for the interpolation of the spectral interference signal from linear 

in wavelength to linear in wavenumber using a look-up table technique was 

successfully developed. Linear wavenumber interpolation is known to be mandatory 

for any implementation of frequency domain OCT and OCM to obtain the optimum 

depth resolution of the system. Furthermore, we have successfully developed a new 

method to correct the axial resolution of GD-OCM imaging throughout the sample by 

the implementation of linear wavenumber interpolation to fit with a different depth 

location or zone. Each set of coefficients of linear wavenumber interpolation was pre-

determined to correspond with different depth locations or zone. We refer to this 

interpolated method as “adaptive linear wavenumber interpolation.”  

For the algorithm for spectral filtering, in practice, the suppression of the out-

of-focus spectral by the Gabor window alone cannot be sufficient when displaying the 

fused image on a logarithmic scale. This could lead to fusing artifacts, e.g., ghost 

images and nonuniform intensity at the transition. To address this issue, we applied a 

 



 
100 

 

 

digital bandpass filter on each acquired spectrum to further suppress the out-of-focus 

portions of the acquired interference signal. For the implementation of the spectral 

filtering, the Chebyshev IIR filter in the FPGA was successfully implemented to 

suppress the out-of-focus reflection. We found that the sixth order filter coefficient is 

the lowest order that can provide an adequate passed band for the DOF of 100 µm of 

the objective lens. However, the 10th order filter coefficient provides better fusion 

image quality and, hence, was implemented in the presented results. A higher-order will 

also work at the cost of longer processing times. The center and width of the passed 

band of each zone were manually determined so that the combination of the transition 

edge of two consecutive windows is a flat top response to prevent fusing artifacts.  

The resource usage of the FPGA was measured and reported, as shown in Table 

4.4. The proposed technique of the FPGA-based spectral fusing GD-OCM shows an 

improved speed over that of the CPU-based spectral fusing GD-OCM. Furthermore, 

the hardware implementation of the processing algorithm using the FPGA-enabled 

frame grabber reduced the amount of data transfer to the host PC.  

In comparison with GPU solution, GPU is suitable for post-processing such as 

that of the spatial fusing GD-OCM. The GPU-based processing of the spectral fusing 

GD-OCM is possible but not efficient since all raw spectra must be transferred to GPU 

memory, which will not address the bottleneck issue of data transfer speed between 

CPU and GPU. The true potential of the spectral fusing GD-OCM is the ability to 

perform focus extraction and fusing on raw spectra, which will reduce the amount of 

spectrum data that need to be transferred to the host computer and reduce the number 

of FFTs as compared with the spatial fusing GD-OCM that can be implemented on 

GPU. 
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In this work, the liquid lens was chosen for shifting the focal plane of the 

objective as shown in the diagram in Figure 3.1(a), which required about 200 ms to 

stabilize the focal shift position. Combining this with data capturing time per frame of 

the sensor, which was about 25 ms, the total time period for capturing one frame of data 

at each focus position was approximately 225 ms. From the results in Table 4.3, both 

the processing times of the CPU-based spectral fusing and the FPGA-based spectral 

fusing were faster than the data capturing a period of the implemented system. 

Therefore, to benefit from the speed improvement, the acquisition system of GD-OCM 

with a faster focus shifting technique needs to be implemented.   

Furthermore, it should be pointed out that the implementation of FPGA-based 

spectral fusing GD-OCM on the specific hardware presented in this thesis, which is an 

off-the-shelf FPGA-enable frame grabber, is only for early demonstration of the 

concept. For further optimized design, e.g., either for faster speed solution or lower-

cost solution, a custom-developed FPGA frame grabber with more resources and faster 

clock speed should be implemented. In fact, the FPGA frame grabber device is just one 

possible hardware solution for the spectral fusing GD-OCM. The spectral fusing GD-

OCM can also be implemented on swept-source-based GD-OCM by using FPGA 

enabled analog-to-digital device. Also, the processing speed of the FPGA-based SF-

GD-OCM can be further improved by implementing the system that can acquire 

spectrum in linear wavenumber domain, e.g., a swept-source with linear-in-

wavenumber output (H. Lee et al., 2020; Xi, Huo, Li, & Li, 2010) or linear-in-

wavenumber spectrometer designs (Hu & Rollins, 2007; Lan & Li, 2017; Yoon, Bauer, 

Xu, Dorrer, & Rolland, 2019). Since the interference signal is linearity in the 
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wavenumber domain, linear wave number interpolation can be eliminated. Therefore, 

the FPGA-based SF-GD-OCM is promising for high-speed GD-OCM imaging. 
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APPENDIX I 

 

THE EFFECT OF THE PHASE RESPONSE OF FILTER 
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The effect of the phase response of filter 

To verify the effect of the phase of filter, a mirror was used as a sample to obtain 

only one peak of amplitude, which allowed for observation of the phase of the spectral 

interference signal after performing FFT. The spectral interference signal after 

performing FFT was a complex number, which can be represented in a simple form as  

 

�̂� = 𝐴𝑒𝑗𝜃  ,                                                    (6.1) 

 

where �̂� is the complex number, A is an amplitude of the complex number, and 𝜃 is the 

phase of the complex number. Alternatively, the complex number can be expressed as 

 

�̂� = 𝑎 + 𝑏𝑗 ,                                                    (6.2) 

 

where a is a real part of the complex number, and b is an imaginary part of the complex 

number. Here, an amplitude, phase, and a real part of the spectral interference signal 

after performing FFT versus frequency are shown in Figure 6.1(a), Figure 6.1(b), and 

Figure 6.1(c), respectively.  

As observed from Figure 6.1(a), the AC noise was about in the range of lower 

than 0.4 MHz and higher than 0.7 MHz. The filter designing to suppress the noise of 

the spectral interference signal of a mirror was shown in Table 6. The frequency 

response, phase response, and complex plane of the filter design are shown in Figure 

6.2(a), Figure 6.2(b), and Figure 6.2(c), respectively. 

The result shows that an amplitude of the interference signal was not modified 

by the bandpass filter as shown in Figure 6.3(a). Moreover, the noise signal was 
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suppressed as observed from an orange line in Figure 6.3(a). The phase of interference 

signal was shifted by the filter as shown in Figure 6.3(b). A real part of FFT of the 

spectral interference signal was altered by the phase response of filter as shown in 

Figure 6.3(c). Nevertheless, the FPGA-based SF-GD-OCM imaging used only the 

amplitude of the spectral interference signal to reconstruct the image. Thus, the phase 

alteration of the spectral interference signal after performing FFT has not affected the 

structural image of FPGA-based SF-GD-OCM. 

 

 
 

 

Figure 6.1 (a) An amplitude, (b) a phase, and (c) a real part of the interference signal 

of a mirror versus frequency after performing FFT. 

 



 
112 

 

 

Table 6  The filter specification to suppress the noise of the interference signal by using 

a plane mirror as a sample. 

Filter type Bandpass filter 

Design method IIR with Chebyshev Type I 

Sampling frequency 70 MHz 

High cut-off frequency 0.7 MHz 

Low cut-off frequency 0.4 MHz 

Order 10 

Bandpass ripple 0.1 dB 

Filter structure Cascaded second-order section form II 

 
 

  

 
 

Figure 6.2  (a) is the frequency response, (b) is phase response, and (c) z-plane of filter 

design to suppress the noise of the spectral interference signal of a mirror. 
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Figure 6.3 (a) An amplitude, (b) the phase, and (c) a real part of FFT of the spectral 

interference signal of a mirror as overlaid plots between before and after 

performing the digital bandpass filter as designated by a blue line and 

orange line, respectively. BPF = the digital bandpass filter. 
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APPENDIX II 

 

FILTER DESIGNING  
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Figure 6.4 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 1. 
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Figure 6.5 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 2. 

 

 

 

 



 
117 

 

 

 

 
 

Figure 6.6 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 3. 
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Figure 6.7 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 4. 
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Figure 6.8 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 5. 
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Figure 6.9 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 6. 
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Figure 6.10 (a) is filter programming, (b) is magnitude response, (c) is phase response, 

and (d) is the z-plane of filter designing for zone 7. 
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APPENDIX III 

 

RESULT OF GAUSSIAN FITTING  
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Zone 1 

 

 

 

 
 

 

Figure 6.11  (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the normal focal plane that 

corresponding to the center and width of DOF of zone 1.  

(a) 

(b) 

(c) 
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Zone 2 

 

 

 

 

    

 

Figure 6.12 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting plotted 

over (a). (c) Gabor windows at the shifted focal plane that corresponding 

to the center and width of DOF of zone 2. 

(a) 

(b) 

(c) 
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Zone 3 

 

 

 

 
    

 

Figure 6.13 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 3. 

(a) 

(b) 

(c) 
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Zone 4 

 

 

 

 
    

 

Figure 6.14 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 4. 

(a) 

(b) 

(c) 
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Zone 5 

 

 

 

 
    

Figure 6.15 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 5. 

(a) 

(b) 

(c) 
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Zone 6 

 

 

 

 
   

Figure 6.16    (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 6. 

(a) 

(b) 

(c) 
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Zone 7 

 

 

 

 
    

 

Figure 6.17 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 7. 

(a) 

(b) 

(c) 
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Zone 8 

 

 

 

 
    

 

Figure 6.18 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 8. 

(a) 

(b) 

(c) 
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Zone 9 

 

 

 

 
    

 

Figure 6.19 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 9. 

(a) 

(b) 

(c) 
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Zone 10 

 

 

 

 
 

 

Figure 6.20 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting plotted 

over (a). (c) Gabor windows at the shifted focal plane that corresponding 

to the center and width of DOF of zone 10. 
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Zone 11 

 

 

 

 
    

 

Figure 6.21  (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 11. 
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Zone 12 

 

 

 

 
    

 

Figure 6.22 (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 12. 
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Zone 13 

 

 

 

 
    

Figure 6.23  (a) Superposition of multiple depth profiles obtained at different positions 

in the air of the sample in micrometer. (b) Result of Gaussian fitting 

plotted over (a). (c) Gabor windows at the shifted focal plane that 

corresponding to the center and width of DOF of zone 13.  
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