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#### Abstract

Strongly nonlinear impulsive evolution equations are investigated. Existence of solutions of strongly nonlinear impulsive equations is proved and some properties of the solutions are discussed.

These results are applied to Lagrange problems of optimal control and we proved existence results. For illustration, an example of a quasi-linear impulsive parabolic differential equation and the corresponding optimal control is also presented.
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## 1. Introduction

Let $I=:(0, T)$ be a bounded open interval of the real line and let the set $D=$ : $\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$ be a partition on $(0, T)$ such that $0<t_{1}<t_{2}<\cdots<t_{n}<T$. A strongly nonlinear impulsive system can be described by the following evolution equation:

$$
\begin{align*}
& \dot{x}(t)+A(t, x(t))=g(t, x(t)), \quad t \in I \backslash D,  \tag{1a}\\
& x(0)=x_{0},  \tag{1b}\\
& \Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, n, \tag{1c}
\end{align*}
$$

[^0]where $A$ is a nonlinear monotone operator, $g$ is a nonlinear nonmonotone perturbation in Banach spaces, $\Delta x\left(t_{i}\right) \equiv x\left(t_{i}^{+}\right)-x\left(t_{i}^{-}\right) \equiv x\left(t_{i}^{+}\right)-x\left(t_{i}\right), i=1,2, \ldots, n$, and $F_{i}$ 's are some operators. The impulsive condition (1c) represents the jump in the state $x$ at time $t_{i}$; with $F_{i}$ determining the size of the jump at time $t_{i}$ (for definition of the operators $A, g$, and $F_{i}$ will be given in Section 2). Interesting examples of impulsive systems are found in the dynamic of populations subject to abrupt changes caused by diseases or harvesting [7].

For impulsive evolution equations with an unbounded linear operator $A$ of the form

$$
\begin{aligned}
& \dot{x}(t)+A(t, x(t))=g(t, x(t)), \quad t>0, t \neq t_{i} \\
& x(0)=x_{0} \\
& \Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, n
\end{aligned}
$$

have been considered in several papers by Ahmed [1], Liu [6], and Rogovchenko [7]. The questions of existence and regularity of solutions have been discussed. Ahmed applied these results to study Bolza and Lagrange problem of optimal control. However, these questions are still open when the operator $A$ is nonlinear.

The purpose of this paper is to study the existence of classical solutions of the strongly nonlinear impulsive evolution equations (1a)-(1c) on ( $0, T$ ) and we will apply these results to study Lagrange optimal control problem.

## 2. System description

The mathematical setting of our problem is the following. Let $H$ be a real separable Hilbert space, $V$ be a dense subspace of $H$ having structure of a reflexive Banach space, with the continuous embedding $V \hookrightarrow H \hookrightarrow V^{*}$, where $V^{*}$ is the topological dual space of $V$. The system model considered here is based on this evolution triple. Let the embedding $V \hookrightarrow H$ be compact.

Let $\langle x, y\rangle$ denote the paring of an element $x \in V^{*}$ and an element $y \in V$. If $x, y \in H$, then $\langle x, y\rangle=(x, y)$, where $(x, y)$ is the scalar product on $H$. The norm in any Banach space $X$ will be denoted by $\|\cdot\|_{X}$.

Let $0 \leqslant s<T<+\infty, I_{s} \equiv(s, T), I_{0} \equiv I \equiv(0, T)$, and let $p, q \geqslant 1$, be such that $1 / p+1 / q=1$ where $2 \leqslant p<+\infty$. For $p, q$ satisfying the preceding conditions, it follows from reflexivity of $V$ that both $L_{p}(I, V)$ and $L_{q}\left(I, V^{*}\right)$ are reflexive Banach spaces and the paring between $L_{p}(I, V)$ and $L_{q}\left(I, V^{*}\right)$ denoted by $\ll,>$.

Define

$$
\begin{aligned}
& W_{p q}\left(I_{s}\right)=W_{p q}(s, T)=\left\{x: x \in L_{p}\left(I_{s}, V\right), \quad \dot{x} \in L_{q}\left(I_{s}, V^{*}\right)\right\}, \\
& \|x\|_{W_{p q}\left(I_{s}\right)}=\|x\|_{L_{p}\left(I_{s}, V\right)}+\|\dot{x}\|_{L_{q}\left(I_{s}, V^{*}\right)}
\end{aligned}
$$

and

$$
W_{p q}(s, u)=\left\{x: x \in L_{p}((s, u), V), \quad \dot{x} \in L_{q}\left((s, u), V^{*}\right)\right\}, \quad 0 \leqslant s<t<u<T,
$$

where $\dot{x}$ denotes the derivative of $x$ in the generalized sense. Furnished with the norm $\|\cdot\|_{W_{p q}\left(I_{s}\right)}$, the space $\left(W_{p q}\left(I_{s}\right),\|\cdot\|_{W_{p q}\left(I_{s}\right)}\right)$ becomes a Banach space which is clearly reflexive and separable. Moreover, the embedding $W_{p q}\left(I_{s}\right) \hookrightarrow C\left(\bar{I}_{s}, H\right)$ is continuous. If the embedding $V \hookrightarrow H$ is compact, the embedding $W_{p q}\left(I_{s}\right) \hookrightarrow L_{p}\left(I_{s}, H\right)$ is also compact (see Problem 23.13(b) of [9]). Consider the following impulsive evolution equation:

$$
\begin{align*}
& \dot{x}(t)+A(t, x(t))=g(t, x(t)), \quad t \in I \backslash D,  \tag{2a}\\
& x(0)=x_{0} \in H, \tag{2b}
\end{align*}
$$

$$
\begin{equation*}
\Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right), i=1,2, \ldots, n \quad \text { and } \quad 0<t_{1}<t_{2}<\cdots<t_{n}<T \tag{2c}
\end{equation*}
$$

where the operators $A: I \times V \rightarrow V^{*}, g: I \times H \rightarrow V^{*}$ and $F_{i}: H \rightarrow H$. For a partition $0<t_{1}<t_{2}<\cdots<t_{n}<T$ on $(0, T)$, we define the set $P W_{p q}(0, T)=\left\{x \in W_{p q}\left(t_{i}, t_{i+1}\right)\right.$, $i=0,1,2, \ldots, n$ where $\left.t_{0}=0, t_{n+1}=T\right\}$. For each $x \in P W_{p q}(0, T)$, we define $\|x\|_{P W_{p q}(0, T)}=$ : $\sum_{i=0}^{n}\|x\|_{W_{p q}\left(t_{i}, t_{i+1}\right)}$. As a result, the space $\left(P W_{p q}(0, T),\|\cdot\|_{P W_{p q}(0, T)}\right)$ becomes a Banach space. Let $P C([0, T], H)=\{x: x$ is a map from $[0, T]$ into $H$ such that $x$ is continuous at every point $t \neq t_{i}$, left continuous at $t=t_{i}$, and possesses right-hand limit $x\left(t_{i}^{+}\right)$for $i=1,2, \ldots, n\}$. Equipped with the supremum norm topology, it is a Banach space.

By a (classical) solution $x$ of problem (2), we mean a function $x \in P W_{p q}(0, T) \cap$ $P C([0, T], H)$ such that $x(0)=x_{0}$ and $\Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right)$ for $i=1,2, \ldots, n$ which satisfies

$$
\langle\dot{x}(t), v\rangle+\langle A(t, x), v\rangle=\langle g(t, x), v\rangle
$$

for all $v \in V$ and $\mu$-a.e. on $I$, where $\mu$ is the Lebesgue measure on $I$.
We need the following hypothesis on the data of problem (2).
(A) $A: I \times V \rightarrow V^{*}$ is an operator such that
(1) $t \mapsto A(t, x)$ is weakly measurable, i.e., the functions $t \mapsto\langle A(t, x), v\rangle$ is $\mu$ measurable on $I$, for all $x, v \in V$.
(2) For each $t \in I$, the operator $A(t): V \rightarrow V^{*}$ is uniformly monotone and hemicontinuous, that is, there is a constant $c_{1} \geqslant 0$ such that

$$
\left\langle A\left(t, x_{1}\right)-A\left(t, x_{2}\right), x_{1}-x_{2}\right\rangle \geqslant c_{1}\left\|x_{1}-x_{2}\right\|_{V}^{p}
$$

for all $x_{1}, x_{2} \in V$, and the map $s \mapsto\langle A(t, x+s z), y\rangle$ is continuous on $[0,1]$ for all $x, y, z \in V$.
(3) Growth condition: There exists a constant $c_{2}>0$ and a nonnegative function $a_{1}(\cdot) \in L_{q}(I)$ such that

$$
\|A(t, x)\|_{V^{*}} \leqslant a_{1}(t)+c_{2}\|x\|_{V}^{p-1}
$$

for all $x \in V$, for all $t \in I$.
(4) Coerciveness: There exists a constant $c_{3}>0$ and $c_{4} \geqslant 0$ such that

$$
\langle A(t, x), x\rangle \geqslant c_{3}\|x\|_{V}^{p}-c_{4} \quad \text { for all } x \in V, \text { for all } t \in I .
$$

Without loss of generality, we can assume that $A(t, 0)=0$ for all $t \in \bar{I}$.
(G) $g: I \times H \rightarrow V^{*}$ is an operator such that
(1) $t \mapsto g(t, x)$ is weakly measurable.
(2) $g(t, x)$ is Hölder continuous with respect to $x$ with exponent $0<\alpha \leqslant 1$ in $H$ and uniformly in $t$. That is, there is a constant $L$ such that

$$
\left\|g\left(t, x_{1}\right)-g\left(t, x_{2}\right)\right\|_{V^{*}} \leqslant L\left\|x_{1}-x_{2}\right\|_{H}^{\alpha}
$$

for all $x_{1}, x_{2} \in H$ and for all $t \in I$. This assumption implies the map $x \mapsto g(t, x)$ is continuous.
(3) There exists a nonnegative function $h_{1}(\cdot) \in L_{q}(I)$ and a constant $c_{5}>0$ such that

$$
\|g(t, x)\|_{V^{*}} \leqslant h_{1}(t)+c_{5}\|x\|_{H}^{k-1}
$$

for all $x \in V, t \in I$, where $1 \leqslant k<p$ is constant.
(F) $F_{i}: H \rightarrow H$ is locally Lipschitz continuous on $H$, i.e., for any $\rho>0$, there exists a constant $L_{i}(\rho)$ such that

$$
\begin{aligned}
& \qquad\left\|F_{i}\left(x_{1}\right)-F_{i}\left(x_{2}\right)\right\|_{H} \leqslant L_{i}(\rho)\left\|x_{1}-x_{2}\right\|_{H} \\
& \text { for all }\left\|x_{1}\right\|_{H},\left\|x_{2}\right\|_{H}<\rho(i=1,2, \ldots, n) \text {. }
\end{aligned}
$$

It is sometimes convenient to rewrite system (2) into an operator equation. To do this, we set $X=L_{p}(I, V)$ and hence $X^{*}=L_{q}\left(I, V^{*}\right)$. Moreover, we set

$$
\left\{\begin{array}{l}
A(x)(t)=A(t, x(t)),  \tag{3}\\
G(x)(t)=g(t, x(t))
\end{array}\right.
$$

for all $x \in X$ and for all $t \in(0, T)$. Then the original problem (2) is equivalent to the following operator equation (see [9, Theorem 30.A]):

$$
\left\{\begin{array}{l}
\dot{x}+A x=G(x)  \tag{4}\\
x(0)=x_{0} \in H \\
\Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, n \quad \text { and } \quad 0<t_{1}<t_{2}<\cdots<t_{n}<T
\end{array}\right.
$$

Remark. It follows from Theorem 30.A of Zeidler [9] that Eq. (3) defines an operator $A: X \rightarrow X^{*}$ such that $A$ is uniformly monotone, hemicontinuous, coercive, and bounded. Moreover, by using hypothesis $(\mathrm{G})(3)$ and using the same technique as in Theorem 30.A, one can show that the operator $G: L_{p}(I, H) \rightarrow X^{*}$ is also bounded and satisfies

$$
\|G(u)\|_{X^{*}} \leqslant M_{1}+M_{2}\|u\|_{L_{p}(I, H)}^{k-1}
$$

for all $u \in L_{p}(I, H)$.

## 3. Preliminaries

In order to get a solution of Eq. (2) in the space $P W_{p q}(I)$, we firstly show that the following Cauchy problem

$$
\left\{\begin{array}{l}
\dot{x}(t)+A(t, x(t))=g(t, x(t)), \quad 0 \leqslant s<t<T  \tag{5}\\
x(s)=x_{s} \in H
\end{array}\right.
$$

has a solution in the space $W_{p q}(s, T)$. To prove this we need some lemmas.
Lemma 1. Under assumption (G), the operator $G: L_{p}(I, H) \rightarrow L_{q}\left(I, V^{*}\right)$ is Hölder continuous with exponent $\alpha, 0<\alpha \leqslant 1$, and $G\left(x_{n}\right) \rightarrow G(x)$ in $L_{q}\left(I, V^{*}\right)$ whenever $x_{n} \xrightarrow{w} x$ in $W_{p q}(I)$.

Proof. The proof is the same as in Lemma 1 of [8, p .101].
Lemma 2. Let $X_{s}$ be the set of solution of Eq. (5) where $0 \leqslant s<T$. Then $X_{s}$ is bounded in $W_{p q}(I)$, i.e., $\|x\|_{W_{p q}(I)} \leqslant M$ and, moreover, $\|x\|_{C([\bar{I}, H])} \leqslant M, \forall x \in X_{s}$.

Proof. Let $x \in X_{s}$, then $x$ can be considered as an element in $W_{p q}(I)$ by defining $x(t) \equiv 0$ on $(0, s)$. Let $X=L_{p}(I, V)$ and $X^{*}=L_{q}\left(I, V^{*}\right)$, it follows from Eq. (5) that

$$
\langle\langle\dot{x}, x\rangle\rangle+\langle\langle A(x), x\rangle\rangle=\langle\langle G(x), x\rangle\rangle .
$$

Since $A$ is coercive (hypothesis (A)) then

$$
c_{3}\|x\|_{X}^{p}-c_{4} \leqslant\langle\langle G(x), x\rangle\rangle-\langle\langle\dot{x}, x\rangle\rangle .
$$

By using integration by part, Hölder inequality, and hypothesis (G), we get

$$
\begin{aligned}
c_{3}\|x\|_{X}^{p} \leqslant & c_{4}+\langle\langle G(x), x\rangle\rangle-\frac{1}{2}\left[\|x(T)\|_{H}^{2}-\|x(0)\|_{H}^{2}\right] \\
\leqslant & c_{4}+\left(\int_{0}^{T}\|g(t, x)\|_{V^{*}}^{q} \mathrm{~d} t\right)^{1 / q}\left(\int_{0}^{T}\|x(t)\|_{V}^{p}\right)^{1 / p} \\
& -\frac{1}{2}\left[\|x(T)\|_{H}^{2}-\alpha_{1}\right] \\
\leqslant & c_{4}+\left(\int_{0}^{T}\left(h_{1}(t)+c_{5}\|x(t)\|_{H}^{k-1}\right)^{q} \mathrm{~d} t\right)^{1 / q}\left(\|x\|_{X}\right)+\frac{\alpha_{1}}{2}
\end{aligned}
$$

for some constants $\alpha_{1} \geqslant 0$. After, some simplification, we finally get

$$
\begin{equation*}
c_{3}\|x\|_{X}^{p} \leqslant \alpha+\beta\|x\|_{X}+\gamma\|x\|_{X}^{k} \tag{6}
\end{equation*}
$$

for some constants $\alpha, \beta, \gamma>0$. Multiply both sides of (6) by $\|x\|_{X}^{1-p}$ and using the fact $1 \leqslant k<p$ and $p \geqslant 2$, we can easily see that

$$
\begin{equation*}
\|x\|_{X} \leqslant M_{1} \tag{7}
\end{equation*}
$$

for some constant $M_{1}>0$ and for all $x \in X_{s}$. Next, we shall show that

$$
\|\dot{x}\|_{X^{*}} \leqslant M_{2} \quad \text { for all } x \in X_{s}
$$

Let $x \in X_{s}$ and $\phi \in X$ then it follows from Eq. (5) that

$$
\langle\langle\dot{x}, \phi\rangle\rangle+\langle\langle A(x), \phi\rangle\rangle=\langle\langle G(x), \phi\rangle\rangle .
$$

Applying Hölder inequality, we get

$$
|\dot{x}(\phi)| \leqslant\|A(x)\|_{X^{*}}\|\phi\|_{X}+\|G(x)\|_{X^{*}}\|\phi\|_{X} .
$$

Referring to the Remark at the end of Section 2, we know that the operators $A$ and $G$ are bounded. Thus,

$$
\begin{equation*}
|\dot{x}(\phi)| \leqslant\left(\alpha+\beta\|x\|_{X}^{p-1}+\gamma+\delta\|x\|_{L_{p}(I, H)}^{k-1}\right)\|\phi\|_{X} \tag{8}
\end{equation*}
$$

for some positive constants $\alpha, \beta, \gamma$, and $\delta$. Since the embedding $L_{p}(I, V) \hookrightarrow L_{p}(I, H)$ is continuous then Eqs. (7) and (8) imply

$$
\begin{equation*}
\|\dot{x}\|_{X^{*}} \leqslant M_{2} \tag{9}
\end{equation*}
$$

for some positive constant $M_{2}$.
Hence, by Eqs. (7) and (9), we get

$$
\|x\|_{W_{p q}(I)}=\|x\|_{X}+\|\dot{x}\|_{X^{*}} \leqslant M_{1}+M_{2}=M_{3} .
$$

Hence $X_{s}$ is bounded in $W_{p q}(I)$.
Finally, we note that the embedding $W_{p q}(I) \hookrightarrow C[\bar{I}, H]$ is continuous; then

$$
\|x\|_{C[\bar{I}, H]} \leqslant \eta\|x\|_{W_{p q}(I)}
$$

and hence

$$
\|x\|_{C[\bar{I}, H]} \leqslant M_{4}
$$

for some positive constants $\eta, M_{4}$ and for all $x \in X_{s}$. Choosing $M=\max \left\{M_{3}, M_{4}\right\}$ the assertion follows.

Theorem A. Under assumptions (A) and (G), the Cauchy problem (5) has a solution $x \in W_{p q}(s, T)$.

Proof. Let $I_{s}=(s, T)$. Define a mapping $H: L_{p}\left(I_{s}, H\right) \times[0,1] \rightarrow L_{p}\left(I_{s}, H\right)$ by $H(u, \sigma)=w$ where $w$ is the solution of the following problem:

$$
\left\{\begin{array}{l}
\dot{x}+A(x)=\sigma G(u), \quad 0 \leqslant s<t<T  \tag{10}\\
x(s)=\sigma x_{s} \in H .
\end{array}\right.
$$

Here the operators $A: L_{p}\left(I_{s}, V\right) \rightarrow L_{q}\left(I_{s}, V^{*}\right)$ and $G: L_{p}\left(I_{s}, H\right) \rightarrow L_{q}\left(I_{s}, V^{*}\right)$ are assumed to be satisfied hypotheses (A) and (G) on the interval ( $s, T$ ), respectively. It follows from Theorem 30.A of Zeidler [9], for each $u \in L_{p}\left(I_{s}, H\right)$, problem (10) has a unique solution $w \in W_{p q}\left(I_{s}\right)$. Hence $H$ is well defined. Similar to the proof of

Theorem 3 in [8], one can show the map $H: L_{p}\left(I_{s}, H\right) \times[0,1] \rightarrow L_{p}\left(I_{s}, H\right)$ is continuous and compact.

We try to use Leray-Schauder fixed point theorem. Hence, firstly, we must show that the set

$$
\left\{u \in L_{p}\left(I_{s}, H\right): u=H(u, \sigma) \text { for some } 0 \leqslant \sigma \leqslant 1\right\}
$$

is bounded in $L_{p}\left(I_{s}, H\right)$. Let $u \in L_{p}\left(I_{s}, H\right)$ and $u=H(u, \sigma)$, for some $\sigma \in[0,1]$. Then $u \in W_{p q}\left(I_{s}\right)$ and satisfies the problem

$$
\left\{\begin{array}{l}
\dot{u}+A(u)=\sigma G(u),  \tag{11}\\
u(s)=\sigma x_{s} .
\end{array}\right.
$$

By Lemma 2, we get $\|u\|_{W_{p q}(I)} \leqslant M$. Moreover, since the embedding $W_{p q}(I) \hookrightarrow$ $L_{p}(I, H)$ is compact, then

$$
\|u\|_{L_{p}(I, H)} \leqslant B \text { and hence }\|u\|_{L_{p}\left(I_{s}, H\right)} \leqslant B
$$

for some positive constant $B$.
Secondly, we shall show that

$$
H(u, 0)=0 \quad \text { for all } u \in L_{p}\left(I_{s}, H\right)
$$

For any $u \in L_{p}\left(I_{s}, H\right)$, set $H(u, 0)=w$ where $w$ satisfies

$$
\left\{\begin{array}{l}
\dot{w}+A(w)=0  \tag{12}\\
w(s)=0 \in H
\end{array}\right.
$$

By uniqueness of the solution of Eq. (12), we get from $A(0)=0$ (see hypothesis (A)(4)) that

$$
w=0 \text { in } W_{p q}\left(I_{s}\right) \subset W_{p q}(I)
$$

Since the embedding $W_{p q}(I) \hookrightarrow L_{p}(I, H)$ is continuous, we get

$$
w=0 \text { in } L_{p}(I, H) \quad \text { and hence } \quad w=0 \text { in } L_{p}\left(I_{s}, H\right)
$$

That is $H(u, 0)=0$ for all $u \in L_{p}\left(I_{s}, H\right)$.
Finally, we can invoke the Leray-Schauder fixed point theorem (see [4, p. 222]) in the space $L_{p}\left(I_{s}, H\right)$, there is one fixed point $x \in L_{p}\left(I_{s}, H\right)$ such that

$$
x=H(x, 1)
$$

and $x \in W_{p q}\left(I_{s}\right) \cap L_{p}\left(I_{s}, H\right)$. That is $x$ is a solution of problem (10). Since problem (10) is equivalent to problem (5), hence there exists a solution for nonlinear evolution equation (5).

## 4. Impulsive evolution equation

In this section, we would like to investigate the classical solutions of Eq. (2). By virtue of Theorem A, we have the following theorem.

Theorem B. Under assumptions (A), (G) and (F), system (2) has a solution.
Proof. Let $0<t_{1}<t_{2}<\cdots<t_{n}<T$ be a partition of $(0, T)$.
Case 1: Find a solution of Eq. (2) on the interval ( $0, t_{1}$ ). By Theorem A, Eqs. (2a) and (2b) have a solution $x \in W_{p q}(0, T)$. Let $x_{1}$ be the restriction of $x$ on the interval $\left(0, t_{1}\right)$. It is obvious that $x_{1} \in W_{p q}\left(0, t_{1}\right)$ and $x_{1}(0)=x_{0}$. Hence, $x_{1}$ is a solution of Eq. (2) on the interval $\left(0, t_{1}\right)$.

Case 2: Find a solution of Eq. (2) on the interval ( $0, t_{2}$ ). Since $x_{1} \in W_{p q}\left(0, t_{1}\right)$ and $W_{p q}\left(0, t_{1}\right) \hookrightarrow C\left(\left[0, t_{1}\right], H\right)$. Then the left-hand limit $x_{1}\left(t_{1}^{-}\right)$exists in $H$ and we define $x_{1}\left(t_{1}\right)=x_{1}\left(t_{1}^{-}\right) \in H$. Moreover, define

$$
x_{1}\left(t_{1}^{+}\right)=x_{1}\left(t_{1}\right)+F_{1}\left(x_{1}\left(t_{1}\right)\right) .
$$

By Hypothesis (F), we see that $x_{1}\left(t_{1}^{+}\right) \in H$. Now, consider the following equation:

$$
\left\{\begin{array}{l}
\dot{y}(t)+A(t, y(t))=g(t, y(t)), \quad t \in\left(t_{1}, T\right)  \tag{13}\\
y\left(t_{1}\right)=x_{1}\left(t_{1}^{+}\right) .
\end{array}\right.
$$

Again, Theorem A implies that system (13) has a solution $y \in W_{p q}\left(t_{1}, T\right)$. Let $x_{2}$ be the restriction of $y$ onto the interval $\left(t_{1}, t_{2}\right)$ then $x_{2} \in W_{p q}\left(t_{1}, t_{2}\right)$ and $x_{2}\left(t_{1}\right)=y\left(t_{1}\right)=$ $x_{1}\left(t_{1}\right)+F_{1}\left(x_{1}\left(t_{1}\right)\right)$. Hence, $x_{2}$ is the solution of Eq. (2) on the interval $\left(t_{1}, t_{2}\right)$.

Now define a function $x$ on $\left(0, t_{2}\right)$ as follows:

$$
x(t)=\left\{\begin{array}{l}
x_{1}(t) ; t \in\left(0, t_{1}\right], \\
x_{2}(t) ; t \in\left(t_{1}, t_{2}\right) .
\end{array}\right.
$$

We see that $x \in P W_{p q}\left(0, t_{2}\right) \cap P C\left(\left[0, t_{2}\right], H\right)$ and $x$ satisfies Eq. (2a). Moreover, since $x(0)=x_{1}(0)=x_{0}$ and $\Delta x\left(t_{1}\right) \equiv x\left(t_{1}^{+}\right)-x\left(t_{1}^{-}\right)=x_{1}\left(t_{1}\right)+F_{1}\left(x_{1}\left(t_{1}\right)\right)-x_{1}\left(t_{1}\right)=F_{1}\left(x_{1}\left(t_{1}\right)\right)=$ $F_{1}\left(x\left(t_{1}\right)\right)$. Thus, $x$ is the solution of Eq. (2) on the interval $\left(0, t_{2}\right)$. Continue this process through the interval $(0, T)$. We get that system (2) has a solution $x \in P W_{p q}(0, T) \cap$ $P C([0, T], H)$.

## 5. Admissible trajectories and optimal control

In this section, we study the existence of optimal solutions for a Langrange optimal control problem which is governed by a class of impulsive strongly nonlinear evolution equation.

We model the control space by a separable reflexive Banach space $E$. By $P_{f}(E)$ $\left(P_{f c}(E)\right)$ we denote a class of nonempty closed (closed and convex) subsets of $E$, respectively. Let $I=(0, T)$. Recall (see, for example, [5]) that a multifunction $\Gamma: I \rightarrow$ $P_{f}(E)$ is said to be graph measurable if

$$
G_{r} \Gamma=:\{(t, v) \in I \times E: v \in \Gamma(t)\} \in B(I) \times B(E),
$$

where $B(I)$ and $B(E)$ are the Borel $\sigma$-field of $I$ and $E$, respectively. For $2 \leqslant q<\infty$, we define the admissible space $U_{\text {ad }}$ to be the set of all $L_{q}(I, E)$-selections of $\Gamma(\cdot)$, i.e.,

$$
U_{\mathrm{ad}}=\left\{u \in L_{q}(I, E): u(t) \in \Gamma(t) \mu \text {-a.e. on } I\right\},
$$

where $\mu$ is the Lebesgue measure on $I$. Note that the admissible space $U_{\text {ad }} \neq \phi$ if $\Gamma: I \rightarrow P_{f}(E)$ is graph measurable and the map $t \mapsto|\Gamma(t)|=: \sup \left\{\|v\|_{E}: v \in \Gamma(t)\right\} \in$ $L_{q}(I)$ (see [5, Lemma 3.2, p. 175]).

The Lagrange optimal control problem ( P ) under consideration is the following:

$$
\begin{align*}
& \inf J(x, u)=\int_{0}^{T} L(t, x(t), u(t)) \mathrm{d} t=m,  \tag{14a}\\
& \dot{x}(t)+A(t, x(t))=g(t, x(t))+B(t) u(t),  \tag{14b}\\
& x(0)=x_{0} \in H,  \tag{14c}\\
& \Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, n \quad\left(0<t_{1}<t_{2}<\cdots<t_{n}<T\right) . \tag{14d}
\end{align*}
$$

Here, we require the operators $A, g$ and $F_{i}$ 's of Eq. (14) satisfy hypotheses (A), (G) and (F), respectively, as in Section 2. We now give some new hypotheses for the remaining data.
(U) $\Gamma: I \rightarrow P_{f c}(E)$ is a measurable multifunction such that the map

$$
t \mapsto|\Gamma(t)|=\sup \left\{\|v\|_{E}: v \in \Gamma(t)\right\}
$$

belongs to $L_{q}(I)$.
(B) $B \in L_{\infty}(I, \mathscr{L}(E, H))$, where $\mathscr{L}(E, H)$ is the space of all bounded linear operators from $E$ into $H$.
(L) $L: I \times V \times E \rightarrow \mathbb{R} \cup\{+\infty\}$ is an integrand such that
(1) $(t, x, u) \mapsto L(t, x, u)$ is measurable;
(2) $(x, u) \mapsto L(t, x, u)$ is sequentially lower semicontinuous;
(3) $u \mapsto L(t, x, u)$ is convex;
(4) there exists a nonnegative bounded measurable function $\phi(\cdot) \in L_{1}(0, T)$ and a nonnegative constant $c_{6}$ such that

$$
L(t, x, u) \geqslant \phi(t)-c_{6}\left(\|x\|_{V}+\|u\|_{E}\right)
$$

for all most $t \in I$, all $x \in V$, and all $u \in E$.
By using the same notation as in Eq. (4), we can rewrite the control system (14b)-(14d) into an equivalent operator equation as follows:

$$
\begin{align*}
& \dot{x}+A(x)=G(x)+B(u), \quad 0<t<T  \tag{15a}\\
& x(0)=x_{0} \in H,  \tag{15b}\\
& \Delta x\left(t_{i}\right)=F_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \ldots, n\left(0<t_{1}<t_{2}<\cdots<t_{n}<T\right), \tag{15c}
\end{align*}
$$

where the operators $A, G$, and $F_{i}(i=1,2, \ldots, n)$ are the same as in Eq. (4). We set $B(u)(t)=B(t) u(t)$. This relation defines an operator $B: L_{q}(I, E) \rightarrow L_{q}(I, H)$ which is linear and continuous.

It follows immediately from hypothesis (U) that the admissible space $U_{\mathrm{ad}} \neq \phi$ and $U_{\text {ad }}$ is a bounded closed convex subset of $L_{q}(I, E)$. Any solution $x$ of Eqs. (15a)-(15c) is referred to as a state trajectory of the evolution system corresponding to $u \in U_{\mathrm{ad}}$ and the pair $(x, u)$ is called an admissible pair. Let

$$
\begin{aligned}
& A_{\mathrm{ad}}=\left\{(x, u) \in P W_{p q}(I) \times U_{\mathrm{ad}}:(x, u) \text { is an admissible pair }\right\}, \\
& X_{\mathrm{ad}}=\left\{x \in P W_{p q}(I): \exists u \in U_{\mathrm{ad}} \text { such that }(x, u) \in A_{\mathrm{ad}}\right\} .
\end{aligned}
$$

By using the preceding notation, our optimal control problem (14a)-(14d) can be restated as follows.

Problem (P). Find $\left(x_{*}, u_{*}\right) \in A_{\text {ad }}$ such that

$$
J\left(x_{*}, u_{*}\right)=\min _{(x, u) \in A_{\mathrm{ad}}} J(x, u)=m .
$$

If such a pair $\left(x_{*}, u_{*}\right)$ exists, then $\left(x_{*}, u_{*}\right)$ is called an optimal control pair.
Theorem C. Assume that hypotheses (A), (G), (B) and (U) hold. Then the admissible set $A_{\mathrm{ad}} \neq \phi$ and $X_{\mathrm{ad}}$ is bounded in $P W_{p q}(I) \cap P C(\bar{I}, H)$.

Proof. Let $u \in U_{\mathrm{ad}}$, define

$$
g_{u}(t, x)=g(t, x)+B(t) u(t) .
$$

Since $B \in L_{\infty}(I, \mathscr{L}(E, H))$, then one can see that $g_{u}: I \times H \rightarrow V^{*}$ satisfies hypothesis (G). Hence, by virtue of Theorem B, Eq. (15) has a solution. Next, we shall show that $X_{\mathrm{ad}}$ is bounded in $P W_{p q}(I)$ by considering in each case separately. Let $x \in X_{\mathrm{ad}}$.

Case 1: $t \in\left(0, t_{1}\right)$. By Lemma 2, $\|x\|$ is bounded in $W_{p q}\left(0, t_{1}\right)$. Hence,

$$
\|x\|_{W_{p q}\left(0, t_{1}\right)} \leqslant M_{1} \quad \text { and } \quad\|x\|_{C\left(\left[0, t_{1}\right], H\right)} \leqslant M_{1} .
$$

Case 2: $t \in\left(t_{1}, t_{2}\right)$. Since $\|x(0)\|_{H}$ and $\left\|x\left(t_{1}\right)\right\|_{H} \leqslant M_{1}$ then, by hypothesis (F), we have

$$
\begin{aligned}
\left\|x\left(t_{1}^{+}\right)\right\|_{H} & \leqslant\left\|x\left(t_{1}\right)\right\|_{H}+\left\|F_{1}\left(x\left(t_{1}\right)\right)\right\|_{H} \\
& \leqslant M_{1}\left[1+2 L_{1}\left(M_{1}\right)\right]+\left\|F_{1}(x(0))\right\|_{H},
\end{aligned}
$$

where $L\left(M_{1}\right)$ is a real constant depending on $M_{1}$. Hence, $\left\|x\left(t_{1}^{+}\right)\right\|_{H}$ is bounded.
Using Lemma 2 again, we have

$$
\|x\|_{W_{p q}\left(t_{1}, t_{2}\right)} \leqslant M_{2}, \quad \text { and } \quad\|x\|_{C\left(\left[t_{1}, t_{2}\right], H\right)} \leqslant M_{2} .
$$

After a finite step, there exists $M>0$ such that

$$
\|x\|_{P W_{p q}(0, T)} \leqslant M \quad \text { and } \quad\|x\|_{C(\bar{I}, H)} \leqslant M .
$$

Hence, $X_{\mathrm{ad}}$ is bounded in $P W_{p q}(0, T) \cap P C(\bar{I}, H)$.

## 6. Existence of optimal controls

Theorem D. Assume hypotheses (A), (G), (F), (U), (B), and (L) hold. There exists an admissible control pair $\left(x_{*}, u_{*}\right)$ such that $J\left(x_{*}, u_{*}\right)=m$.

Proof. By Theorem C, we get $A_{\text {ad }} \neq \phi$. If $m=+\infty$, then every control is admissible. Now suppose that $m<+\infty$. Choose a minimizing sequence $\left\{\left(x_{k}, u_{k}\right)\right\} \subset A_{\text {ad }}$ such that

$$
\lim _{k \rightarrow+\infty} J\left(x_{k}, u_{k}\right)=m
$$

Since, for each $k,\left(x_{k}, u_{k}\right) \in A_{\text {ad }}$ then $\left(x_{k}, u_{k}\right)$ must satisfy the operator equation

$$
\begin{align*}
& \dot{x}_{k}+A\left(x_{k}\right)=G\left(x_{k}\right)+B\left(u_{k}\right), \quad 0<t<T  \tag{16a}\\
& x_{k}(0)=x_{0} \in H  \tag{16b}\\
& \Delta x_{k}\left(t_{i}\right)=F_{i}\left(x_{k}\left(t_{i}\right)\right), \quad i=1,2, \ldots, n \quad\left(0<t_{1}<t_{2}<\cdots<t_{n}<T\right) \tag{16c}
\end{align*}
$$

$(k=1,2,3, \ldots)$. Since $U_{\text {ad }}$ is bounded, the sequence $\left\{u_{k}\right\}$ is bounded in the reflexive Banach space $L_{q}(I, E)$. By passing to a subsequence if necessary, we may assume that

$$
\begin{equation*}
u_{k} \xrightarrow{w} u_{*} \quad \text { in } L_{q}(I, E) \quad \text { as } k \rightarrow \infty . \tag{17}
\end{equation*}
$$

Moreover, since $U_{\mathrm{ad}}$ is a closed convex subset of $L_{q}(I, E)$. So, by Mazur's theorem (see [2, p. 7]), $U_{\text {ad }}$ is weakly closed and hence $u_{*} \in U_{\text {ad }}$.

Next, we shall find $x_{*} \in X_{\text {ad }}$ such that $\left(x_{*}, u_{*}\right) \in A_{\text {ad }}$. We shall do this by considering in each case separately.

Case 1: Find $x_{*}$ on the interval $\left(0, t_{1}\right)$.
For notational convenience, we let $I_{1}=\left(0, t_{1}\right), X_{1}=L_{p}\left(I_{1}, V\right)$, and $X_{1}^{*}=L_{q}\left(I_{1}, V^{*}\right)$. We note that $X_{1}=L_{p}\left(I_{1}, V\right)$ can be considered as a closed subspace of $X=L_{p}(I, V)$. Let $x_{k}^{1}$ and $u_{k}^{1}$ be the restriction of the functions $x_{k}$ and $u_{k}$ on the interval $I_{1}$, respectively ( $k=1,2,3, \ldots$ ). Since $\left\{x_{k}^{1}\right\}$ is the sequence of solution of Eq. (16) on the interval $\left(0, t_{1}\right)$, then by Theorem $\mathrm{C},\left\{x_{k}^{1}\right\}$ is bounded in $W_{p q}\left(I_{1}\right)$. By reflexivity of $W_{p q}\left(I_{1}\right)$, there is a subsequence of $\left\{x_{k}^{1}\right\}$, again denoted by $\left\{x_{k}^{1}\right\}$, such that

$$
\begin{equation*}
x_{k}^{1} \xrightarrow{w} x^{1} \quad \text { in } W_{p q}\left(I_{1}\right) \quad \text { as } k \rightarrow \infty . \tag{18}
\end{equation*}
$$

Since the embedding $W_{p q}\left(I_{1}\right) \hookrightarrow X_{1}$ is continuous, the embedding $W_{p q}\left(I_{1}\right) \hookrightarrow L_{p}\left(I_{1}, H\right)$ is compact, and the operator $A: X_{1} \rightarrow X_{1}^{*}$ maps bounded sets to bounded sets, it follows from (18) that there is a subsequence of $\left\{x_{k}^{1}\right\}$, again denoted by $\left\{x_{k}^{1}\right\}$, such that

$$
\begin{aligned}
& x_{k}^{1} \xrightarrow{w} x^{1} \quad \text { in } X_{1}, \quad \dot{x}_{k}^{1} \xrightarrow{w} \dot{x}^{1} \quad \text { in } X_{1}^{*}, \\
& x_{k}^{1} \xrightarrow{s} x^{1} \quad \text { in } L_{p}\left(I_{1}, H\right), \quad \text { and } A x_{k}^{1} \xrightarrow{w} z \quad \text { in } X_{1}^{*}
\end{aligned}
$$

as $k \rightarrow \infty$. It follows from Lemma 1 that

$$
G\left(x_{k}^{1}\right) \rightarrow G\left(x^{1}\right) \quad \text { in } X_{1}^{*}
$$

Hence,

$$
\begin{equation*}
\left\langle\left\langle G\left(x_{k}^{1}\right), x_{k}^{1}\right\rangle\right\rangle_{X_{1}} \rightarrow\left\langle\left\langle G\left(x^{1}\right), x^{1}\right\rangle\right\rangle_{X_{1}} \quad \text { as } k \rightarrow \infty . \tag{19}
\end{equation*}
$$

Moreover, since $B: L_{q}\left(I_{1}, E\right) \rightarrow L_{q}\left(I_{1}, H\right)$ is linear and continuous. Hence, we get from Eq. (17) that

$$
B u_{k}^{1} \xrightarrow{w} B u_{*}^{1} \quad \text { in } L_{q}\left(I_{1}, H\right) \quad \text { as } k \rightarrow \infty .
$$

Since $x_{k}^{1} \xrightarrow{s} x^{1}$ in $L_{p}\left(I_{1}, H\right)$ (here, we identify $H=H^{*}$ ). Then

$$
\begin{equation*}
\left\langle\left\langle B u_{k}^{1}, x_{k}^{1}\right\rangle\right\rangle_{X_{1}} \rightarrow\left\langle\left\langle B u_{*}^{1}, x^{1}\right\rangle\right\rangle_{X_{1}} \quad \text { as } k \rightarrow \infty . \tag{20}
\end{equation*}
$$

We note from Eq. (16a) that

$$
\begin{align*}
\left\langle\left\langle A\left(x_{k}^{1}\right), x_{k}^{1}\right\rangle\right\rangle_{X_{1}}= & \left\langle\left\langle A\left(x_{k}^{1}\right), x^{1}\right\rangle\right\rangle_{X_{1}}-\left\langle\left\langle\dot{x}_{k}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} \\
& +\left\langle\left\langle G\left(x_{k}^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle B u_{k}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} . \tag{21}
\end{align*}
$$

From the integration by part formula, we have

$$
\begin{align*}
\left\langle\left\langle\dot{x}_{k}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}= & \left\langle\left\langle\dot{x}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} \\
& +\frac{1}{2}\left(\left\|x_{k}^{1}\left(t_{1}\right)-x^{1}\left(t_{1}\right)\right\|_{H}^{2}-\left\|x_{k}^{1}(0)-x^{1}(0)\right\|_{H}^{2}\right) . \tag{22}
\end{align*}
$$

Substituting (22) into (21) and note that the second term on the right-hand side of (22) is always nonnegative, then we get

$$
\begin{aligned}
\left\langle\left\langle A\left(x_{k}^{1}\right), x_{k}^{1}\right\rangle\right\rangle_{X_{1}} \leqslant & \left\langle\left\langle A\left(x_{k}^{1}\right), x^{1}\right\rangle\right\rangle_{X_{1}}-\left\langle\left\langle\dot{x}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}+\left\|x_{k}^{1}(0)-x^{1}(0)\right\|_{H}^{2} \\
& +\left\langle\left\langle G\left(x_{k}^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle B u_{k}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} .
\end{aligned}
$$

By Eq. (18), $x_{k}^{1} \xrightarrow{w} x^{1}$ in $W_{p q}\left(0, t_{1}\right)$ and hence $x_{k}^{1} \xrightarrow{w} x^{1}$ in $C\left(\left[0, t_{1}\right], H\right)$. This means that $x_{k}^{1}(0) \xrightarrow{w} x^{1}(0)$ in $H$. Referring to the initial condition (16a), we have $x_{k}^{1}(0)=x_{0} \in H$ $(k=1,2,3, \ldots)$. Hence, by the uniqueness of weakly limit, we get $x_{k}^{1}(0)=x^{1}(0)=x_{0}$ for all $k$. Therefore

$$
\begin{equation*}
\varlimsup_{k \rightarrow \infty}\left\langle\left\langle A\left(x_{k}^{1}\right), x_{k}^{1}\right\rangle\right\rangle_{X_{1}} \leqslant\left\langle\left\langle z, x^{1}\right\rangle\right\rangle_{X_{1}} . \tag{23}
\end{equation*}
$$

Since $A: X_{1} \rightarrow X_{1}^{*}$ is monotone and hemicontinuous on the reflexive Banach space $X_{1}=L_{p}\left(I_{1}, V\right)$ then by Example 27.2(a) [9, p. 584], we have

$$
z=A x^{1} .
$$

That is

$$
A\left(x_{k}^{1}\right) \xrightarrow{w} A\left(x^{1}\right) \quad \text { in } X_{1}^{*} .
$$

For any $\phi \in X_{1}$, we have

$$
\left\langle\left\langle\dot{x}_{k}^{1}, \phi\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle A\left(x_{k}^{1}\right), \phi\right\rangle\right\rangle_{X_{1}}=\left\langle\left\langle G\left(x_{k}^{1}\right), \phi\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle B\left(u_{k}^{1}\right), \phi\right\rangle\right\rangle_{X_{1}} .
$$

Letting $k \rightarrow \infty$, we have

$$
\left\langle\left\langle\dot{x}^{1}, \phi\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle A\left(x^{1}\right), \phi\right\rangle\right\rangle_{X_{1}}=\left\langle\left\langle G\left(x^{1}\right), \phi\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle B\left(u^{1}\right), \phi\right\rangle\right\rangle_{X_{1}} .
$$

Hence, $x^{1}$ is the solution of the following system:

$$
\begin{align*}
& \dot{x}^{1}+A\left(x^{1}\right)=G\left(x^{1}\right)+B\left(u^{1}\right), \quad 0<t<t_{1}, \\
& x^{1}(0)=x_{0} . \tag{24}
\end{align*}
$$

Moreover, one can show that $x_{k}^{1}\left(t_{1}\right) \rightarrow x^{1}\left(t_{1}\right)$ in $H$ as $k \rightarrow \infty$. To see this we note that

$$
\begin{aligned}
\left\langle\left\langle\dot{x}_{k}^{1}-\dot{x}^{1}, x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}= & -\left\langle\left\langle A\left(x_{k}^{1}-x^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} \\
& +\left\langle\left\langle G\left(x_{k}^{1}\right)-G\left(x^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}+\left\langle\left\langle B\left(u_{k}^{1}\right)-B\left(u^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} .
\end{aligned}
$$

By using integration by parts and noting that the operator $A$ is monotone, we have

$$
\begin{aligned}
\frac{1}{2}\left(\left\|x_{k}^{1}\left(t_{1}\right)-x^{1}\left(t_{1}\right)\right\|_{H}^{2}-\left\|x_{k}^{1}(0)-x^{1}(0)\right\|_{H}^{2}\right) \leqslant & \left\langle\left\langle G\left(x_{k}^{1}\right)-G\left(x^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}} \\
& +\left\langle\left\langle B\left(u_{k}^{1}\right)-B\left(u^{1}\right), x_{k}^{1}-x^{1}\right\rangle\right\rangle_{X_{1}}
\end{aligned}
$$

Since $x_{k}^{1} \xrightarrow{w} x^{1}$ in $X_{1}$, then the right-hand side the above inequality tend to 0 as $k \rightarrow \infty$. Thus, we have just proved

$$
\begin{equation*}
x_{k}^{1}\left(t_{1}\right) \rightarrow x^{1}\left(t_{1}\right) \text { in } H \text { as } k \rightarrow \infty \tag{25}
\end{equation*}
$$

This proves that $x^{1}$ satisfies Eqs. (15a)-(15c) on the interval $\left(0, t_{1}\right)$ and $x^{1}$ is the required $x_{*}$ on $\left(0, t_{1}\right)$.

Case 2: Find $x_{*}$ on the interval $\left(t_{1}, t_{2}\right)$.
The proof is similar to case 1 . Here, let $I_{2}=\left(t_{1}, t_{2}\right), X_{2}=L_{p}\left(I_{2}, V\right)$ and $X_{2}^{*}=L_{q}\left(I_{2}, V^{*}\right)$. Let $x_{k}^{2}$ and $u_{k}^{2}$ be the restriction of the functions $x_{k}$ and $u_{k}$ on the interval $I_{2}$, respectively $(k=1,, 2,3, \ldots)$. It follows from Eq. (16) that the sequence $\left(x_{k}^{2}, u_{k}^{2}\right)$ satisfies the operator equation

$$
\begin{align*}
& \dot{x}_{k}^{2}-A\left(x_{k}^{2}\right)=G\left(x_{k}^{2}\right)+B\left(u_{k}^{2}\right), \quad t_{t}<t<t_{2},  \tag{26a}\\
& x_{k}^{2}\left(t_{1}^{+}\right)=x_{k}^{2}\left(t_{1}^{-}\right)+F_{1}\left(x_{k}^{2}\left(t_{1}\right)\right) \tag{26b}
\end{align*}
$$

where $x_{k}^{2}\left(t_{1}^{-}\right)=x_{k}^{2}\left(t_{1}\right)=x_{k}^{1}\left(t_{1}\right)(k=1,2,3, \ldots)$. By using the same proof as in case 1 , we get that

$$
x_{k}^{2} \xrightarrow{w} x^{2} \quad \text { in } W_{p q}\left(t_{1}, t_{2}\right) \quad \text { and } \quad x_{k}^{2} \xrightarrow{w} x^{2} \quad \text { in } C\left(\left[t_{1}, t_{2}\right], H\right),
$$

which implies that $x_{k}^{2}\left(t_{1}^{+}\right) \rightarrow x^{2}\left(t_{1}^{+}\right)$in $H$ as $k \rightarrow \infty$ and moreover, $x^{2}$ satisfies the operator equation

$$
\dot{x}^{2}+A\left(x^{2}\right)=G\left(x^{2}\right)+B\left(u^{2}\right), \quad t_{t}<t<t_{2} .
$$

We are left to verify the initial condition at $t_{1}$. To see this, we note that the expression on the right-hand side of Eq. (26b) converges to $x^{1}\left(t_{1}\right)+F_{1}\left(x^{1}\left(t_{1}\right)\right)$ as $k \rightarrow \infty$ (see Eq. (25) and hypothesis (F)). On the other hand, the left-hand side $x_{k}^{2}\left(t_{1}^{+}\right) \rightarrow x^{2}\left(t_{1}^{+}\right)$ in $H$ as $k \rightarrow \infty$. Hence, $x^{2}\left(t_{1}^{+}\right)=x^{1}\left(t_{1}\right)+F_{1}\left(x^{1}\left(t_{1}\right)\right) \equiv x^{2}\left(t_{1}^{-}\right)+F_{1}\left(x^{2}\left(t_{2}\right)\right)$. This proves that $x^{2}$ satisfies Eqs. (15a)-(15c) on the interval $\left(t_{1}, t_{2}\right)$ and $x^{2}$ is the required $x_{*}$ on $\left(t_{1}, t_{2}\right)$.

Continue this process, we can find $x_{*}$ satisfies (15a)-(15c) on the interval $(0, T)$. This proves that $\left(x_{*}, u_{*}\right) \in A_{\text {ad }}$.

Finally, we shall show that $\left(x_{*}, u_{*}\right)$ is an optimal pair. Let $\left(x_{k}, u_{k}\right)$ be the minimizing sequence as above, i.e.,

$$
x_{k}^{j} \xrightarrow{w} x_{*}^{j} \quad \text { in } W_{p q}\left(I_{j}\right) \quad \text { and } \quad u_{k} \xrightarrow{w} u_{*} \quad \text { in } L_{q}(I, E),
$$

where $x_{k}^{j}$ and $x_{*}^{j}$ are the restriction functions of $x_{k}$ and $x_{*}$ onto the interval $I_{j}=$ : $\left(t_{j-1}, t_{j}\right)(j=1,2, \ldots, n)$, respectively, and $\lim _{k \rightarrow \infty} J\left(x_{k}, u_{k}\right)=m$. Since the embedding $W_{p q}\left(I_{j}\right) \hookrightarrow L_{p}\left(I_{j}, H\right)$ is compact then, by passing to a subsequence if necessary, $x_{k}^{j} \xrightarrow{s} x_{*}^{j}$ in $L_{p}\left(I_{j}, H\right)$ as $k \rightarrow \infty$. By piecing them together from $j=1$ to $n$ and taking into account the impact of jumps, one can conclude that

$$
x_{k} \stackrel{s}{\rightarrow} x_{*} \quad \text { in } L_{p}(I, H) \quad \text { as } k \rightarrow \infty .
$$

Since the embedding $L_{p}(I, H) \hookrightarrow L_{1}(I, H)$ and $L_{q}(I, E) \hookrightarrow L_{1}(I, E)$ are continuous, then

$$
x_{k} \xrightarrow{s} x_{*} \quad \text { in } L_{1}(I, H) \quad \text { and } \quad u_{k} \xrightarrow{w} u \quad \text { in } L_{1}(I, E)
$$

as $k \rightarrow \infty$.
It follows from hypothesis (L) and Theorem 2.1 of Balder [3] that

$$
J\left(x_{*}, u_{*}\right)=\int_{0}^{T} L\left(t, x_{*}(t), u_{*}(t)\right) \mathrm{d} t \leqslant \int_{0}^{T} \lim _{k \rightarrow \infty} L\left(t, x_{k}(t), u_{k}(t)\right) \leqslant m
$$

Hence $\left(x_{*}, u_{*}\right)$ is an optimal control pair.

## 7. Example

Let $I=(0, T)$ and $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with $C^{1}$ boundary $\partial \Omega$. For $p \geqslant 2$ and $\theta \geqslant 0$, we consider the following optimal control problem:
( $\mathrm{P}^{\prime}$ )

$$
J(x, u)=\frac{1}{2} \int_{0}^{T} \int_{\Omega}\left|x(t, z)-y_{0}(z)\right|^{2} \mathrm{~d} z \mathrm{~d} t+\frac{\theta}{2} \int_{0}^{T} \int_{\Omega}|u(t, z)|^{2} \mathrm{~d} z \mathrm{~d} t \rightarrow \inf =m
$$

such that

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} x(t, z)-\sum_{i=1}^{N} D_{i}\left(\left|D_{i} x(t, z)\right|^{p-2} D_{i} x(t, z)\right),  \tag{27}\\
\quad=\sum_{i=1}^{N} D_{i} f_{i}(t, z, x(t, z))+f_{0}(t, z, x(t, z))+b(t) u(t, z) \quad \text { a.e. on } I \times \Omega, \\
\left.x\right|_{I \times \partial \Omega}=0, \quad x(0, z)=x_{0}(z), \quad|u(t, z)| \leqslant r(t, z) \quad \text { a.e. on } \Omega, \\
\Delta x\left(t_{i}, z\right)=F_{i}\left(x\left(t_{i}, z\right)\right), \quad i=1,2, \ldots, n \\
\quad \text { where }\left(0<t_{i}<t_{i}<\cdots<t_{n}<T\right)
\end{array}\right.
$$

Here the operator $D_{i}=\partial / \partial x_{i}(i=1,2, \ldots, N)$. We need the following hypotheses on the data of (27).
$\left(\mathrm{G}^{\prime}\right) f_{i}: I \times \Omega \times \mathbb{R} \rightarrow \mathbb{R}(i=0,1, \ldots, N)$ are functions such that
(1) for every $x \in \mathbb{R},(t, z) \mapsto f_{i}(t, z, x)$ is measurable;
(2) for all $(t, z) \in I \times \Omega$ and for all $x_{1}, x_{2} \in \mathbb{R}$, we have $f_{i}(t, z, x)$ is Hölder continuous with respect to $x$ and exponent $0<\alpha \leqslant 1$; that is, there is a constant $L_{i}>0$ such that

$$
\left|f_{i}\left(t, z, x_{1}\right)-f_{i}\left(t, z, x_{2}\right)\right| \leqslant L_{i}\left|x_{1}-x_{2}\right|^{\alpha}
$$

(3) for almost all $(t, z, x) \in I \times \Omega \times \mathbb{R}$, we have

$$
\left|f_{i}(t, z, x)\right| \leqslant a(t, z)+\gamma_{1}|x|^{k-1}
$$

with $1 \leqslant k<p, a(\cdot, \cdot) \in L_{q}(I \times \Omega)$, and $\gamma_{1}>0$.
$\left(\mathrm{F}^{\prime}\right) F_{i}: L_{2}(\Omega) \rightarrow L_{2}(\Omega)(i=1,2, \ldots, n)$ are operators such that for any $\rho>0$ there exists a constant $L_{i}(\rho)>0$ such that

$$
\left\|F_{i}\left(x_{1}\right)-F_{i}\left(x_{2}\right)\right\|_{L_{2}(\Omega)} \leqslant L_{i}(\rho)\left\|x_{1}-x_{2}\right\|_{L_{2}(\Omega)}
$$

for all $\left\|x_{1}\right\|_{L_{2}(\Omega)},\left\|x_{2}\right\|_{L_{2}(\Omega)}<\rho(i=1,2, \ldots, n)$.
$\left(\mathrm{B}^{\prime}\right) b(\cdot) \in L_{\infty}(I)$.
$\left(\mathrm{R}^{\prime}\right) r(\cdot, \cdot) \in L_{q}(I \times \Omega)$.
In order to study the existence for optimal control problem $\left(\mathrm{P}^{\prime}\right)$, we firstly consider the existence of solutions for the impulsive quasi-linear control systems.

Theorem E. If hypotheses $\left(\mathrm{G}^{\prime}\right)$ and $\left(\mathrm{F}^{\prime}\right)$ hold and $x_{0}(\cdot) \in L_{2}(\Omega), u(\cdot, \cdot) \in L_{2}(I \times \Omega)$, then problem (27) has a solution $x \in L_{p}\left(I, P W_{0}^{1, p}(\Omega)\right) \cap P C\left(I, L_{2}(\Omega)\right)$ such that $\partial x / \partial t \in L_{q}$ $\left(I, W^{-1, q}(\Omega)\right)$.

Proof. In this problem, the evolution triple is $V=W_{0}^{1, p}(\Omega), H=L_{2}(\Omega)$, and $V^{*}=$ $W^{-1, q}(\Omega)$. All embedding are compact (Sobolev embedding theorem). Define an operator $A: I \times V \rightarrow V^{*}$ by

$$
\begin{equation*}
\left.\langle A(t, x), y\rangle_{V}=\int_{\Omega} \sum_{i=1}^{N} \mid D_{i} x\right)\left.\right|^{p-2}\left(D_{i} x\right)\left(D_{i} y\right) \mathrm{d} z . \tag{28}
\end{equation*}
$$

One can easily check that $A(t, x)$ satisfies hypothesis (A) in Section 2. The uniform monotonicity of $A(t, \cdot)$ is a consequence of the result of Zeidler [9, p. 783].

Next, by using the time-varying Dirichlet form $f: I \times H \times V \rightarrow \mathbb{R}$ by

$$
f(t, x, y)=\int_{\Omega} \sum_{i=1}^{N} f_{i}(t, z, x) D_{i} y \mathrm{~d} z+\int_{\Omega} f_{0}(t, z, x) y \mathrm{~d} z .
$$

Then, for each $t \in I$ and $x \in H$, the map $y \mapsto f(t, x, y)$ is a continuous linear form on $V$. Hence, there exists an operator $g: I \times H \rightarrow V^{*}$ such that

$$
\begin{equation*}
f(t, x, y)=\langle g(t, x), y\rangle_{V} . \tag{29}
\end{equation*}
$$

By using hypothesis $\left(\mathrm{G}^{\prime}\right)$, we obtain that $g$ satisfies hypothesis (G) of Section 2. Using the operator $A$ and $g$ as defined in Eqs. (28) and (29), one can rewrite Eqs. (27) in an abstract form as in Eq. (15). So apply Theorem C, problem (27) has a solution.

Finally, consider the optimal control problem $\left(\mathrm{P}^{\prime}\right)$. Let $E=L_{q}(\Omega), V=W_{0}^{1, p}$ and $L: I \times V \times E \rightarrow \mathbb{R}$ with

$$
L(t, x, u)=\frac{1}{2} \int_{\Omega}\left|x(t, z)-y_{0}(t, z)\right|^{2} \mathrm{~d} z+\frac{\theta}{2} \int_{\Omega}|u(t, z)|^{2} \mathrm{~d} z
$$

where $u \in L_{q}\left(I, L_{q}(\Omega)\right), r: I \times \Omega \rightarrow \mathbb{R}^{+}$with $r \in L_{q}(I \times \Omega)$, and $y_{0}(\cdot) \in L_{2}(\Omega)$. Let $\Gamma: I \rightarrow P_{f c}(E)$ be defined by

$$
\Gamma(t)=\left\{v \in L_{q}(\Omega):\|v\|_{L_{q}(\Omega)} \leqslant\|r(t, \cdot)\|_{L_{q}(\Omega)}\right\} .
$$

Then, it is easy to see that, with these definitions, problem ( $\mathrm{P}^{\prime}$ ) satisfies all the hypothesis of Theorem D. Hence $\left(\mathrm{P}^{\prime}\right)$ has at least one optimal pair.
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