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SUPATSORN KUMBOR : MUNGBEAN GROWTH AND YIELD
MODELS USING ARTIFICIAL NEURAL NETWORK.

THESIS ADVISOR : ASST. PROF. HATSACHAI BOONJUNG, Ph.D., 68 PP.

MUNGBEAN GROWTH/NEURAL NETWORK/PREDICTION

The objective of this study was to use the artificial neural network (ANN) to
predict mungbean growth and yield as an alternative of mechanistic model generally
used. The experiment consisted of 2 varieties (SUT1 and KPS2) x 2 water levels
(rainfed and irrigation) x 3 fertilizer levels (12-24-12 rate 0, 15 and 30 kg/rai). The
factorial experiment was in RCBD 4 blocks growing for 2 seasons (irrigation in the
2" season). For growth prediction, 840 data sets were assigned. Data were collected
from 10 replications in each plot. Data from 560 sets of fertilizer rate of 0 and 30
kg/rai were used to train the ANN model by back propagation algorithm. The rest of
280 sets of data (only 15 kg/rai of fertilizer) were used to validate performances of the
model. For leaf area index and total dry matter prediction, 162 data sets were
assigned. Data were collected for 3 replications in each plot. Data from 108 sets were
used to train the ANN model. The rest of 54 sets of data were used to validate
performances of the model. For production yield prediction, 72 data sets were
employed. Data were collected for 4 replications in each plot. Data from 48 sets were
used to train the ANN model and 24 sets of data were used to evaluate model
performance. The input variables were variety, fertilizer, irrigations, seasonal,
growing degree day, rainfall, solar radiation and day after planting. The performance

efficiency was analyzed using coefficient of determination, root mean square error,



index of agreement, mean absolute percent error, mean bias, mean absolute bias.
Results indicated that the neural network model was appropriate in the prediction of
mungbean growth, leaf area index, total dry matter and yield with two hidden layers.
For growth model, the hidden layers were logsig and tansig and the output layer were
tansig. Each hidden layer had 30 neurons. For LAl and TDM model the hidden layers
were tansig and tansig and the output layer was purelin. The hidden layer had 10
neurons. For the yield model, hidden layers were logsig and tansig and the output
layer was tansig. The hidden layers had 10 neurons. The neuron network predicted
mungbean’s height quite accurately but the prediction of the number of nodes and
compound leaves of young mungbean was under estimated. Prediction accuracy
increased with mungbean’s age. The prediction of main branches and yield was under
estimated. The prediction of LAl and TDM was less accurate than mungbean growth.
High r? value resulted in high 1A value as well. This also caused the value of RMSE,
MAPE, MB and MAB became less. The neuron network could be used to predict the
growth and yield of mungbean. However, more data are needed to train the model for

more accuracy.
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