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The present study numerically investigates the steady, viscous incompressible fluid flow and force convection heat transfer over two rotating circular cylinders in side-by-side arrangement. The constant angular velocity and the constant temperature inside the cylinders are considered. Numerical solutions in bipolar cylindrical coordinates are obtained. The finite difference method is used to discretize the equations of the mathematical model in terms of primitive variables. The numerical algorithm has been verified by comparing our numerical results with available data from laboratory physical modeling and other numerical results. The influence of the model parameters such as Reynolds number (Re), Prandtl number (Pr), rotational speed of cylinders and gap spacing between circular cylinders on the flow and heat transfer are presented.
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## CHAPTER I

## INTRODUCTION

The flow of fluids and forced convection across a heated bluff body has been the subject of considerable research interest because of its relevance in many engineering applications. The flow past a cylinder is considered to be an ideal bluff body to study the important phenomena of heat and mass transfer. For instance, the knowledge of the hydrodynamic forces experienced by submerged cylindrical objects such as off-shore pipelines is essential for the design of such structures. On the other hand because of changing process and climatic conditions, one also needs to determine the rate of heat transfer from such structures. Industrial processes where heat and mass transfer from an isolated cylinder plays an important role include anemometry and chemical or radioactive contamination/purification, glass cooling, plastic and industrial devices and many other processes. Because of the importance of these applications, there has been a great deal of interest in the fluid flow and the heat transfer across a single cylinder from the experimental, analytical and numerical approaches (e.g. Bharti et al. (2007), Soares et al. (2005), see also excellent the reviews Morgan (1975), Lange et al. (1998), and Zdravkovich (1997, 2003))

Heat transfer and fluid flow around a single rotating cylinder has been studied by several researchers, see for example the recent work of Mahfouz (1999a, 1999b), Kang (1999), Badr (1989), Stojković (2002), Gshwendtner (2004), and Mittal (2003). The flow around two stationary or rotating circular cylinders can be considered as an elementary flow which is helpful to understanding the
flow patterns and hydrodynamic characteristics around multiple bluff bodies in engineering practice. The arrangement of the cylinders with respect to the free stream flow direction can be

- tandem (or in-line): the free stream flow direction is parallel with the line of the centers of the cylinders;
- transverse (or side-by-side): the free stream flow direction is perpendicular to the line of the cylinders centers;
- staggered.

The incompressible flow around pairs of circular cylinders in tandem arrangements was investigated in many papers. Many previous investigations have revealed complex flow behavior, different flow patterns and wake interferences depending upon the relative positioning of the two cylinders. For example, in a series of work by Juncu (2007a, 2007b), a numerical study of natural and forced convection heat transfer around two tandem circular cylinders at low Reynolds numbers is presented. The steady flow of incompressible power-law fluids over a pair of cylinders in tandem arrangement has been studied numerically by Patil et al. (2008). The governing equations have been solved using a finite volume method based solver (Fluent 6.2). In particular, the effect of the power-law index ( $0.4 \leq n \leq 1.8$ ), Reynolds number $(1 \leq R e \leq 40)$ and the gap ratio between the two cylinders $(2 \leq g \leq 10)$ on the local and global flow characteristics such as streamline profiles, center line velocity, surface pressure coefficient and individual and total drag coefficients has been studied in detail. The heat transfer around two spheres in tandem at moderate Reynolds number was investigated numerically by Juncu (2006). The above mentioned papers comprise an excellent review on problems of heat/mass transfer on flow around two tandem circular cylinders.

In case of a cylinder pair in side-by-side arrangements, experimental works
of Bearman (1973), Zdravkovich (1985), and Williamson (1985) concluded that the flow could be summarized into two major regimes and a complex transition region between them. As the two cylinders are in very close proximity, the flow is periodic and wake is a single Karman vortex street as in the flow past a single bluff body. When the two cylinders are in longer distances, coupled and synchronized vortex streets in the wake have been observed.

Research on numerical computations for the flow over multiple cylinders has become active near the last decade of last century. Chang and Song (1990) used a vorticity-stream function method to compute the flow past a pair of cylinders in side-by-side and tandem arrangements at $R e=100$. Flow visualization and force coefficients were shown to be in good agreement with experiments. Mittal et al. (1997) used a finite element method to simulate three configurations, side-by-side, tandem and staggered arrangements of the cylinder pair at $R e=100$ and 1000. Again, the results compared well with experiments. Recently, Kang (2003) numerically investigated the characteristics of flow over two side-by-side circular cylinders in the range of low Reynolds number defined as $R e=U_{\infty} D / \nu$ where $U_{\infty}$ and $\nu$ are the free-stream velocity and kinematic viscosity, over the range of $40 \leq R e \leq 160$ and the normalized gap spacing $g^{*}<5$; he identified six kinds of wake patterns $\left(g^{*}=g / D\right.$, where $g$ and $D$ are the distance between two cylinders surfaces and the cylinder diameter, respectively).

The flow past a rotating cylinder can be considered as the elementary problem related to the topic of present thesis. The rotation of a cylinder has been adopted not only to understand the wake dynamics but also to control the vortical structure in the wake by the numerous researches. As is well known, when a cylinder rotates, the lift force is obtained by the Magnus effect which occurs due to lower pressure on the flow accelerated side than on the flow decelerated
side. Therefore, the flow changes considerably because of the rotation of the cylinder. As a parameter representing this problem, $\alpha$ is the rotational speed at the cylinder surface normalized by the free-stream velocity, accordingly $\alpha$ is defined as $\alpha=\omega D / 2 U_{\infty}$, where $\omega$ is the angular velocity of the cylinder. The other important parameter is the Reynolds number. Kang et al. (1999) researched the flows for $60 \leq R e \leq 160$ in the range of $0 \leq \alpha \leq 2.5$. Their results showed that the vortex shedding completely disappears when $\alpha>\alpha_{L}$, where $\alpha_{L}$ is the critical rotational speed which was found to be a logarithmic function of $R e$. As $\alpha$ increases, the mean lift increases linearly. In contrast, the mean drag decreases with increasing $\alpha$ and has a relatively strong dependence on Re. Stojković et al. (2002) calculated the unsteady flow for one characteristic Reynolds number $(R e=100)$ in the typical 2D vortex shedding regime with $\alpha$ varying up to very high rotational speed $(0 \leq \alpha \leq 12)$. In the case of low rotational speeds of $0 \leq \alpha \leq 2$, vortex shedding completely is suppressed beyond $\alpha_{L}=1.8$ obtained their numerical calculation. In the range of $0 \leq \alpha \leq \alpha_{L}$ and $R e=100$ the mean values of drag and lift decreases and increases with increasing $\alpha$, respectively. Consequently, Stojković et al. (2002) fairly confirmed the findings of Kang et al. (1999) in the case of unsteady flow at $R e=100$ for low rotational speeds of $0 \leq \alpha \leq 2$. Mittal and Kumar (2003) numerically investigated the flow past a rotating circular cylinder at $R e=200$ for various rotational speeds $(0 \leq \alpha \leq 5)$. They showed that the vortex shedding ceases beyond $\alpha_{L} \approx 1.9$.

The problem of flow passing two rotating cylinders in side-by-side arrangement has not been investigated widely. The thesis of Sungnul (2006) is devoted to the study the self-motion of two rotating circular cylinders. Author of this thesis has found only two recent studies of Yoon $(2007,2009)$ dealing with flow around two rotating circular cylinders in side-by-side arrangement in the range of $|\alpha| \leq 2$
for different gap spacing at $R e=100$. Only one paper by Joucaviel (2008) has been found, which studies the thermal behavior of an assembly of rotating cylinders aligned in a cross-flow. The objective of Joucaviel (2008) was to maximize the heat transfer rate density of the assembly. A numerical model was used to solve the governing equation. Two configurations were studied: (i) the cylinders rotating in the same direction and (ii) consecutive cylinders rotating in opposite direction. The second configuration proved to be the more efficient.

As reviewed above, the effect of rotation for single cylinder and of gap spacing between two stationary cylinder in side-by-side arrangement on corresponding flow and heat transfer has been studied by numerous researcher. The problem of flow passing two rotating cylinders in a side-by-side arrangement has been studied only by a few researchers. However, the heat transfer and fluid flow past a pair of rotating circular cylinders in side-by-side arrangement has not yet been addressed.

This thesis presents a numerical investigation of the characteristics of the two-dimensional heat transfer and laminar flow around two rotating circular cylinders in side-by-side arrangements. In order to consider the combined effects of the rotation and the spacing between two cylinders on the flow and heat transfer, numerical simulations are performed at a various range of absolute rotational speeds $(|\alpha| \leq 2.5)$ for different gap spacing at range of Reynolds number $R e \leq 40$. Quantitative information about the flow and heat transfer variables such as the local and average Nusselt number, pressure and friction coefficients on the cylinder surfaces is highlighted. The pattern of flow and temperature fields are analysed for a wide range of parameters.

The mathematical formulation of the heat/mass transfer problem of flow past two rotating circular cylinders is described in Chapter II. The problem is recast in terms of a cylindrical bipolar coordinate system. Chapter III presents
the details of the numerical algorithm based on the projection method to approximate solution of the momentum equation and the fractional step stabilizing correction method to approximate the solution of the energy equation. In Chapter IV, we represent the validation results of our numerical algorithm by comparison with available numerical and experimental data. The results of various numerical experiments are reported and discussed in Chapter V. Finally some general comments, a summary of the achievements of this work and some ideas on how this research could be continued are provided in Chapter VI.

## CHAPTER II

## MATHEMATICAL FORMULATION OF PROBLEM

### 2.1 Physical assumptions

This study assumes the following design considerations:

1. Flow is steady, laminar and two dimensional.

Steady flow shows that there is no variation with time either of the external flow or of flow within the boundary layer. The restriction on the Reynolds number ensures that the flow is laminar.
2. The fluid is considered incompressible with constant properties. From experiments, it is observed that enormous changes of pressure are required to produce measurable changes in the volumes and densities of liquids (Evans, 1968). Since the flow conditions in this study will not contain such extreme pressure differences, liquids can be regarded as incompressible. In a gaseous medium, experiments have shown that the effects of the compressible nature of the medium begin to appear at high speeds (speed of sound). Since laminar flow is assumed in this study, where the fluid velocity is well below high speeds, the assumption of incompressibility for gases is also retained. The assumption of constant properties also appears to be soundly based because experimental measurements do confirm that for most common gases and liquids, the coefficients of viscosity are changed very small.

## 3. Body forces are negligible.

The effects of gravitational or buoyancy forces are omitted due to forced convection. Any effects produced by the buoyancy of the fluid due to temperature differences will be assumed to be very small.
4. There are no slip at cylinders surface.

The condition of no slip is confirmed by previous experimental studies and it is acceptable, at least for the fluid flows considered in this study.

## 5. Viscous dissipation is neglected

The ranges of dimension, velocities and temperatures adopted in this study allow the neglect of viscous dissipation and natural convection effects.

## 6. Radiation heat transfer is negligible.

## 7. Temperature differences are small.

A large temperature difference between the fluid and the cylinder surface over which it flows could produce extraneous effects which are avoided in this study.

### 2.2 Basic equations

Consider the flow of a viscous incompressible fluid with a constant far away streaming velocity $\left(U_{\infty}\right)$ and temperature $\left(T_{\infty}\right)$, along the $y$-direction normal to the line between centers of rotating circular cylinders. The cylinders rotate about their axes at angular velocities $\omega_{L}$ and $\omega_{R}$, assuming that a positive value corresponds to counter-clockwise rotation. The sketch of flow geometry, coordinate system and notations are shown in Figure 2.1. Since the present study is restricted to long cylinders and flow conditions of $R e \leq 40$, the flow across the cylinders is
steady and two-dimensional; i.e., all flow variables are independent of the $z$-coordinate and are, therefore, functions of the coordinates $x$ and $y$ alone. Furthermore, the thermodynamical properties (density, heat capacity $c_{p}$, thermal conductivity $k$ ) are assumed to be independent of temperature. Under these conditions, the momentum and energy equations are not coupled.


Figure 2.1 Schematics of problem.

From the above circumstances the flow of fluid is governed by the conservation of momentum, mass and energy:

$$
\begin{align*}
\rho\left(\frac{\partial \vec{v}}{\partial t}+(\vec{v} \cdot \nabla) \vec{v}\right) & =-\nabla p+\mu \Delta \vec{v},  \tag{2.1}\\
d i v \vec{v} & =0,  \tag{2.2}\\
\rho c_{p}\left(\frac{\partial T}{\partial t}+(\vec{v} \cdot \nabla) T\right) & =k \Delta T, \tag{2.3}
\end{align*}
$$

where $\vec{v}$ denotes the velocity vector, $p$ is the pressure, $t$ is time, $T$ is the fluid temperature, $c_{p}$ is the heat capacity, $\mu$ is the viscosity of the fluid, and $k$ is the thermal conductivity.

When studying fluid flow and heat transfer passing two cylinders, the rea-
sonable coordinate system is the cylindrical bipolar coordinate system. The common definition of cylindrical bipolar coordinates $(\xi, \eta, z)$ is

$$
\begin{equation*}
x=\frac{a \sinh \eta}{\cosh \eta-\cos \xi}, \quad y=\frac{a \sin \xi}{\cosh \eta-\cos \xi}, \quad z=z \tag{2.4}
\end{equation*}
$$

where $\xi \in[0,2 \pi), \eta \in(-\infty, \infty)$, and $z \in(-\infty, \infty), a$ is a characteristic length in the cylindrical bipolar coordinate system and is positive. The following identities show that curves of constant $\xi$ and $\eta$ are circles in $x y$-space

$$
\begin{gather*}
x^{2}+(y-a \cot \xi)^{2}=a^{2} \csc ^{2} \xi  \tag{2.5}\\
(x-a \operatorname{coth} \eta)^{2}+y^{2}=a^{2} \operatorname{csch}^{2} \eta
\end{gather*}
$$

The coordinate surfaces $\eta=$ const and $\xi=$ const corresponds to a family of cylinders whose centers lie along the $x$ and $y$ axes, respectively. Figure 2.1 shows two cylinders that are chosen to be $\eta=\eta_{R}$ (with $\eta_{R}>0$ ) and $\eta=\eta_{L}$ (with $\left.\eta_{L}<0\right)$. The cylinders' radii $r_{L}$ and $r_{R}$ and the distances of their centers from the origin $d_{L}$ and $d_{R}$ are given by

$$
\begin{equation*}
r_{i}=a \operatorname{csch}\left|\eta_{i}\right|, \quad d_{i}=a \operatorname{coth}\left|\eta_{i}\right|, \quad i=L, R \tag{2.6}
\end{equation*}
$$

The center to center distance between the cylinders equals $d=d_{L}+d_{R}$. If $r_{L}, r_{R}$, and $d$ are given, one can find $a, \eta_{L}$, and $\eta_{R}$ from relations (2.4)-(2.6) as follows

$$
\begin{gather*}
\eta_{R, L}=\ln \left[\left(\frac{d^{2}+r_{R}^{2}-r_{L}^{2}}{2 d r_{R}}\right) \pm \sqrt{\left(\frac{d^{2}+r_{R}^{2}-r_{L}^{2}}{2 d r_{R}}\right)^{2}-1}\right]  \tag{2.7}\\
a=\sqrt{\frac{d^{4}-2 d^{2}\left(r_{R}^{2}+r_{L}^{2}\right)+\left(r_{R}^{2}-r_{L}^{2}\right)^{2}}{4 d^{2}}} .
\end{gather*}
$$

The two-dimensional governing equations (2.1)-(2.3) describing the flow and heat transfer for viscous incompressible fluid will be studied. For goodest generality, we usually nondimensionalize a given fluid flow and heat transfer problem with the aid of appropriate scales of length, time and other involved properties.

The nondimensional form of the governing equations (2.1)-(2.3) may be expressed in the cylindrical bipolar coordinate system as follows:

$$
\begin{align*}
& \frac{\partial v_{\xi}}{\partial t}+\frac{1}{h}\left(v_{\xi} \frac{\partial v_{\xi}}{\partial \xi}+v_{\eta} \frac{\partial v_{\xi}}{\partial \eta}\right)-\frac{1}{a}\left(\sinh \eta\left(v_{\xi} v_{\eta}\right)-\sin \xi\left(v_{\eta}\right)^{2}\right) \\
& =-\frac{1}{h} \frac{\partial p}{\partial \xi}+\frac{1}{h} \frac{2}{R e}\left[\frac{1}{h}\left(\frac{\partial^{2} v_{\xi}}{\partial \xi^{2}}+\frac{\partial^{2} v_{\xi}}{\partial \eta^{2}}\right)-\frac{1}{a}\left(\sinh \eta \frac{\partial v_{\eta}}{\partial \xi}-\sin \xi \frac{\partial v_{\eta}}{\partial \eta}\right)\right]  \tag{2.8}\\
& -\frac{1}{h} \frac{2}{R e}\left(\frac{\cosh \eta+\cos \xi}{a}\right) v_{\xi}, \\
& \frac{\partial v_{\eta}}{\partial t}+\frac{1}{h}\left(v_{\xi} \frac{\partial v_{\eta}}{\partial \xi}+v_{\eta} \frac{\partial v_{\eta}}{\partial \eta}\right)+\frac{1}{a}\left(\sinh \eta\left(v_{\xi}\right)^{2}-\sin \xi\left(v_{\xi} v_{\eta}\right)\right) \\
& =-\frac{1}{h} \frac{\partial p}{\partial \eta}+\frac{1}{h} \frac{2}{R e}\left[\frac{1}{h}\left(\frac{\partial^{2} v_{\eta}}{\partial \xi^{2}}+\frac{\partial^{2} v_{\eta}}{\partial \eta^{2}}\right)+\frac{1}{a}\left(\sinh \eta \frac{\partial v_{\xi}}{\partial \xi}-\sin \xi \frac{\partial v_{\xi}}{\partial \eta}\right)\right]  \tag{2.9}\\
& -\frac{1}{h} \frac{2}{R e}\left(\frac{\cosh \eta+\cos \xi}{a}\right) v_{\eta}, \\
& \quad \frac{1}{h^{2}}\left[\frac{\partial\left(h v_{\xi}\right)}{\partial \xi}+\frac{\partial\left(h v_{\eta}\right)}{\partial \eta}\right]=0,  \tag{2.10}\\
& \quad \frac{\partial T}{\partial t}+\frac{1}{h}\left[v_{\xi} \frac{\partial T}{\partial \xi}+v_{\eta} \frac{\partial T}{\partial \eta}\right]=\frac{2}{R e P r} \frac{1}{h^{2}}\left[\frac{\partial^{2} T}{\partial \xi^{2}}+\frac{\partial^{2} T}{\partial \eta^{2}}\right], \tag{2.11}
\end{align*}
$$

where $v_{\xi}$ and $v_{\eta}$ are the velocity components in $\xi$ and $\eta$ directions, respectively, in the cylindrical bipolar coordinate system, and $h=a /(\cosh \eta-\cos \xi)$. In the above equations, the velocities are nondimensional with free stream velocity $U_{\infty}$, all lengths with the radius $r_{R}$ of right cylinder, time with $\left(r_{R}\right) /\left(U_{\infty}\right)$, pressure by $\rho U_{\infty}^{2}$, and temperature by $\left(T-T_{\infty}\right) /\left(T_{R}-T_{\infty}\right)$. The two nondimensional parameters which appear in the above equations are

- Reynolds number:

$$
R e=\frac{2 U_{\infty} r_{R}}{\mu}
$$

- Prandtl number:

$$
\operatorname{Pr}=\frac{c_{p} \mu}{k} .
$$

### 2.3 Boundary condition

The physically realistic boundary conditions for this flow are expressed as follows. On the cylinder surfaces, the usual no-slip condition is applied. The two commonly used thermal boundary conditions at the surfaces of the solid cylinders are the constant temperature condition and the constant heat flux condition. The nondimensional boundary conditions are as follows:

- On the cylinders surfaces, the no-slip boundary condition will be used for all solid surfaces of the cylinders $\left(\eta=\eta_{L}\right.$ and $\left.\eta=\eta_{R}\right)$

$$
\begin{equation*}
v_{\xi}=\alpha_{i}, \quad v_{\eta}=0, \quad \text { at } \quad \eta=\eta_{i}, \quad \xi \in[0,2 \pi), \quad i=L, R, \tag{2.12}
\end{equation*}
$$

where $\alpha_{i}=\frac{\omega_{i} r_{i}}{U_{\infty}}, \quad i=L, R$ are the nondimensional angular velocities of left and right circular cylinders.

- At infinity, the constant streamwise velocity is used,

$$
\begin{equation*}
\vec{v}=\left(v_{x}, v_{y}\right)=(0,1), \quad \text { as } \quad x^{2}+y^{2} \rightarrow \infty \tag{2.13}
\end{equation*}
$$

For the temperature field, we will employ the boundary conditions as follows:

- On the left and right cylinders surfaces, constant temperature are

$$
\begin{equation*}
\left.T\right|_{\eta=\eta_{L}}=\frac{T_{L}-T_{\infty}}{T_{R}-T_{\infty}}, \quad \text { and }\left.\quad T\right|_{\eta=\eta_{R}}=1 \tag{2.14}
\end{equation*}
$$

- At infinity, the uniform temperature will be used,

$$
\begin{equation*}
T=0, \quad \text { as } \quad x^{2}+y^{2} \rightarrow \infty . \tag{2.15}
\end{equation*}
$$

### 2.4 Drag and lift coefficients

The two most important characteristic quantities of the flow around a cylinders are the drag and lift coefficients. When a solid body is placed in a fluid flow, the direction of the force on the body does not coincide with the direction of the
(undisturbed) flow. It is convenient to decompose the force into components $F_{L}$ and $F_{D}$ perpendicular and parallel to the flow direction. The component $F_{L}$ is called the lift force. The component $F_{D}$ is called the drag force (the resistance). The lift $F_{L}$ and drag $F_{D}$ forces are usually expressed with the help of nondimensional coefficients in the following form

$$
\begin{aligned}
& F_{L}=0.5 C_{L} \rho A U_{\infty}^{2}, \\
& F_{D}=0.5 C_{D} \rho A U_{\infty}^{2},
\end{aligned}
$$

where $C_{L}$ and $C_{D}$ are called lift and drag coefficient, $\rho$ is fluid density, $A$ is the reference area (the choice of reference area $A$ affects the value of $C_{D}$ and $C_{L}$ ). The dependence of drag and lift forces for a single circular cylinder has been well studied in many research articles. In the region of small Reynolds number, the drag coefficient varies strongly with $R e$. The contribution of the viscous and pressure forces to the drag are very similar in this flow regime. When separation starts at the cylinder and the recirculation region developed behind it at $R e \geq 5$, the contribution of pressure and viscous forces to the drag get out of balance. The accuracy of the computations in this flow regime is commonly verified by a comparison with experimental and numerical data as no analytical results are available.

Let us turn back to the fluid flow past two cylinders. If $F_{x_{i}}$ and $F_{y_{i}}, \quad i=$ $L, R$ are the lift and drag on the cylinders, the lift and drag coefficients are defined by

$$
\begin{equation*}
C_{L_{i}}=\frac{F_{x_{i}}}{2 \rho U_{\infty} r_{R}}, \quad C_{D_{i}}=\frac{F_{y_{i}}}{2 \rho U_{\infty} r_{R}}, \quad i=L, R \tag{2.16}
\end{equation*}
$$

and each consists of components due to the friction forces and the pressure. Hence

$$
\begin{equation*}
C_{L}=C_{L f}+C_{L p}, \quad C_{D}=C_{D f}+C_{D p} \tag{2.17}
\end{equation*}
$$

where

$$
\begin{align*}
C_{L_{p}} & =-\frac{1}{\rho U_{\infty} D} \int_{\Sigma} p \vec{n} \cdot \vec{i}_{x} d S,  \tag{2.18}\\
C_{L_{f}} & =-\frac{1}{\rho U_{\infty} D} \int_{\Sigma} \mu(\vec{n} \times \vec{\omega}) \cdot \vec{i}_{x} d S,  \tag{2.19}\\
C_{D_{p}} & =-\frac{1}{\rho U_{\infty} D} \int_{\Sigma} p \vec{n} \cdot \vec{i}_{y} d S,  \tag{2.20}\\
C_{D_{f}} & =-\frac{1}{\rho U_{\infty} D} \int_{\Sigma} \mu(\vec{n} \times \vec{\omega}) \cdot \vec{i}_{y} d S, \tag{2.21}
\end{align*}
$$

Here $\vec{i}_{x}$, and $\vec{i}_{y}$ are unit vectors in $x$ and $y$ axes directions, respectively, and $\vec{n}$ is the outward unit normal to surface vector.

These non-dimensional coefficients $C_{L}$ and $C_{D}$ are evaluated by integration around the cylinders walls. The formulas for coefficients in cylindrical bipolar coordinates are the following

$$
\begin{align*}
& C_{L_{p}}=-\int_{0}^{2 \pi} h p\left[\left(-\frac{h}{a} \sinh \eta \sin \xi\right) n_{\xi}+\left(-\frac{h}{a}(\cosh \eta \cos \xi-1)\right) n_{\eta}\right] d \xi, \\
& C_{L_{f}}=-\int_{0}^{2 \pi} h \mu \omega\left[\left(-\frac{h}{a} \sinh \eta \sin \xi\right) n_{\eta}+\left(-\frac{h}{a}(\cosh \eta \cos \xi-1)\right) n_{\xi}\right] d \xi, \\
& C_{D_{p}}=-\int_{0}^{2 \pi} h p\left[\left(\frac{h}{a}(\cosh \eta \cos \xi-1)\right) n_{\xi}+\left(-\frac{h}{a} \sinh \eta \sin \xi\right) n_{\eta}\right] d \xi, \\
& C_{D_{f}}=-\int_{0}^{2 \pi} h \mu \omega\left[\left(\frac{h}{a}(\cosh \eta \cos \xi-1)\right) n_{\eta}+\left(-\frac{h}{a} \sinh \eta \sin \xi\right) n_{\xi}\right] d \xi, \tag{2.22}
\end{align*}
$$

where $n_{\xi}$ and $n_{\eta}$ are the components of the outward unit normal vectors in $\xi$ and $\eta$ direction, respectively, $\vec{n}=\left(n_{\xi}, n_{\eta}\right)$ and $\omega$ is the component of vorticity in $z$ direction,

$$
\begin{equation*}
\omega=-\frac{1}{h}\left[\frac{\partial v}{\partial \eta}-\frac{\partial u}{\partial \xi}-\frac{h}{a}(\sinh \eta v-\sin \xi u)\right] . \tag{2.23}
\end{equation*}
$$

### 2.5 Heat Transfer (Nusselt number)

The important parameter of interest in mass and heat transfer problems is the heat transfer rate per unit area from the cylinder wall to the ambient fluid. At the surface, the relative velocity between the fluid and surface is generally taken as


Figure 2.2 Convective heat transfer from a surface.
zero, as a consequence of the no-slip conditions that usually employed. Therefore, the heat transfer at the surface is given by Fourier's Law as:

$$
\begin{equation*}
\left.q\right|_{w}=-k\left(\frac{\partial T}{\partial n}\right)_{w}=-k(\nabla T \cdot \vec{n})_{w} \tag{2.24}
\end{equation*}
$$

where $q$ is the heat lost by the material at surface, $\left(\frac{\partial T}{\partial n}\right)_{w}$ is the gradient in the normal to fluid direction evaluated at the surface, and $k$ is the thermal conductivity of the fluid. Instead of equation (2.24), engineers and technicians require an expression based upon measurable quantities. The heat transfer coefficient $h$ may be evaluated from:

$$
\begin{equation*}
\left.q\right|_{w}=h\left(T_{w}-T_{f}\right), \tag{2.25}
\end{equation*}
$$

where $T_{w}$ is the surface temperature and $T_{f}$ is the fluid temperature. Here, $h$ is a function of the temperature and location on the surface.

The local heat transfer coefficient $h$ is generally presented in terms of the local Nusselt number. In 1915, Nusselt analyzed the heat transfer from cylinders to air in order to find a similarity condition between different flow cases. To establish this similarity he used a normalized form of the specific heat flux called the Nusselt
number

$$
\begin{equation*}
N u=\frac{q_{w}}{q_{r e f}}=\frac{-k_{w}\left[\frac{\partial\left(T-T_{w}\right)}{\partial r}\right]_{w}}{\dot{k} \frac{\left(T_{w}-T_{\infty}\right)}{D}}=\frac{k_{w}}{\dot{k}}\left[\frac{\partial\left(\frac{T_{w}-T}{T_{w}-T_{\infty}}\right)}{\partial\left(\frac{r}{D}\right)}\right]_{w}, \tag{2.26}
\end{equation*}
$$

where $q_{\text {ref }}$ is a reference heat flux, $k$ the thermal conductivity at a reference temperature, $k_{w}$ is the thermal conductivity of the fluid at cylinder temperature, and the subscript $w$ indicates that quantities are evaluated at the cylinder wall. The Nusselt number is used to obtain the actual heat flux either from equation (2.26) or equation (2.25). Usually just the mean value of the Nusselt number is needed namely when no local effect on the cylinder surface is of particular interest. In this case, the value of $N u$ is averaged over the whole body surface. The average heat transfer coefficient $\bar{h}$ is obtained by averaging the local heat transfer coefficient over the entire surface. Thus,

$$
\begin{equation*}
\bar{h}=\frac{1}{A} \int_{A} h d S, \tag{2.27}
\end{equation*}
$$

where $A$ is the surface area. In our particular case (flow past cylinders) the value of $\bar{h}$ is averaged over the whole cylinder perimeter

$$
\begin{equation*}
\bar{h}=\frac{1}{L} \int_{0}^{L} h d \mathcal{S}, \quad \mathcal{S} \in[0, L], \tag{2.28}
\end{equation*}
$$

where $L$ is the perimeter of cylinder and $\mathcal{S}$ is parametrization of the cylinder surface. An average Nusselt number $\overline{N u}$ can similarly be defined as

$$
\begin{equation*}
\overline{N u}=\frac{\bar{h} L}{k} . \tag{2.29}
\end{equation*}
$$

The heat transfer rate per unit area measured in the normal direction is

$$
\begin{equation*}
-k\left(\frac{\partial T}{\partial n}\right)_{w}=h\left(T_{w}-T_{f}\right) \tag{2.30}
\end{equation*}
$$

In the following, the dimensionless variables are denoted by the superscript "*". Taking into account that $T^{*}=\frac{T-T_{f}}{T_{w}-T_{f}}$ and $n^{*}=\frac{n}{L}$ ( $L$ is the characteristic
length), we get

$$
\begin{equation*}
\left(\frac{\partial T}{\partial n}\right)_{w}=\frac{T_{w}-T_{f}}{L}\left(\frac{\partial T^{*}}{\partial n^{*}}\right)_{w} \tag{2.31}
\end{equation*}
$$

Equation (2.30) can be recast as

$$
\begin{equation*}
-\frac{k\left(T_{w}-T_{f}\right)}{L}\left(\frac{\partial T^{*}}{\partial n^{*}}\right)_{w}=h\left(T_{w}-T_{f}\right) \tag{2.32}
\end{equation*}
$$

Hence, the local Nusselt number can be found as the normal derivative of nondimensional temperature

$$
N u=-\left(\frac{\partial T^{*}}{\partial n^{*}}\right)_{w}
$$

The average Nusselt number is

$$
\overline{N u}=-\frac{1}{L} \int_{0}^{L}\left(\frac{\partial T^{*}}{\partial n^{*}}\right)_{w} d \mathcal{S}
$$

In our work, the local Nusselt number in the cylindrical bipolar coordinate system based on the diameter of the cylinder is

$$
\begin{align*}
N u & =-\left(\frac{\partial T}{\partial n}\right) \\
& =-\nabla T \cdot \vec{n} \\
& =-\frac{1}{h} \frac{\partial T}{\partial \eta} \\
& =-\left(\frac{\cosh \eta-\cos \xi}{a}\right) \frac{\partial T}{\partial \eta} \tag{2.33}
\end{align*}
$$

The average Nusselt number can be calculated by the relations:

$$
\begin{equation*}
\overline{N u}=-\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\partial T}{\partial \eta} d \xi, \quad \xi \in[0,2 \pi] . \tag{2.34}
\end{equation*}
$$

Note that this formula is used for computing the local Nusselt number on the left cylinder and we use the plus sign instead of minus sign for the computation on right cylinder.

## CHAPTER III

## NUMERICAL METHODS

### 3.1 Transformation of the governing equations

The first step in computing a numerical solution to the Navier-Stokes equations is the construction of a grid. A well-constructed grid ensures the accuracy and quality of the solution. For the construction of a finite difference scheme the new independent variables are introduced

$$
\begin{equation*}
\xi=\chi_{1}(\hat{\xi}), \quad \eta=\chi_{2}(\hat{\eta}), \tag{3.1}
\end{equation*}
$$

or by implication

$$
\begin{equation*}
\hat{\xi}=\varphi_{1}(\xi), \quad \hat{\eta}=\varphi_{2}(\eta), \quad J=\frac{\partial(\xi, \eta)}{\partial(\hat{\xi}, \hat{\eta})} \neq 0 . \tag{3.2}
\end{equation*}
$$

This mapping is used to transform the nonuniform mesh in physical space $(\xi, \eta)$ into a uniform rectangular mesh in computational domain $(\hat{\xi}, \hat{\eta})$. The sketch of the meshes in physical and computational domain can be seen in Figure 3.1.

The functions $\varphi_{1}$ and $\varphi_{2}$ establish a one-to-one correspondence between the nodes of the uniform mesh in the computational domain and the nodes of the nonuniform mesh in the physical domain. The functions $\varphi_{1}$ and $\varphi_{2}$ are constructed by tabularly assigning points in the physical domain to the corresponding points in computational domain. The choice of mapping (3.1) and (3.2) enables us to condense the mesh node near solid boundaries and in the neighborhood of the lines $\eta=0$ and $\xi=0(\xi=2 \pi)$. In the computational domain $(\hat{\xi}, \hat{\eta})$, the nodes of the mesh are distributed uniformly (see Figure 3.1b).


Figure 3.1 Sketch of the meshes in physical and computational domain.

It is not convenient to solve the governing equations over a nonuniform grid. The governing equations (2.8)-(2.11) recast according mesh transformation (3.1) and (3.2) are

$$
\begin{align*}
& \frac{\partial v}{\partial t}+\frac{1}{h} \frac{1}{J}\left(v \eta_{\hat{\eta}} \frac{\partial v}{\partial \hat{\xi}}+u \xi_{\hat{\xi}} \frac{\partial v}{\partial \hat{\eta}}\right)-\frac{1}{a}\left(\sinh (\eta)(v u)-\sin (\xi)(u)^{2}\right) \\
&=-\frac{1}{h} \frac{1}{J} \eta_{\hat{\eta}} \frac{\partial p}{\partial \hat{\xi}}+\frac{1}{h^{2}} \frac{1}{J} \frac{2}{R e}\left[\frac{\partial}{\partial \hat{\xi}}\left(\frac{\eta_{\hat{\eta}}}{\xi_{\hat{\xi}}} \frac{\partial v}{\partial \hat{\xi}}\right)+\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)\right]  \tag{3.3}\\
&-\frac{1}{h} \frac{2}{R e}\left[\frac{1}{J} \frac{1}{2 a}\left(\sinh (\eta) \eta_{\hat{\eta}} \frac{\partial u}{\partial \hat{\xi}}-\sin (\xi) \xi_{\hat{\xi}} \frac{\partial u}{\partial \hat{\eta}}\right)+\left(\frac{\cosh (\eta)+\cos (\xi)}{a}\right) v\right], \\
& \frac{\partial u}{\partial t}+\frac{1}{h} \frac{1}{J}\left(v \eta_{\hat{\eta}} \frac{\partial u}{\partial \hat{\xi}}+u \xi_{\hat{\xi}} \frac{\partial u}{\partial \hat{\eta}}\right)+\frac{1}{a}\left(\sinh (\eta)(v)^{2}-\sin (\xi)(v u)\right) \\
&=-\frac{1}{h} \frac{1}{J} \xi_{\hat{\xi}} \frac{\partial p}{\partial \eta}+\frac{1}{h^{2}} \frac{1}{J} \frac{2}{R e}\left[\frac{\partial}{\partial \hat{\xi}}\left(\frac{\eta_{\hat{\eta}}}{\xi_{\hat{\xi}}} \frac{\partial u}{\partial \hat{\xi}}\right)+\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial u}{\partial \hat{\eta}}\right)\right]  \tag{3.4}\\
&+\frac{1}{R e}\left[\frac { 1 } { J } \frac { 1 } { 2 a } \left(\sinh (\eta) \eta_{\hat{\eta}} \frac{\partial v}{\partial \hat{\xi}}-\sin (\xi)\right.\right. \\
&\left.\left.\xi_{\hat{\xi}} \frac{\partial v}{\partial \hat{\eta}}\right)-\left(\frac{\cosh (\eta)+\cos (\xi)}{a}\right) u\right],  \tag{3.5}\\
& \frac{\partial T}{h^{2}} \frac{1}{J}\left[\eta_{\hat{\eta}} \frac{\partial(h v)}{\partial \hat{\xi}}+\xi_{\hat{\xi}} \frac{\partial(h u)}{\partial \hat{\eta}}\right]=0,  \tag{3.6}\\
& \frac{1}{h} \frac{1}{J}\left[v \eta_{\hat{\eta}} \frac{\partial T}{\partial \hat{\xi}}+u \xi_{\hat{\xi}} \frac{\partial T}{\partial \eta}\right]=\frac{2}{R e P r} \frac{1}{h^{2}} \frac{1}{J}\left[\frac{\partial}{\partial \hat{\xi}}\left(\frac{\eta_{\hat{\eta}}}{\xi_{\hat{\xi}}} \frac{\partial T}{\partial \hat{\xi}}\right)+\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial T}{\partial \hat{\eta}}\right)\right],
\end{align*}
$$

where $u$ and $v$ denote velocity components in $\eta$ and $\xi$-directions, respectively, $J$ is the Jacobian of the transformation

$$
J \stackrel{\text { def }}{=}\left|\begin{array}{cc}
\xi_{\hat{\xi}} & \xi_{\hat{\eta}}  \tag{3.7}\\
\eta_{\hat{\xi}} & \eta_{\hat{\eta}}
\end{array}\right| \xlongequal{\text { def }}\left|\begin{array}{cc}
\xi_{\hat{\xi}} & 0 \\
0 & \eta_{\hat{\eta}}
\end{array}\right|=\xi_{\hat{\xi}} \eta_{\hat{\eta}} .
$$

The subscripts indicate the partial derivatives with respect to the subscript variables

$$
\begin{equation*}
\xi_{\hat{\xi}}=\frac{\partial \xi}{\partial \hat{\xi}}=\frac{\partial \chi_{1}(\hat{\xi})}{\partial \hat{\xi}}, \quad \eta_{\hat{\eta}}=\frac{\partial \eta}{\partial \hat{\eta}}=\frac{\partial \chi_{2}(\hat{\eta})}{\partial \hat{\eta}} . \tag{3.8}
\end{equation*}
$$

### 3.2 Discretization of the governing equations

### 3.2.1 Description of grid

The properties of computations are sensitive to the way in which convective and diffusive terms are discretized. In the present work a central difference scheme is used for discretization of both convective and diffusive terms. The grid employed in computations is shown in Figure 3.2. In computational domain, we discretized the flow field into cells of size $\Delta \eta \times \Delta \xi$ with cell centres being identified by integers indexes $i$ and $j$ in the $\eta$ and $\xi$ directions respectively, $\xi_{j}=(j-0.5) \Delta \xi$ and $\eta_{i}=\eta_{L}+(i-0.5) \Delta \eta\left(\Delta \xi=2 \pi / n, \Delta \eta=\left(\eta_{R}-\eta_{L}\right) / m\right)$. A staggered placement of variables is used with velocity components $u$ located on the vertical sides of each cell and components $v$ on the horizontal sides of each cell. We used the fractional indexes to denote grid values of velocity components $u_{i+1 / 2, j}=u\left(\eta_{i+1 / 2}, \xi_{j}\right)$ and $v_{i, j+1 / 2}=v\left(\eta_{i}, \xi_{j+1 / 2}\right)$ where $\eta_{i+1 / 2}=\eta_{i}+0.5 \Delta \eta, \xi_{j+1 / 2}=\xi_{j}+0.5 \Delta \xi$. The pressure $p$ and temperature $T$ are represented at cell centres (see Figure 3.2), $p_{i, j}=p\left(\eta_{i}, \xi_{j}\right), T_{i, j}=T\left(\eta_{i}, \xi_{j}\right)$. The upper index $n$ denotes values of variables at time $t_{n}=n \tau$, where $\tau$ is the small step size in time.

### 3.2.2 Discretization of Navier-Stokes equations

## Description of the projection method

Simulating incompressible flows presents a difficulty of satisfying the property of mass conservation. The velocity field must satisfy the incompressibility constraint, which reflects the unability of pressure to do compression work. For developing numerical approximations to this problem, it is natural to exploit the techniques of the fractional step projection method of Chorin $(1968,1969)$ and Temam (1969, 1977). The main idea of the fractional step projection method is


Figure 3.2 Staggered arrangement of $v, u, p$ and $T$.
the splitting of the viscosity effect from the incompressibility, which are dealt with in two separate subsequent steps. During the first fractional step the problem of viscous (advection-diffusion) step is solved to determine the intermediate velocity $\tilde{\vec{u}}^{n+1}$. No pressure is involved in this stage,

$$
\begin{equation*}
\frac{\tilde{\vec{u}}^{n+1}-\vec{u}^{n}}{\Delta t}=\frac{1}{R e} \Delta \vec{u}^{n}-\left(\vec{u}^{n} \cdot \nabla\right) \vec{u}^{n} . \tag{3.9}
\end{equation*}
$$

Finally, having determined the intermediate velocity $\tilde{\vec{u}}^{n+1}$, we have to perform the projection step

$$
\begin{array}{r}
\frac{\vec{u}^{n+1}-\tilde{\vec{u}}^{n+1}}{\Delta t}+\nabla p^{n+1}=0  \tag{3.10}\\
\nabla \cdot \vec{u}^{n+1}=0
\end{array}
$$

to determine the end-of-step velocity $\vec{u}^{n+1}$ and the pressure $p^{n+1}$.

## Navier-Stokes equation

The time derivatives are represented by forward differences. In case of a steady solution, time is considered as artificial (iterative time). If the integer $n$ represents the time level, then the intermediate velocity field can be calculated from

$$
\begin{align*}
\tilde{v}_{i, j+\frac{1}{2}} & =v_{i, j+\frac{1}{2}}^{n}-\tau(C O N V)_{i, j+\frac{1}{2}}^{n}+\frac{\tau}{R e}(D I F F V)_{i, j+\frac{1}{2}}^{n}  \tag{3.11}\\
\tilde{u}_{i+\frac{1}{2}, j} & =u_{i+\frac{1}{2}, j}^{n}-\tau(C O N U)_{i+\frac{1}{2}, j}^{n}+\frac{\tau}{R e}(D I F F U)_{i+\frac{1}{2}, j}^{n} \tag{3.12}
\end{align*}
$$

Here we used the following notation for convective and diffusive terms

$$
\begin{aligned}
C O N V= & \frac{1}{h} \frac{1}{J}\left(v \eta_{\hat{\eta}} \frac{\partial v}{\partial \hat{\xi}}+u \xi_{\hat{\xi}} \frac{\partial v}{\partial \hat{\eta}}\right)-\frac{1}{a}\left(\sinh (\eta)(v u)-\sin (\xi)(u)^{2}\right), \\
C O N U= & \frac{1}{h} \frac{1}{J}\left(v \eta_{\hat{\eta}} \frac{\partial u}{\partial \hat{\xi}}+u \xi_{\hat{\xi}} \frac{\partial u}{\partial \hat{\eta}}\right)+\frac{1}{a}\left(\sinh (\eta)(v)^{2}-\sin (\xi)(v u)\right), \\
D I F F V= & \frac{1}{h^{2}} \frac{1}{J} \frac{2}{R e}\left[\frac{\partial}{\partial \hat{\xi}}\left(\frac{\eta_{\hat{\eta}}}{\xi_{\hat{\xi}}} \frac{\partial v}{\partial \hat{\xi}}\right)+\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)\right] \\
& -\frac{1}{h} \frac{2}{R e}\left[\frac{1}{J} \frac{1}{2 a}\left(\sinh (\eta) \eta_{\hat{\eta}} \frac{\partial u}{\partial \hat{\xi}}-\sin (\xi) \xi_{\hat{\xi}} \frac{\partial u}{\partial \hat{\eta}}\right)\right] \\
& +\frac{1}{h} \frac{2}{R e}\left[\left(\frac{\cosh (\eta)+\cos (\xi)}{a}\right) v\right], \\
D I F F U= & \frac{1}{h^{2}} \frac{1}{J} \frac{2}{R e}\left[\frac{\partial}{\partial \hat{\xi}}\left(\frac{\eta_{\hat{\eta}}}{\xi_{\hat{\xi}}} \frac{\partial u}{\partial \hat{\xi}}\right)+\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial u}{\partial \hat{\eta}}\right)\right] \\
& +\frac{1}{h} \frac{2}{R e}\left[\frac{1}{J} \frac{1}{2 a}\left(\sinh (\eta) \eta_{\hat{\eta}} \frac{\partial v}{\partial \hat{\xi}}-\sin (\xi) \xi_{\hat{\xi}} \frac{\partial v}{\partial \hat{\eta}}\right)\right] \\
& -\frac{1}{h} \frac{2}{R e}\left[\left(\frac{\cosh (\eta)+\cos (\xi)}{a}\right) u\right] .
\end{aligned}
$$

The velocity components, $\tilde{v}_{i, j+\frac{1}{2}}$ and $\tilde{u}_{i+\frac{1}{2}, j}$ are computed for all faces of the cell except one, where the velocity components are given by the boundary condition. Figure 3.3 shows the location of grid points where velocity components are known from the no-slip boundary condition or the boundary condition at infinity. The boundary condition at infinity is shifted on the boundary of finite domain. The convection and diffusion terms in (3.11)-(3.12) are given by the following equations

$$
\begin{aligned}
(C O N V)_{i, j+\frac{1}{2}}^{n}= & \frac{1}{h_{i, j+1 / 2}} \frac{1}{J_{i, j+1 / 2}}\left(v_{i, j+1 / 2}^{n}\left(\frac{\partial v}{\partial \xi}\right)_{i, j+1 / 2}^{n}+u_{i, j+1 / 2}^{n}\left(\frac{\partial v}{\partial \eta}\right)_{i, j+1 / 2}^{n}\right) \\
& -\frac{1}{a}\left(\sinh \left(\eta_{i}\right)\left(v_{i, j+1 / 2}^{n} u_{i, j+1 / 2}^{n}\right)-\sin \left(\xi_{j+1 / 2}\right)\left(u_{i, j+1 / 2}^{n}\right)^{2}\right), \\
(C O N U)_{i+\frac{1}{2}, j}^{n}= & \frac{1}{h_{i+1 / 2, j}} \frac{1}{J_{i+1 / 2, j}}\left(v_{i+1 / 2, j}^{n}\left(\frac{\partial u}{\partial \xi}\right)_{i+1 / 2, j}^{n}+u_{i+1 / 2, j}^{n}\left(\frac{\partial u}{\partial \eta}\right)_{i+1 / 2, j}^{n}\right) \\
& +\frac{1}{a}\left(\sinh \left(\eta_{i+1 / 2}\right)\left(v_{i+1 / 2, j}^{n}\right)^{2}-\sin \left(\xi_{j}\right)\left(v_{i+1 / 2, j}^{n} u_{i+1 / 2, j}^{n}\right)\right), \\
(D I F F V)_{i, j+\frac{1}{2}}^{n}= & \frac{2}{R e} \frac{1}{h_{i, j+1 / 2}^{2}} \frac{1}{J_{i, j+1 / 2}}\left[\left(\frac{\partial^{2} v}{\partial \xi^{2}}\right)_{i, j+1 / 2}^{n}+\left(\frac{\partial^{2} v}{\partial \eta^{2}}\right)_{i, j+1 / 2}^{n}\right] \\
& -\frac{1}{R e} \frac{1}{h_{i, j+1 / 2}} \frac{1}{J_{i, j+1 / 2}} \frac{1}{a} \sinh \left(\eta_{i}\right)\left(\frac{\partial u}{\partial \xi}\right)_{i, j+1 / 2}^{n} \\
& +\frac{1}{R e} \frac{1}{h_{i, j+1 / 2}} \frac{1}{J_{i, j+1 / 2}} \sin \left(\xi_{j+1 / 2}\right)\left(\frac{\partial u}{\partial \eta}\right)_{i, j+1 / 2}^{n} \\
& -\frac{2}{R e} \frac{1}{h_{i, j+1 / 2}}\left[\left(\frac{\cosh \eta+\cos \xi}{a}\right)_{i, j+1 / 2}^{\left.v_{i, j+1 / 2}^{n}\right]}\right. \\
& \\
(D I F F U)_{i+\frac{1}{2}, j}^{n}= & \frac{2}{R e} \frac{1}{h_{i+1 / 2, j}^{2}} \frac{1}{J_{i+1 / 2, j}}\left[\left(\frac{\partial^{2} u}{\partial \xi^{2}}\right)_{i+1 / 2, j}^{n}+\left(\frac{\partial^{2} u}{\partial \eta^{2}}\right)_{i+1 / 2, j}^{n}\right] \\
& +\frac{1}{R e} \frac{1}{h_{i+1 / 2, j}} \frac{1}{J_{i+1 / 2, j}} \frac{1}{a} \sinh \left(\eta_{i+1 / 2}\right)\left(\frac{\partial v}{\partial \xi}\right)_{i+1 / 2, j}^{n} \\
& -\frac{1}{R e} \frac{1}{h_{i+1 / 2, j}} \frac{1}{J_{i+1 / 2, j}} \frac{1}{a} \sin \left(\xi_{j}\right)\left(\frac{\partial v}{\partial \eta}\right)_{i+1 / 2, j}^{n} \\
+ & \frac{2}{R e} \frac{1}{h_{i+1 / 2, j}}\left[\left(\frac{\cosh \eta+\cos \xi}{a}\right)_{i+1 / 2, j}^{\left.u_{i+1 / 2, j}^{n}\right]}\right.
\end{aligned}
$$

for the sake of simplicity we have introduced the following notations

$$
\begin{aligned}
& u_{i, j+1 / 2}=\frac{1}{4}\left(u_{i+\frac{1}{2}, j}+u_{i+\frac{1}{2}, j-1}+u_{i-\frac{1}{2}, j}+u_{i-\frac{1}{2}, j-1}\right), \\
& \left(\frac{\partial v}{\partial \xi}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}}\left(\frac{\eta_{i+1 / 2}-\eta_{i+1 / 2}}{\Delta \eta}\right)\left(\frac{v_{i, j+3 / 2}-v_{i, j-1 / 2}}{2 \triangle \eta}\right), \\
& \left(\frac{\partial v}{\partial \eta}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}}\left(\frac{\xi_{j+1}-\xi_{j}}{\Delta \xi}\right)\left(\frac{v_{i+1, j+1 / 2}-v_{i-1, j+1 / 2}}{2 \triangle \eta}\right), \\
& \left(\frac{\partial^{2} v}{\partial \xi^{2}}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}} \frac{1}{\Delta \xi^{2}}\left[\left(\frac{\eta_{i+1 / 2}-\eta_{i-1 / 2}}{\Delta \eta} \frac{\Delta \xi}{\xi_{j+3 / 2}-\xi_{j+1 / 2}}\right)\left(v_{i, j+3 / 2}-v_{i, j+1 / 2}\right)\right. \\
& \left.-\left(\frac{\eta_{i+1 / 2}-\eta_{i-1 / 2}}{\Delta \eta} \frac{\Delta \xi}{\xi_{j+1 / 2}-\xi_{j-1 / 2}}\right)\left(v_{i, j+1 / 2}-v_{i, j-1 / 2}\right)\right], \\
& \left(\frac{\partial^{2} v}{\partial \eta^{2}}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}} \frac{1}{\Delta \eta^{2}}\left[\left(\frac{\xi_{j+1}-\xi_{j}}{\Delta \xi} \frac{\Delta \eta}{\eta_{i+1}-\eta_{i}}\right)\left(v_{i+1, j+1 / 2}-v_{i, j+1 / 2}\right)\right. \\
& \left.-\left(\frac{\xi_{j+1}-\xi_{j}}{\Delta \xi} \frac{\Delta \eta}{\eta_{i}-\eta_{i-1}}\right)\left(v_{i, j+1 / 2}-v_{i-1, j+1 / 2}\right)\right], \\
& \left(\frac{\partial u}{\partial \xi}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}}\left(\frac{\eta_{i+1 / 2}-\eta_{i+1 / 2}}{\Delta \eta}\right)\left[\left(u_{i+1 / 2, j+1}-u_{i-1 / 2, j+1}\right)\right. \\
& \left.-\left(u_{i+1 / 2, j}-u_{i-1 / 2, j}\right)\right] / 2 \triangle \xi, \\
& \left(\frac{\partial u}{\partial \eta}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}}\left(\frac{\xi_{j+1}-\xi_{j}}{\Delta \xi}\right)\left[\left(u_{i+1 / 2, j+1}-u_{i+1 / 2, j}\right)\right. \\
& \left.-\left(u_{i-1 / 2, j+1}-u_{i-1 / 2, j}\right)\right] / 2 \triangle \eta, \\
& J_{i, j+1 / 2}=\left(\frac{\xi_{j+3 / 2}-\xi_{j-1 / 2}}{2 \Delta \xi}\right)\left(\frac{\eta_{i+1}-\eta_{i-1}}{2 \Delta \eta}\right), \\
& h_{i, j+1 / 2}=\frac{a}{\cosh \left(\eta_{i}\right)-\cos \left(\xi_{j+1 / 2}\right)},
\end{aligned}
$$

$$
\begin{aligned}
& v_{i+1 / 2, j}=\frac{1}{4}\left(v_{i+1, j+\frac{1}{2}}+v_{i, j+\frac{1}{2}}+v_{i+1, j-\frac{1}{2}}+v_{i, j-\frac{1}{2}}\right), \\
& \left(\frac{\partial u}{\partial \xi}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}}\left(\frac{\eta_{i+1}-\eta_{i}}{\Delta \eta}\right)\left(\frac{u_{i+1 / 2, j+1}-u_{i+1 / 2, j-1}}{2 \triangle \xi}\right), \\
& \left(\frac{\partial u}{\partial \eta}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}}\left(\frac{\xi_{j+1 / 2}-\xi_{j-1 / 2}}{\Delta \xi}\right)\left(\frac{u_{i+3 / 2, j}-u_{i-1 / 2, j}}{2 \triangle \eta}\right), \\
& \left(\frac{\partial^{2} u}{\partial \xi^{2}}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}} \frac{1}{\Delta \xi^{2}}\left[\left(\frac{\eta_{i+1}-\eta_{i}}{\Delta \eta} \frac{\Delta \xi}{\xi_{j+1}-\xi_{j}}\right)\left(u_{i+1 / 2, j+1}-u_{i+1 / 2, j}\right)\right. \\
& \left.-\left(\frac{\eta_{i+1}-\eta_{i}}{\Delta \eta} \frac{\Delta \xi}{\xi_{j}-\xi_{j-1}}\right)\left(u_{i+1 / 2, j}-u_{i+1 / 2, j-1}\right)\right], \\
& \left(\frac{\partial^{2} u}{\partial \eta^{2}}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}} \frac{1}{\Delta \eta^{2}}\left[\left(\frac{\xi_{j+1 / 2}-\xi_{j-1 / 2}}{\Delta \xi} \frac{\Delta \eta}{\eta_{i+3 / 2}-\eta_{i+1 / 2}}\right)\left(u_{i+3 / 2, j}-u_{i+1 / 2, j}\right)\right. \\
& \left.-\left(\frac{\xi_{j+1 / 2}-\xi_{j-1 / 2}}{\Delta \xi} \frac{\Delta \eta}{\eta_{i+1 / 2}-\eta_{i-1 / 2}}\right)\left(u_{i+1 / 2, j}-u_{i-1 / 2, j}\right)\right], \\
& \left(\frac{\partial v}{\partial \xi}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}}\left(\frac{\eta_{i+1}-\eta_{i}}{\Delta \eta}\right)\left[\left(v_{i+1, j+1 / 2}+v_{i, j+1 / 2}\right)\right. \\
& \left.-\left(v_{i+1, j-1 / 2}+v_{i, j-1 / 2}\right)\right] / 2 \triangle \xi, \\
& \left(\frac{\partial v}{\partial \eta}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}}\left(\frac{\xi_{j+1 / 2}-\xi_{j-1 / 2}}{\Delta \xi}\right)\left[\left(v_{i+1, j+1 / 2}+v_{i+1, j-1 / 2}\right)\right. \\
& \left.-\left(v_{i, j+1 / 2}+v_{i, j-1 / 2}\right)\right] / 2 \triangle \eta, \\
& J_{i+1 / 2, j}=\left(\frac{\xi_{j+1}-\xi_{j-1}}{2 \Delta \xi}\right)\left(\frac{\eta_{i+3 / 2}-\eta_{i-1 / 2}}{2 \Delta \eta}\right), \\
& h_{i+1 / 2, j}=\frac{a}{\cosh \left(\eta_{i+1 / 2}\right)-\cos \left(\xi_{j}\right)} .
\end{aligned}
$$



Figure 3.3 The location of known velocity field at the infinity boundary.

The artificial velocity components $\tilde{v}_{i, j+\frac{1}{2}}$ and $\tilde{u}_{i+\frac{1}{2}, j}$ are obtained through solution of momentum equations (3.11)-(3.12). The explicit advanced tilde velocity may not necessarily lead to a flow field with zero mass divergence in each cell. This is because at this stage the pressure field not used. Terms with no superscript are taken at the $n^{\text {th }}$ time level. Pressure $p^{n+1}$ and velocity components $u^{n+1}$ and $v^{n+1}$ have to be computed simultaneously from the discrete analog of equation (3.10), in such a way that no net mass flow takes place in or out of a cell. In a such case, we make use of an iterative correction procedure in order to obtain a divergence
free velocity field. First, equation (3.10) can be recast in the following form

$$
\begin{align*}
& v_{i, j+1 / 2}^{n+1, s}=\tilde{v}_{i, j+1 / 2}-\frac{\tau}{h_{i, j+1 / 2}}\left(\frac{\partial p}{\partial \xi}\right)_{i, j+1 / 2}^{n+1, s-1}  \tag{3.13}\\
& u_{i+1 / 2, j}^{n+1, s}=\tilde{u}_{i+1 / 2, j}-\frac{\tau}{h_{i+1 / 2, j}}\left(\frac{\partial p}{\partial \eta}\right)_{i+1 / 2, j}^{n+1, s-1} \tag{3.14}
\end{align*}
$$

where

$$
\begin{aligned}
& \left(\frac{\partial p}{\partial \xi}\right)_{i, j+1 / 2}=\frac{1}{J_{i, j+1 / 2}}\left(\frac{\eta_{i+1 / 2}-\eta_{i-1 / 2}}{\Delta \eta}\right)\left(\frac{p_{i, j+1}-p_{i, j}}{\Delta \xi}\right), \\
& \left(\frac{\partial p}{\partial \eta}\right)_{i+1 / 2, j}=\frac{1}{J_{i+1 / 2, j}}\left(\frac{\xi_{j+1 / 2}-\xi_{j-1 / 2}}{\Delta \xi}\right)\left(\frac{p_{i+1, j}-p_{i, j}}{\Delta \eta}\right) .
\end{aligned}
$$

The discretized form of continuity equation in (3.10) is

$$
\begin{align*}
\operatorname{div}(u, v)_{i, j}^{n+1, s}= & \frac{1}{J_{i, j}} \frac{1}{h_{i, j}^{2}}\left[\left(\frac{\eta_{i+1}-\eta_{i-1}}{2 \Delta \eta}\right)\left(\frac{\left(h v^{n+1, s}\right)_{i, j+1 / 2}-\left(h v^{n+1, s}\right)_{i, j-1 / 2}}{\Delta \xi}\right)\right. \\
& \left.+\left(\frac{\xi_{j+1}-\xi_{j-1}}{2 \Delta \xi}\right)\left(\frac{\left(h u^{n+1, s}\right)_{i+1 / 2, j}-\left(h u^{n+1, s}\right)_{i-1 / 2, j}}{\Delta \eta}\right)\right] \tag{3.15}
\end{align*}
$$

where the index $s$ is used to denote iteration number, $s=1,2,3, \ldots$. In the case $s=1, p^{n+1,0}=p^{n}$. Substitution of (3.13) and (3.14) into equation (3.15) results into a system of linear equations for unknown pressure at all grid points. If some side of cell $(i, j)$ coincides with a boundary where velocity components are known, we do not perform the substitution and use the velocity given by the boundary conditions. The point iterative pressure equation becomes

$$
\begin{equation*}
p_{i, j}^{n+1, s}=p_{i, j}^{n+1, s-1}-\frac{\beta}{\tau}\left(\operatorname{div}(u, v)_{i, j}^{n+1, s}\right), \tag{3.16}
\end{equation*}
$$

where $\operatorname{div}(u, v)_{i, j}^{n+1, s}$ is the unsatisfied divergency at the $(i, j)^{t h}$ cell due to incorrect velocities $\tilde{u}_{i+1 / 2, j}^{n+1}$ and $\tilde{v}_{i, j+1 / 2}^{n+1}$.

The pressure advanced equation (3.16) can be interpretated as Jacobi iterative method to solve the Poisson equation for pressure. In fact, taking the divergence operation on both sides of the first equation (3.10) and requiring that
$\nabla \cdot \bar{u}^{n+1} \equiv 0$, we get the following Poisson equation for pressure,

$$
\begin{equation*}
\operatorname{div}\left(\nabla p^{n+1}\right)=\frac{1}{\tau} \operatorname{div}(\tilde{u}, \tilde{v}) \tag{3.17}
\end{equation*}
$$

Finite difference approximation of (3.17) results in an algebraic system with respect to the unknown vector $\left[\ldots, p_{i-1, j}, p_{i, j}, p_{i+1, j}, p_{i, j-1}, p_{i, j+1}, \ldots\right]$ which can be solved by the method of false transient

$$
\begin{equation*}
B\left(\frac{\partial p}{\partial \beta}\right)^{n+1}=\operatorname{div}\left(\nabla p^{n+1}\right)-\frac{1}{\tau} \operatorname{div}(\tilde{u}, \tilde{v}) \tag{3.18}
\end{equation*}
$$

where $\beta$ is an iterative parameter and $B$ is any nonsingular operator (for example, $B=E$ - identity operator). Equation (3.16) is a particular case of (3.18) where the forward finite difference is used to approximate the left-hand-side in (3.16),

$$
\begin{equation*}
\left(\frac{\partial p}{\partial \beta}\right)^{n+1, s+1} \approx \frac{p_{i, j}^{n+1, s+1}-p_{i, j}^{n+1, s}}{\beta} \tag{3.19}
\end{equation*}
$$

In our computation, instead (3.19) we also used the following approximation,

$$
\begin{equation*}
\left(\frac{\partial p}{\partial \beta}\right)^{n+1, s+1} \approx \frac{3 p_{i, j}^{n+1, s+1}-4 p_{i, j}^{n+1, s}+p_{i, j}^{n+1, s-1}}{2 \beta} \tag{3.20}
\end{equation*}
$$

In some cases (3.20) results is faster convergence of the method of false transients. The pressure (velocity) equations explained above are to be iterated until the continuity equation is satisfied to the prescribed accuracy and then the computation proceed to next time step (artificial time)

$$
\begin{equation*}
\operatorname{div}\left(u_{i, j}^{n+1, s}, v_{i, j}^{n+1, s}\right) \leq 10^{-6} . \tag{3.21}
\end{equation*}
$$

The optimal value of the relaxation parameter $\beta$ was found by trial and error.
The Figure 3.4 shows the flow chart of the numerical algorithm used.


Figure 3.4 The flow chart of the numerical algorithm.

## Boundary conditions

On the surface of the cylinders, the no-slip condition is applied, which is equivalent to setting the tangential velocity at the boundary to $\alpha_{i}(i=L, R)$ and the normal velocity to zero. In the present study, the left and right cylinders rotate in clockwise $(\alpha<0)$ and counterclockwise ( $\alpha>0$ ) directions, respectively. Implementation of no-slip and no penetration boundary conditions is straightforward. In all computations we assume that the boundary grid points are exactly located on solid boundary. Because of the staggered arrangement of the variables, we used second order one-side finite difference to approximate the derivatives $\frac{\partial v}{\partial \hat{\eta}}$ and $\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)$ in equation (3.3) near the cylinder surfaces

$$
\begin{aligned}
\left(\frac{\partial v}{\partial \hat{\eta}}\right)_{1, j+1 / 2} & =\frac{\frac{1}{2}\left(v_{1, j+1 / 2}+v_{2, j+1 / 2}\right)-v_{\eta_{L}}}{\Delta \hat{\eta}}, \\
\left(\frac{\partial v}{\partial \hat{\eta}}\right)_{m, j+1 / 2} & =\frac{v_{\eta_{R}}-\frac{1}{2}\left(v_{m, j+1 / 2}+v_{m-1, j+1 / 2}\right)}{\Delta \hat{\eta}}, \\
{\left[\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)\right]_{1, j+1 / 2} } & =\frac{1}{\Delta \eta}\left[\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)_{\frac{3}{2}, j+\frac{1}{2}}-\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)_{\eta_{L}, j+\frac{1}{2}}\right], \\
{\left[\frac{\partial}{\partial \hat{\eta}}\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)\right]_{m, j+1 / 2} } & =\frac{1}{\Delta \eta}\left[\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)_{\eta_{R, j+\frac{1}{2}}}-\left(\frac{\xi_{\hat{\xi}}}{\eta_{\hat{\eta}}} \frac{\partial v}{\partial \hat{\eta}}\right)_{m-\frac{1}{2}, j+\frac{1}{2}}\right] .
\end{aligned}
$$

Here, we are approximated the derivative of velocity on the left and right boundaries by

$$
\begin{aligned}
& \left(\frac{\partial v}{\partial \hat{\eta}}\right)_{\eta_{L}, j+\frac{1}{2}}=\frac{1}{\Delta \eta}\left(-\frac{8}{3} v_{\eta_{L}}+3 v_{1, j+1 / 2}-\frac{1}{3} v_{2, j+1 / 2}\right), \\
& \left(\frac{\partial v}{\partial \hat{\eta}}\right)_{\eta_{R}, j+\frac{1}{2}}=\frac{1}{\Delta \eta}\left(\frac{8}{3} v_{\eta_{R}}-3 v_{m, j+1 / 2}+\frac{1}{3} v_{m-1, j+1 / 2}\right) .
\end{aligned}
$$

The sketch of grid and location of velocity component in $\xi$-direction is represent in Figure 3.5.

## Boundary condition at infinity

In a numerical simulation it is impossible to satisfy constant streamwise velocity as $x^{2}+y^{2} \rightarrow \infty$. Usual practice involves the placement of the conditions


Figure 3.5 The structure of velocity in $\xi$-direction that used for compute $\frac{\partial v}{\partial \eta}$ on the left and right boundary.
at a far ("artificial") boundary which is located at large distance from the body. The integral parameters, such as $C_{D}, C_{D_{p}}$, and $C_{D_{f}}$ demonstrate an essential dependence on the relative size of the computational domain. In 1998, Lange pointed out that the Reynolds number may be seen as a ratio of two characteristic lengths: the cylinder diameter $D$ and a viscous length scale represented by $\nu / U_{\infty}$. This viscous length scale indicates the magnitude of the region influenced by diffusion of the cylinder momentum and it varies with $R e^{-1}$. If the boundary of the computational domain does not approximately accompany the expansion of the influence region at small $R e$, the error caused by the artificial boundary condition disturbs the solution, affecting even the vicinity of the cylinders. In our study we did not touch this range of small $R e$.

In our computation the far-field boundary coincides with lines $\xi=$ constant and $\eta=$ constant (recall that images of $\infty$ in computational domain are two points $(\xi=0, \eta=0)$ and $(\xi=2 \pi, \eta=0))$. To be more exact, we choose far boundary
as the boundary of the following domain

$$
\begin{aligned}
\Omega_{1}= & \left\{(\xi, \eta) \mid\left(\eta= \pm\left(k_{w}+0.5\right) \Delta \eta \text { and } 0 \leq \xi \leq\left(k_{d}+0.5\right) \Delta \xi\right) \cup\right. \\
& \left.\left(\xi=\left(k_{d}+0.5\right) \Delta \xi \text { and }-\left(k_{w}+0.5\right) \Delta \eta \leq \eta \leq\left(k_{w}+0.5\right) \Delta \eta\right)\right\} \\
\Omega_{2}= & \left\{(\xi, \eta) \mid\left(\eta= \pm\left(k_{w}+0.5\right) \Delta \eta \text { and } 2 \pi-\left(k_{d}+0.5\right) \Delta \xi \leq \xi \leq 2 \pi\right) \cup\right. \\
& \left.\left(\xi=2 \pi-\left(k_{d}+0.5\right) \Delta \xi \text { and }-\left(k_{w}+0.5\right) \Delta \eta \leq \eta \leq\left(k_{w}+0.5\right) \Delta \eta\right)\right\}
\end{aligned}
$$

where $k_{w}, k_{d}$ are integer numbers. In Figure 3.3, a sketch of these domain $\Omega_{1}$ and $\Omega_{2}$ is shown by shadow regions.

At the nodes of the mesh which is located on the boundary of the regions $\Omega_{1}$ and $\Omega_{2}$ we assumed that

$$
\begin{align*}
v & =\left(-\frac{h}{a} \sinh \eta \sin \xi\right)\left(v_{x}\right)_{\infty}+\left(\frac{h}{a}(\cosh \eta \cos \xi-1)\right)\left(v_{y}\right)_{\infty}, \\
u & =\left(-\frac{h}{a}(\cosh \eta \cos \xi-1)\right)\left(v_{x}\right)_{\infty}+\left(-\frac{h}{a} \sinh \eta \sin \xi\right)\left(v_{y}\right)_{\infty},  \tag{3.22}\\
p & =p_{\infty} .
\end{align*}
$$

Here we have utilized the idea that prescribing tangent component of velocity and pressure gives a well-posed problem for the Navier-Stokes equations (Antontsev et al. (1990), Moshkin and Damrongsak (2009)). The normal to the boundary component of the velocity vector is computed from the requirement of continuity equation for the cells contained in this boundary. For example for the case shown in Figure 3.6.

$$
\begin{aligned}
& \frac{\operatorname{div}(u, v)^{n+1}}{}=0 \\
& \frac{u_{E}^{n+1}-u_{W}^{n+1}}{\Delta \eta}+\frac{v_{N}^{n+1}-v_{S}^{n+1}}{\Delta \xi}=0 \\
& u_{E}^{n+1}=u_{W}^{n+1}-\frac{\Delta \eta}{\Delta \xi}\left(v_{N}^{n+1}-v_{S}^{n+1}\right) .
\end{aligned}
$$

### 3.3 Discretization of the energy equation

The momentum and energy equations are not coupled. The energy equation is solved separately from the Navier-Stokes equations. When the steady solution


Figure 3.6 The cell at far boundary.
of Navier-Stokes equations are computed, the iterative method of stabilizing correction is used (see Yanenko (1971)) to find the steady distribution of temperature. The structure of the scheme of stabilizing correction is the following:

- the first fractional step produces absolute consistency with the energy equation,
- all succeeding fractional steps are corrections and serve to improve the stability.

For the 2D case, the scheme pocesses strong stability and satisfies the property of complete consistency. The requirement of complete consistency guarantee convergence of the nonsteady solution to the steady solution for arbitrary time and space step size (Yaneko (1971)).

To describe the scheme of stabilizing correction, consider a two dimensional convection-diffusion equation in the form

$$
\begin{equation*}
(\vec{v} \cdot \nabla) T=\frac{2}{R e P r} \Delta T \tag{3.23}
\end{equation*}
$$

where $T=T(\xi, \eta), \vec{v}=\left(v_{\xi}, v_{\eta}\right), \nabla$ is the gradient operator, and $\Delta$ is the Laplace operator. To find the steady solution of (3.23) we use the method of false transient and consider the related nonsteady problem with "fiction" time

$$
\begin{equation*}
\frac{\partial T}{\partial t}=\Lambda_{1} T+\Lambda_{2} T \tag{3.24}
\end{equation*}
$$

where $\Lambda_{1}, \Lambda_{2}$ represent the derivatives in only one space direction (for example: $\left.\Lambda_{1}=-v \frac{\partial}{\partial \xi}+\frac{2}{\operatorname{RePr}} \frac{\partial^{2}}{\partial \xi^{2}}, \quad \Lambda_{2}=-u \frac{\partial}{\partial \eta}+\frac{2}{\operatorname{RePr}} \frac{\partial^{2}}{\partial \eta^{2}}\right)$. For the solution of (3.24) Douglas and Rachford (1956) proposed the following scheme

$$
\begin{align*}
\frac{T^{k+1 / 2}-T^{k}}{\tau} & =\Lambda_{1} T^{k+1 / 2}+\Lambda_{2} T^{k}  \tag{3.25}\\
\frac{T^{k+1}-T^{k+1 / 2}}{\tau} & =\Lambda_{2}\left(T^{k+1}-T^{k}\right) \tag{3.26}
\end{align*}
$$

Eliminating $T^{k+1 / 2}$ we can rewrite system (3.25) and (3.26) in the uniform form

$$
\begin{equation*}
\frac{T^{k+1}-T^{k}}{\tau}=\Lambda_{1} T^{k+1}+\Lambda_{2} T^{k+1}-\tau \Lambda_{1} \Lambda_{2}\left(T^{k+1}-T^{k}\right) \tag{3.27}
\end{equation*}
$$

It follows that schemes (3.25) and (3.26), and the equivalent scheme (3.27) approximate equation (3.23) with the some accuracy as the scheme

$$
\begin{equation*}
\frac{T^{k+1}-T^{k}}{\tau}=\Lambda_{1} T^{k+1}+\Lambda_{2} T^{k+1} \tag{3.28}
\end{equation*}
$$

## Details of discretization

Temperature references to nodes of main computational grid related with center of cells of discrete domain $\Omega_{h}=\left\{\left(\xi_{j}, \eta_{i}\right) \mid \xi_{j}=(j-0.5) \Delta \xi, \eta_{i}=\eta_{L}+(i-\right.$ 0.5) $\Delta \eta, j=0,1, \ldots, n+1, i=0,1, \ldots, m+1\}$. A sketch of the grid for temperature in the computational domain is shown in Figure 3.7. It needs to be noted that on the boundary of the shadowed domains $\Omega_{1}$ and $\Omega_{2}$ the constant temperature of uniform stream $T=T_{\infty}$ is prescribed. The constant temperature of cylinder surfaces is approximated by the following

$$
\begin{array}{r}
\frac{T_{0, j}+T_{1, j}}{2}=T_{L} \\
\frac{T_{m+1, j}+T_{m, j}}{2}=T_{R}
\end{array}
$$

where $T_{0, j}$ and $T_{m+1, j}$ are "ghost" points introduced for convenience in writing the computational code. The finite difference approximation of the first fractional


Figure 3.7 Location grid of temperature.
step (3.25) is

$$
\begin{align*}
-A_{i} T_{i-1, j}^{k+1 / 2}+C_{i} T_{i, j}^{k+1 / 2}-B_{i} T_{i+1, j}^{k+1 / 2} & =F_{i, j},  \tag{3.29}\\
i=1,2, \ldots, k_{W}-1, k_{E}+1, \ldots m & \text { and } j=1,2, \ldots, j_{b}, j_{t}, \ldots, n, \\
i=1,2, \ldots, m & \text { and } j=j_{b}+1, \ldots, j_{t}-1 \\
T_{0, j}^{k+1 / 2} & =2 T_{L}-T_{1, j}^{k+1 / 2}  \tag{3.30}\\
T_{m+1, j}^{k+1 / 2} & =2 T_{R}-T_{m, j}^{k+1 / 2}  \tag{3.31}\\
T_{k_{W}, j}^{k+1 / 2} & =T_{\infty}, \quad j=1,2, \ldots, j_{b}, j_{t}, \ldots, n(3.32)  \tag{3.32}\\
T_{k_{E}, j}^{k+1 / 2} & =T_{\infty}, \quad j=1,2, \ldots, j_{b}, j_{t}, \ldots, n(3.33) \\
T_{i, j_{b}}^{k+1 / 2} & =T_{\infty}, \quad i=k_{W}, \ldots, k_{E}  \tag{3.34}\\
T_{i, j_{t}}^{k+1 / 2} & =T_{\infty}, \quad i=k_{W}, \ldots, k_{E} \tag{3.35}
\end{align*}
$$

where

$$
\begin{aligned}
A_{i} & =\frac{2 \tau}{\operatorname{RePr} J h^{2} \Delta \eta^{2}} \\
B_{i} & =\frac{2 \tau}{\operatorname{RePr} J h^{2} \Delta \eta^{2}} \\
C_{i} & =1+2 \frac{2 \tau}{\operatorname{RePr} J h^{2} \Delta \eta^{2}}, \\
F_{i, j} & =T_{i, j}^{k}+\frac{2 \tau}{\operatorname{RePr}} \Delta_{\xi \xi} T_{i, j}^{k}-\tau\left(\vec{v}^{n+1} \cdot \nabla\right) T_{i, j}^{k} .
\end{aligned}
$$

For each fixed index $j$ equations (3.29)-(3.35) are a system of linear algebraic equation with tridiagonal matrix. Algebraic system (3.29) is solved by $L U$ factorization of tridiagonal matrix ("sweep" method, proposed by Yanenko (1971), Samarskii and Nikolaev (1989)). Details of the sweep method are represented in the Appendix A.

The finite difference approximation of the second fractional step (3.26) is

$$
\begin{align*}
-\tilde{A}_{j} T_{i, j-1}^{k+1}+\tilde{C}_{j} T_{i, j}^{k+1}-\tilde{B}_{j} T_{i, j+1}^{k+1} & =\tilde{F}_{i, j},  \tag{3.36}\\
i=1,2, \ldots, k_{W}-1, k_{E}+1, \ldots m & \text { and } j=1,2, \ldots, n, \\
T_{i, j}^{k+1} & =T_{i, j+n}^{k+1} \tag{3.37}
\end{align*}
$$

and

$$
\begin{align*}
-\tilde{A}_{j} T_{i, j-1}^{k+1}+\tilde{C}_{j} T_{i, j}^{k+1}-\tilde{B}_{j} T_{i, j+1}^{k+1} & =\tilde{F}_{i, j},  \tag{3.38}\\
i=k_{W}, \ldots, k_{E} & \text { and } j=j_{b}+1, \ldots, j_{t}-1, \\
T_{i, j_{b}}^{k+1} & =T_{\infty}, \quad i=k_{W}, \ldots, k_{E}  \tag{3.39}\\
T_{i, j_{t}}^{k+1} & =T_{\infty}, \quad i=k_{W}, \ldots, k_{E} \tag{3.40}
\end{align*}
$$

where

$$
\begin{aligned}
\tilde{A}_{j} & =\frac{2 \tau}{\operatorname{RePr} J h^{2} \Delta \xi^{2}} \\
\tilde{B}_{j} & =\frac{2 \tau}{\operatorname{RePr} J h^{2} \Delta \xi^{2}} \\
\tilde{C}_{j} & =1+2 \frac{2 \tau}{\operatorname{RePrJh} \Delta \xi^{2}} \\
\tilde{F}_{i, j} & =T_{i, j}^{k+1 / 2}+\frac{2 \tau}{\operatorname{RePr}} \Delta_{\xi \xi} T_{i, j}^{k}
\end{aligned}
$$

For each fixed index $i$ equations (3.36) or (3.38) are represented by a system of linear algebraic equation with tridiagonal matrix. The algebraic system (3.36)(3.37) is solved by the cyclic elimination method ( Samarskii and Nikolaev (1989)). Algebraic system (3.38)-(3.40) is solved by the elimination method for three-point equation (Samarskii and Nikolaev (1989)). Details of cyclic elimination method are presented in Appendix B.

### 3.4 Computation of flow characteristics

### 3.4.1 Drag and lift coefficients

To evaluate the integrals in equation (2.22) we used the middle point rule, for example, in order to compute $C_{D_{p}}$ we used formula:

$$
\begin{equation*}
\left.C_{D_{p}}\right|_{i}=\sum_{j=1}^{n}\left\{h p\left[\left(\frac{h}{a}(\cosh \eta \cos \xi-1)\right) n_{\xi}+\left(-\frac{h}{a} \sinh \eta \sin \xi\right) n_{\eta}\right]\right\}_{i, j} \Delta \xi \tag{3.41}
\end{equation*}
$$

where $i=L, R$, that is, we computed the coefficient on the left and right cylinder surfaces, respectively. Here we approximated pressure on the cylinders by extrapolation from interior points (see in Figure 3.8):

$$
\begin{align*}
& p_{L, j}=\frac{15}{8} p_{1, j}-\frac{5}{4} p_{2, j}+\frac{3}{8} p_{3, j}  \tag{3.42}\\
& p_{R, j}=-\frac{15}{8} p_{m, j}+\frac{5}{4} p_{m-1, j}-\frac{3}{8} p_{m-2, j} . \tag{3.43}
\end{align*}
$$



Figure 3.8 Structure of grid: using compute force acting on cylinders surface.

### 3.4.2 Vorticity on the cylinder surfaces

For finding the vorticity, we used the following formula

$$
\omega=-\frac{1}{h}\left[\frac{\partial v}{\partial \eta}-\frac{\partial u}{\partial \xi}-\frac{h}{a}(\sinh \eta v-\sin \xi u)\right] .
$$

On the circular cylinder surfaces the spatial derivatives $\frac{\partial u}{\partial \xi}=0$ and $\frac{\partial v}{\partial \eta}$ we approximated by one-side difference

$$
\begin{align*}
& \left(\frac{\partial v}{\partial \eta}\right)_{L, j}=-\frac{8}{3} v_{L}+3 v_{1, j}^{n+1}-\frac{1}{3} v_{2, j}^{n+1}  \tag{3.44}\\
& \left(\frac{\partial v}{\partial \eta}\right)_{R, j}=\frac{8}{3} v_{R}-3 v_{m, j}^{n+1}+\frac{1}{3} v_{m-1, j}^{n+1} . \tag{3.45}
\end{align*}
$$

### 3.4.3 Nusselt number

In Chapter II, we gave the definition of the local Nusselt number as:

$$
N u=-\left(\frac{\partial T}{\partial n}\right)_{w a l l}
$$

In order to compute the average Nusselt number, we approximated the integral by the middle point rule (the index used here can see from the Figure 3.8):

$$
\begin{equation*}
\bar{N} u=\sum_{j=1}^{n}\left[\frac{1}{2 \pi} \frac{\partial T}{\partial \eta}\right]_{i, j} \Delta \xi, \quad i=L, R, \tag{3.46}
\end{equation*}
$$

where

$$
\begin{align*}
& \left.\frac{\partial T}{\partial \eta}\right|_{L, j}=\frac{T_{1, j}-T_{0, j}}{\Delta \eta}  \tag{3.47}\\
& \left.\frac{\partial T}{\partial \eta}\right|_{R, j}=\frac{T_{m+1, j}-T_{m, j}}{\Delta \eta} \tag{3.48}
\end{align*}
$$

## CHAPTER IV

## VALIDATION

Validation is usually accomplished by benchmarking the numerical results againist the available reliable numerical and/or experimental predictions for the analogous problem. In order to validate the computational code, two-dimensional simulations in a Reynolds number range $0 \leq R e \leq 45$ have been carried out. The Reynolds number is defined in terms of the right cylinder diameter $D_{R}$ and the free stream velocity $U_{\infty}, R e=U_{\infty} D_{R} / \nu$. Since it is well known that for a large gap spacing between the surface of two cylinders the mutual influence between cylinders disappears, we can assume that the flow and heat transfer will be similar to flow and heat transfer over a single cylinder. Thus the comparisons of the characteristics of flow and heat transfer of our numerical results (gap spacing $\left.g=14, g=\left(d-r_{L}-r_{R}\right) / D_{R}\right)$ with the published data for single cylinder were carried out. All computational experiments have been performed in a large domain in order to reduce the influence on the outer boundary. The sequence of the uniform grid is used. The wake behind the cylinder is steady in the flow regime $R e \leq 46 \pm 1$.

We divided our validation into two parts. In the first part we compared the characteristics of flow and heat transfer over two circular cylinders $(g=14)$ without rotation. In the second part, comparison of characteristics of flow past two rotating circular cylinders for large gap spacing $(g=14)$ are shown.

### 4.1 Characteristics of flow and heat transfer over two circular cylinders without rotation in large gap spacing

The numerical simulations are presented here for Reynolds numbers $R e=$ 10, 20, 30, and 40 where the flow is steady. Our data come from simulations with the grids size $21 \times 21,41 \times 41$, and $81 \times 81$ in the $\xi-\eta$ plane. In all of the comparisons in this section, we used large gap spacing $g=14$ to compare the characteristics of flow. By symmetry assumption, for large gap spacing all our presentations are made for the left cylinder. The outer boundary is located far from the cylinders (greater than 40 cylinder diameters away from the cylinder). The numerical methodology used in our work has been validated extensively in terms of the total drag coefficient, pressure coefficient, vorticity on the cylinders surface, streamline, temperature pattern, local and average Nusselt number.

The hydrodynamic drag force exerted by the fluid on the solid cylinders is determined by the individual contributions due to the pressure and frictional forces acting on the cylinders and can be expressed in terms of dimensionless drag coefficients (frictional drag $C_{D_{f}}$, pressure drag $C_{D_{p}}$, and total drag $C_{D}$ ). The dependence of the drag coefficients on the Reynolds number is shown in Figure 4.1 and Tables 4.1, 4.2. Representative results showing the variation of the pressure coefficient $\left(C_{p}\right)$ and vorticity $(\omega)$ on the surface of the left cylinder are plotted in Figure 4.1 for two values of the Reynolds number $R e=20$ and 40 and for gap spacing $g=14$.

Comparison of our numerical simulations is performed with the numerical results of Dennis and Chang (1970) for $R e=20$ and 40 and with the experimental results of Thom for $R e=36,45$ and Apelt for $R e=40$ (see in Batchelor (2000)). Our data come from simulations with the grid size $81 \times 81$ in the $\xi-\eta$ plane.


Figure 4.1 (a) Pressure coefficient over cylinder surface, (b) the vorticity distribution over cylinder surface, for the left cylinder at $R e=20,40$, and $g=14$.

Table 4.1 Validation of the numerical algorithm; comparison study for flow over two side-by-side circular cylinders at $g=14$ with flow over a single cylinder.

| Re | Contribution | $C_{D}$ | $C_{D_{p}}$ | $C_{D_{f}}$ | $L_{W} / D$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | Present study ( $81 \times 81$ ) | 2.798 | 1.572 | 1.226 | - |
|  | Juncu (2007) | 2.722 | 1.526 | 1.196 | - |
|  | Soares et al. (2005) | 2.760 | 1.550 | 1.210 | 0.25 |
|  | Dennis et al. (1970) | 2.846 | 1.600 | 1.246 | 0.27 |
|  | Stålberg et al. (2006) | 2.840 | 1.589 | 1.251 | 0.29 |
| 20 | Present study ( $81 \times 81$ ) | 2.064 | 1.242 | 0.822 | 0.925 |
|  | Sungnul and Moshkin (2006) | 2.120 | 1.270 | 0.850 | 0.934 |
|  | Relf (1913) (one cylinder) | 2.160 | - | - | - |
|  | Tritton (1959) (one cylinder) | 2.080 | - | - | - |
|  | Chung (2006) (one cylinder) | 2.050 | - | - | 0.960 |
|  | Ingham et al. (1990) (one cylinder) | 1.995 | 1.201 | 0.794 | - |
|  | Batchelor (2000) (one cylinder) | 2.001 | - | - | 0.900 |
|  | Dennis et al. (1970) | 2.045 | 1.233 | 0.812 | 0.94 |
|  | Stålberg et al. (2006) | 2.051 | 1.229 | 0.823 | 0.90 |
|  | Fornberg (1980) | 2.000 | - | - | 0.91 |
|  | Soares et al. (2005) | 1.990 | 1.190 | 0.800 | 0.925 |

Table 4.2 Validations of the numerical algorithm; comparison study for flow over two side-by-side circular cylinder at $g=14$ with flow over a single cylinder.

| Re | Contribution | $C_{D}$ | $C_{D_{p}}$ | $C_{D_{f}}$ | $L_{W} / D$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 30 | Present study $(81 \times 81)$ | 1.738 | 1.098 | 0.640 | - |
|  | Juncu (2007) | 1.655 | 1.044 | 0.611 | - |
|  | Takami et al. (1969) | 1.717 | - | - | 1.611 |
|  | Soares et al. $(2005)$ | 1.670 | 1.040 | 0.630 | 1.600 |
|  | Present study (81 $\times 81)$ | 1.590 | 1.050 | 0.541 | 2.15 |
|  | Sungnul and Moshkin (2006) | 1.539 | 1.002 | 0.537 | 2.160 |
|  | Relf (1913) (one cylinder) | 1.620 | - | - | - |
| 40 | Tritton (1959) (one cylinder) | 1.590 | - | - | - |
|  | Chung (2006) (one cylinder) | 1.540 | - | - | 2.300 |
|  | Batchelor (2000) (one cylinder) | 1.538 | - | - | 2.150 |
|  | Dennis et al. (1970) | 1.522 | 0.998 | 0.524 | 2.35 |
|  | Stålberg et al. (2006) | 1.530 | 0.994 | 0.536 | 2.13 |
|  | Soares et al. (2005) | 1.490 | 0.960 | 0.530 | 2.275 |

The closest distance to the far boundary for this grid is located about 53 cylinder diameters away from the cylinder. The angle variable $\theta$ is zero at front stagnation point and increases in the clockwise direction in the left cylinder. The data from our simulations ( $*-\operatorname{sign}$ for $R e=20$ and $\circ-$ sign for $R e=40$ ) match the results of Dennis and Chang (1970), Thom and Apelt very well for $R e=20$ and 40. Tables 4.1 and 4.2 summarize the quantities measured in our study and compare them with numerical and experimental results from other publications. The pressure, viscous and total drag coefficients, $C_{D_{p}}, C_{D_{f}}, C_{D}$ defined by equations (2.22) are presented. The separation bubble length, $L_{W} / D$, is measured as the distance from
the rare stagnation point on the cylinder surface to the point where the streamwise velocity is zero and normalized with the cylinder diameter.

Figures 4.2-4.3 shows the steady-state streamlines, pressure fields, and isolines of temperature for two Reynolds numbers $R e=20$ and $40, g=14, \operatorname{Pr}=$ 1,10 , and 20 . Due to the symmetry about the $y$-axis all patterns are presented only around the left cylinder. Dependence of main characteristics of flow $\left(C_{D}, C_{D_{f}}, C_{D_{p}}\right.$, and $\left.\overline{N u}\right)$ on the grid resolution is demonstrated in Table 4.3 for $R e=20, g=14$ and $\operatorname{Pr}=0.7$. Three grid sizes are investigated $21 \times 21(\Delta \xi=0.312, \quad \Delta \eta=0.332), 41 \times 41(\Delta \xi=0.156, \quad \Delta \eta=$ $0.166)$, and $81 \times 81(\Delta \xi=0.078, \Delta \eta=0.083)$. The minimal distance from cylinder surface to the far boundary is about 10.5 D for the coarse grid and about $53 D$ for the fine grid.

Table 4.3 Effect of grid refinement upon $C_{D}, C_{D_{p}}, C_{D_{f}}$, and average Nusselt number $N u$ for $R e=20$ and $g=14$.

| Source | $C_{D}$ | $C_{D_{p}}$ | $C_{D_{f}}$ | $N u(\operatorname{Pr}=0.7)$ |
| :--- | :---: | :---: | :---: | :---: |
| Present study $(21 \times 21)$ | 2.149 | 1.274 | 0.875 | 2.669 |
| Present study $(41 \times 41)$ | 2.112 | 1.274 | 0.838 | 2.481 |
| Present study $(81 \times 81)$ | 2.064 | 1.242 | 0.822 | 2.478 |
| Soares et al. $(2005)$ | 1.990 | 1.190 | 0.800 | 2.430 |

The case of flow past a single cylinder was used to test the prediction of Nusselt number $(N u)$. For the range of $R e=10,20$, and 40 and a Prandtl number $\operatorname{Pr}=0.7$ (corresponding to the flow of air) the numerical values of average Nusselt number for the constant temperature boundary condition were found to be in excellent agreement with previous results available in the literature (Table


Figure $4.21^{\text {st }}$-column: Streamline patterns, $2^{\text {nd }}$-column: pressure fields of flow over two circular cylinders for $g=14, \alpha=0$ at $1^{s t}$-row: $R e=20,2^{\text {nd }}$-row: $R e=40$.


Figure 4.3 The temperature contours for $1^{s t}$-column: $R e=20$ and $2^{\text {nd }}$-column: $R e=40$ of flow over two circular cylinders for $g=14, \alpha=0$ at $1^{\text {st }}$-row: $\operatorname{Pr}=1$, $2^{\text {nd }}$-row: $\operatorname{Pr}=10$, and $3^{r d}$-row: $\operatorname{Pr}=20$.
4.4)

Table 4.4 Comparison of the average Nusselt number at $\operatorname{Pr}=0.7, g=14, \alpha=0$ for $\operatorname{grid} 21 \times 21,41 \times 41$, and $81 \times 81$ with the values found in the literature.

| Source | $N u$ |  |  |
| :--- | :---: | :---: | :---: |
|  | $R e=10$ | $R e=20$ | $R e=40$ |
| Present study $(21 \times 21)$ | 1.892 | 2.670 | 3.796 |
| Present study $(41 \times 41)$ | 1.873 | 2.481 | 3.425 |
| Present study $(81 \times 81)$ | 1.850 | 2.478 | 3.333 |
| Bharti et al. $(2007)$ | 1.862 | 2.465 | 3.282 |
| Badr (1983) | - | 2.540 | 3.480 |
| Dennis et al. $(1968)$ | 1.867 | 2.521 | 3.431 |
| Lange et al. $(1998)$ | 1.810 | 2.408 | 3.280 |
| Soares et al. $(2005)$ | 1.860 | 2.430 | 3.200 |
| Sparrow et al. $(2004)$ | 1.602 | 2.205 | 3.082 |

Table 4.5 summarizes our computations for large gap spacing, $g=14$ between cylinders in stream perpendicular to line of the cylinder centers. The values of average Nusselt numbers (defined by equation (3.46)) for the range of Reynolds numbers $R e=10,20,30$, and 40 and for the range of Prandtl numbers $\operatorname{Pr}=0.7,1.0,7.0,10,20$, and 50 are presented in Table 4.5.

Colburn j-factor analogy is probably the most successful and widely used analogy from heat, momentum, and mass transfer analogies. The basic mechanisms and mathematics of heat, mass, and momentum transport are essentially the same. Among many analogies (like Reynolds analogy and Prandtl analogy) developed to directly relate heat transfer coefficients, mass transfer coefficients,

Table 4.5 Comparison of the average Nusselt numbers for cylinders with constant temperature for $g=14$.

| $R e$ | Pr | $N u$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Present study | Bharti (2007) | Juncu (2007) | Soares (2005) | Lange (1998) |
| 10 | 0.7 | 1.850 | 1.862 |  | 1.862 | 1.810 |
|  | 1 | 2.082 | 2.214 | 2.560 |  |  |
|  | 7 | 3.858 | 3.857 |  |  |  |
|  | 10 | 4.329 | 4.286 | 4.257 |  |  |
|  | 20 | 5.438 | 5.429 |  |  |  |
|  | 50 | 7.418 | 7.214 |  |  |  |
| 20 | 0.7 | 2.478 | 2.465 |  | 2.465 | 2.408 |
|  | 1 | 2.787 | 2.857 | 2.730 |  |  |
|  | 7 | 5.286 | 5.214 |  |  |  |
|  | 10 | 6.041 | 5.857 | 5.729 |  |  |
|  | 20 | 7.631 | 7.357 |  |  |  |
|  | 50 | 10.780 | 9.929 |  |  |  |
| 30 | 0.7 | 2.936 | 2.929 |  |  |  |
|  | 1 | 3.310 | 3.357 | 3.229 |  |  |
|  | 7 | 6.397 | 6.286 |  |  |  |
|  | 10 | 7.294 | 7.071 | 6.937 |  |  |
|  | 20 | 9.605 | 9.000 |  |  |  |
|  | 50 | 13.141 | 12.214 |  |  |  |
| 40 | 0.7 | 3.333 | 3.283 |  | 3.282 | 3.280 |
|  | 1 | 3.773 | 3.714 |  |  |  |
|  | 7 | 7.533 | 7.214 |  |  |  |
|  | 10 | 8.727 | 8.214 |  |  |  |
|  | 20 | 11.471 | 10.357 |  |  |  |
|  | 50 | 17.401 | 14.286 |  |  |  |

and friction factors, Colburn j-factor analogy proved to be the most accurate. As expected, the average Nusselt number increases with the Reynolds number and/or Prandtl number. Further analysis of our data demonstrate that the Nusselt number exhibits the classical dependence on Prandtl number, i.e. $N u \propto \operatorname{Pr}^{1 / 3}$. This allows the reconciliation of the results for different Prandtl number through use of $j$-factor as shown in Figure 4.5. The present results for $10 \leq R e \leq 40$ and $0.7 \leq \operatorname{Pr} \leq 50$ compare with the expression

$$
\begin{equation*}
j=0.6738 R e^{-0.5321} \tag{4.1}
\end{equation*}
$$

by Bharti et al. (2007) (represent by dashed line in Figure 4.5) for the constant cylinder temperature.


Figure 4.4 Colburn j-factor as a function of the Reynolds number at different Prandtl number.

The variation of the local Nusselt number on the surface of the left cylinder at $R e=10,20,40, g=14$ for a range of Prandtl numbers $0.7 \leq \operatorname{Pr} \leq 50$ is shown in Figure 4.6. For comparison we plotted the data (Bharti et al. (2007)) for a single cylinder with a dotted line for $\operatorname{Pr}=1$, dash-dot line for $\operatorname{Pr}=10$


Figure 4.5 Colburn j-factor as a function of the Reynolds number at different Prandtl number.
and dashed line for $\operatorname{Pr}=20$. The variation of the local Nusselt number over the surface of the left cylinder at $\operatorname{Pr}=1, g=14$ for the range of Reynolds numbers is shown in Figure 4.7.

Figure 4.8 shows the effect of grid size on the local Nusselt number on the surface of the left cylinder for $\operatorname{Re}=20, \operatorname{Pr}=1.0$, and $g=14$. For comparison, the results from Bharti et al. (2007) are plotted by a solid line.

Since the present results of our simulation are in satisfactory agreement with other data available to the authors data, it is thus believed that the numerical parameters and algorithms used in this works are justified. The large discrepancy in average Nusselt number for large Prandtl number can be explained by increased value of heat diffusion, and as a result the presence of the second cylinder does not allow to assume similarity of heat transfer between flow over two side-by-side cylinder and one single cylinder.


Figure 4.6 Local Nusselt number variation on the surface of the circular cylinders for $\alpha=0, g=14$, and (a) $R e=10$, (b) $R e=20$, (c) $R e=40$ at various Prandtl numbers.


Figure 4.7 Local Nusselt number variation on the surface of the circular cylinders at $\operatorname{Pr}=1, g=14$ at various Reynolds numbers.

### 4.2 Characteristics of flow and heat transfer over two rotating circular cylinders in large gap spacing

In this section, we present our numerical results for the flow past two rotating circular cylinders of equal radii in side-by-side arrangement for large gap spacing $g=14$, range of Reynolds number $R e \leq 40$ and rate of rotation $0.1 \leq \alpha \leq 2$. The left cylinder rotates with constant angular velocity in clockwise direction and the right cylinder rotates with the same angular velocity in counterclockwise direction.

To the author's knowledge, there are very few published data of drag and lift coefficients at $R e \leq 40$ and non zero angular velocity even for flow past single cylinders. Table 4.6 shows the comparison of drag and lift coefficients at $R e=$ 20 in range of $0.1 \leq \alpha \leq 2$ with those numerically obtained by Sungnul and


Figure 4.8 Local Nusselt number on the sequence of grids for $R e=20, g=14$, and $\operatorname{Pr}=1$.

Moshkin (2006), Badr et al. (1989), Ingham et al. (1990), and Chung (2006). The comparisons show that the present results are in a good agreement.

Due to symmetry we only represent the streamline, pressure fields and temperature contours around the left cylinder in Figure 4.9. From the previous studies by Batchelor (2000), M.H. Chung (2006), and Sungnul and Moshkin (2006), the streamline patterns at large gap spacing $g=14$ of our results do not contradict the results in the flow behind a single cylinder.


Figure 4.9 (a-b) Streamline patterns, (c-d) pressure fields and (e-f) temperature contours of flow over two circular cylinders at $\operatorname{Re}=20, g=14$, and $\operatorname{Pr}=1.0$, left column: $\alpha=0.1$, right column: $\alpha=1.0$.

Table 4.6 Hydrodynamic parameters of flow over a rotating circular cylinder at $R e=20$ with $g=14$.

| Contribution | $C_{D}$ |  |  |  |  | $C_{L}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha=0.1 \alpha=1.0$ | $\alpha=2.0$ | $\alpha=0.1 \alpha=1.0 \alpha=2.0$ |  |  |  |  |  |
| Present study $(21 \times 21)$ | 2.146 | 2.035 | 1.906 |  | 0.286 | 2.974 | 6.309 |  |
| Present study $(41 \times 41)$ | 2.108 | 1.897 | 1.410 | 0.288 | 2.864 | 6.030 |  |  |
| Present study $(81 \times 81)$ | 2.052 | 1.847 | 1.346 |  | 0.293 | 2.770 | 5.825 |  |
| Sungnul and Moshkin $(80 \times 80)$ | 2.120 | 1.887 | 1.363 |  | 0.291 | 2.797 | 5.866 |  |
| Badr et al. $(1989)$ | 1.990 | 2.000 | - | 0.276 | 2.740 | - |  |  |
| Ingham et al. $(1990)$ | 1.995 | 1.925 | 1.627 | 0.254 | 2.617 | 5.719 |  |  |
| Chung (2006) | 2.043 | 1.888 | 1.361 | 0.258 | 2.629 | 5.507 |  |  |

## CHAPTER V

## NUMERICAL RESULTS

The characteristics of heat transfer in two-dimensional laminar flow past two rotating circular cylinders of the same radius in a side-by-side arrangement at a various range of absolute rotation speed $(|\alpha| \leq 2.5)$ for a variety of gap spacing were investigated. The results are represented in terms of isothermal patterns, distribution of local Nusselt number on the surface of the cylinders and the average Nusselt number for the ranges of parameters $10 \leq R e \leq 40,0.7 \leq \operatorname{Pr} \leq 20$, and constant temperature boundary conditions. Due to the symmetry all results are presented for the left cylinder only. The left cylinder rotates with constant angular velocity in the clockwise direction and the right cylinder rotates with the same angular velocity in the counterclockwise direction as shown in Figure 2.1.

### 5.1 Effect of gap spacing (zero rotation)

For large gap spacing, $g=14$ and $\alpha=0$ the variation of the local Nusselt number for $R e=10,20$, and 40 for the range of Prandtl number $0.7 \leq \operatorname{Pr} \leq 50$ is shown in Figures 4.6-4.8. As expected, the Nusselt number increases with an increase in the Reynolds number and/or Prandtl number. These figures show that the largest values of $N u$ correspond to the front stagnation point $\theta=0$. The angle variable $\theta$ is zero at point $x=-d_{L}, y=-r_{L}$ (front stagnation point in the case of flow past cylinder without rotation) and $\theta$ increases in clockwise direction on the surface of the left cylinder. The value of the local Nusselt number decreases along the surface of the cylinder as $\theta$ increases in the clockwise direction. The minimum
value of $N u(\theta)$ appears near the point of separation. A gradual increase in the values of the local Nusselt number can be observed with an increase in the Reynolds number and Prandtl number in the rear part of cylinder. The influence of the gap spacing on the heat transfer rate in terms of the local Nusselt number $N u(\theta)$ is shown by Figure 5.1 for $R e=20, \alpha=0$, and $\operatorname{Pr}=0.7,1,10$, and 20 . This figure shows that a significant influence of the distance between cylinders on the local Nusselt number $N u(\theta)$ is observed for $g \lesssim 5$. Another aspect that seems to be interesting is the decreasing $N u(\theta)$ for $0^{\circ}<\theta<360^{\circ}$ with decreasing $g$ in the cases of $\operatorname{Pr}=0.7$ and 1.0 (rate of convection and conduction are almost equal). In the cases of $\operatorname{Pr}=10$ and 20 (convection is the dominant mechanism of heat transfer) $N u(\theta)$ decreases with $g$ decreasing for $0^{\circ}<\theta<180^{\circ}$ and $270^{\circ}<\theta<360^{\circ}$, and for $180^{\circ}<\theta<270^{\circ}$ the values of $N u(\theta)$ increases with $g$ increasing. It must be mentioned that as $g$ increases convergence of the local Nusselt number to the local Nusselt number for a single cylinder have been observed for all Prandtl numbers. This can be written in symbolic form as $\lim _{g \rightarrow \infty} N u(\theta, g)=N u(\theta, \infty)$. It is not surpriseing that the average Nusselt number for each individual cylinder increases with increasing gap spacing and tends to the average Nusselt number for a single cylinder. The average Nusselt number is obtained by averaging the local Nusselt number over the surface of cylinders (see Equation (2.34)). Table 5.1 and Figure 5.2 show the variation of the average Nusselt number with gap spacing between nonrotating cylinders at different Prandtl numbers and fixed Reynolds number $R e=20$. As expected, the average Nusselt number for the cylinders increases with the Prandtl number.


Figure 5.1 Local Nusselt number for different gap spacing at $R e=20, \alpha=0$, and (a) $\operatorname{Pr}=0.7$, (b) $\operatorname{Pr}=1$, (c) $\operatorname{Pr}=10$, and (d) $\operatorname{Pr}=20$.

### 5.2 Large gap spacing (effect of rotation)

The effect of steady rotation on heat transfer is discussed in this section for the case of large gap spacing, $g=14$. Thus, the results of this paragraph can be considered as illustrating the influence of rotation on heat/mass transfer in the flow around single rotating circular cylinder. Cases with three Reynolds numbers, $R e=10,20$, and 40 were selected for presentation. Prandtl numbers vary from 0.7 up to 20 to represent the range of moderate to hight convection rate.

Figure 5.3 shows the effect of the rotation rate $\alpha$ on the local Nusselt number


Figure 5.2 Average Nusselt number for different gap spacing at $R e=20, \alpha=0$.

Table 5.1 Variation of the average Nusselt number at $R e=20$ and $\alpha=0$.

|  | $\operatorname{Pr}=0.7$ | $\operatorname{Pr}=1$ | $\operatorname{Pr}=5$ | $\operatorname{Pr}=10$ | $\operatorname{Pr}=20$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $g=1$ | 1.886 | 2.247 | 4.064 | 5.105 | 6.418 |
| $g=5$ | 2.403 | 2.703 | 4.598 | 5.802 | 7.335 |
| $g=10$ | 2.459 | 2.771 | 4.736 | 5.988 | 7.494 |
| $g=14$ | 2.478 | 2.787 | 4.792 | 6.041 | 7.631 |

at constant $R e=20$. As $\alpha$ increases, the points of maximum and minimum of the local Nusselt number shift in direction of rotation. For the case of zero rotation, $\alpha=0$, the maximum value of $N u(\theta)$ is at $\theta=0^{\circ}$ (the front stagnation point) and the minimum value of $N u(\theta)$ is observed near the rare stagnation point, $\theta=$ $180^{\circ}$. For larger $\operatorname{Pr}$ numbers, $\operatorname{Pr}=10$ and 20 , there are two local minima which appear near the separation points. The non zero rotation substantially changes the flow field and temperature distribution in the vicinity of the cylinder. Without rotation, the flow field exhibits a asymmetric pair of standing vortices behind the
cylinder defining a closed recirculation region (see for example Figure ??). With an increasing rotation rate the flow becomes asymmetric, the vortex detaches from the cylinder and the stagnation point rotates in the direction opposite to the direction of the cylinder rotation departing from the surface of cylinder. The details of steady flow and thermal field are presented in Figures 5.4-5.5 (for the case $R e=20, g=14, \operatorname{Pr}=1$, and 20 , and $\alpha=0.1,1.0$, and 2.0) in the form of streamlines and constant temperature contours. It is seen that the stagnation point for small speed of rotation $\alpha=0.1$ is slightly shifted counterclockwise and located in the interval $350^{\circ}<\theta<359^{\circ}$ (see Figure 5.4). For larger speed of rotation $1 \leq \alpha \leq 2$, the stagnation point shift more significantly and is located in the interval $270^{\circ}<\theta<340^{\circ}$. The point of maximum clustering of the temperature isotherms which indicates high temperature gradient (and thus highest local Nusselt number) shift in the clockwise direction and is located in the interval $0^{\circ}<\theta<70^{\circ}$ at the "west" side of the cylinder surface (see Figure 5.5). The clustering of isotherms near the cylinder surface increases with an increase in the Prandtl number and/or $\alpha$ (compare first, second and third row in Figure 5.5). This behavior is quite expected due to the no-slip condition, the fluid layer adjacent to the cylinder surface wraps around the cylinder and rotates with almost the same angular velocity. When $\alpha$ increases, this layer becomes thinner and a larger amount of fluid rotates with the cylinders. For large Prandtl number $\operatorname{Pr}=10$ and 20, convection is the dominant mechanism of heat transfer which explains the higher clustering of temperature isotherm for large $\operatorname{Pr}$ number.

Table 5.2 and Figure 5.6 show the dependence of the average Nusselt number on rotational speed for $\operatorname{Re}=10,20$, and 40, $g=14$, and $\operatorname{Pr}=0.7,1,5,10$, and 20. The average Nusselt number decreases with increasing $\alpha$ as show in Table 5.2 and Figure 5.6. For example, in the case of $R e=20$, the average Nusselt num-


Figure 5.3 Local Nusselt number variation on the surface of the circular cylinders at $R e=20, g=14, \alpha=0,0.1,0.5,1$, and 2 for (a) $\operatorname{Pr}=0.7$, (b) $\operatorname{Pr}=1$, (c) $\operatorname{Pr}=10$, and (d) $\operatorname{Pr}=20$.
ber for $\operatorname{Pr}=1$ drops down by $10 \%$ and for $\operatorname{Pr}=20$, the average Nusselt number drops down by almost $50 \%$ when $\alpha$ increases from 0 up to 2 . This behavior can be explained by the existence of a fluid buffering layer which wraps around the cylinder and rotates together with cylinder. For small rotational speed, $0<\alpha<0.5$, the average $N u$ number decreases slightly with increasing $\alpha$ (only by a few percentage points). For larger values of $\alpha$, the average $N u$ number decreases almost linearly with $\alpha$ increase from 0.5 up to 2.0 .

Table 5.2 Variation of average Nusselt number at $g=14$.

| Re | $\alpha$ | $\operatorname{Pr}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.7 | 1 | 5 | 10 | 20 |
|  | 0.0 | 1.850 | 2.082 | 3.510 | 4.329 | 5.438 |
| 10 | 1.0 | 1.816 | 2.027 | 3.307 | 4.029 | 4.813 |
|  | 0.5 | 1.849 | 2.069 | 3.487 | 4.389 | 5.579 |
|  | 1.5 | 1.787 | 1.983 | 3.095 | 3.654 | 4.195 |
|  | 2.0 | 1.752 | 1.929 | 2.862 | 3.293 | 3.688 |
|  | 0.0 | 2.479 | 2.787 | 4.792 | 5.965 | 7.631 |
|  | 0.1 | 2.472 | 2.774 | 4.790 | 5.915 | 7.678 |
| 20 | 0.5 | 2.450 | 2.753 | 4.811 | 6.084 | 7.775 |
|  | 1.0 | 2.412 | 2.686 | 4.579 | 5.514 | 6.767 |
|  | 2.0 | 2.276 | 2.497 | 3.724 | 4.249 | 4.725 |
|  | 0.0 | 3.333 | 3.773 | 6.693 | 8.727 | 11.471 |
|  | 0.5 | 3.308 | 3.752 | 6.718 | 8.707 | 11.287 |
| 40 | 1.0 | 3.231 | 3.656 | 6.274 | 7.678 | 9.058 |
| 1.5 | 3.120 | 3.487 | 5.585 | 6.456 | 7.418 |  |
|  | 2.0 | 2.981 | 3.289 | 4.850 | 5.507 | 6.133 |



Figure 5.4 Streamline patterns at $R e=20, g=14, \alpha=0.1,1.0$, and 2.0, and for $\operatorname{Pr}=1$.

### 5.3 Small gap spacing $(g \lesssim 3)$ and non zero rate of rotation

The key quantities that influence the thermal interaction between two rotating circular cylinder in a uniform stream are the Reynolds number, the Prandtl number, the gap between cylinders, and the rate of rotation. As we mentioned previously (section 5.1) for $g>5$ the temperature field around each of the two cylinders is similar to the temperature field around a single cylinder. To be more accurate, in Figure 5.7 we present the dependence of the local Nusselt number distribution for case of $\operatorname{Re}=20, \alpha=1$, and $\operatorname{Pr}=1,5,10$, and 20. The difference between local Nusselt number distributions on the gap spacing for the cases with $g>3$ is not larger than $5 \%$ for all considered $\operatorname{Pr}$ number. It seems to be interesting that the minimum value of the local Nusselt number for fixed Prandtl number, $\operatorname{Pr} \in[1,10]$, and for $g>1.5$ does not depend on the gap spacing. The location of this minimum shifts in clockwise direction (direction of rotation of the left cylinder) when $\operatorname{Pr}$ increases. For instance, for $\operatorname{Pr}=1$, the minimum occurs at $\theta \approx 240^{\circ}$, for $\operatorname{Pr}=5$ the minimum occurs at $\theta \approx 270^{\circ}$, for $\operatorname{Pr}=10$ the minimum


Figure 5.5 Temperature contours over two circular cylinders at $R e=20, g=14$, $\alpha=0.1,1.0,2.0$, and for $\operatorname{Pr}=1,10$, and 20.


Figure 5.6 Nusselt number at (a) $R e=10$, (b) $R e=20$, and (c) $R e=40$, and $g=14$ for different Prandtl number $\operatorname{Pr}$.
occurs at $\theta \approx 300^{\circ}$.
Figure 5.8 shows streamline patterns and isotherm contours for fixed Reynolds number $\operatorname{Re}=20, \operatorname{Pr}=1$, and $\alpha=1$ for different gap spacing $g=1,2,3,4$, and 5 . The pattern of streamlines and isotherms around each cylinder is similar to the corresponding patterns around a single rotating cylinder in the case $g>3$ (compare rows 3, 4, and 5 on Figure 5.8). For small gap spacing $g=1$ (first row in Figure 5.8) streamlines edge two cylinders and main stream flows around fluid bubble. Within this fluid bubble there are two regions of fluid which rotate together with cylinders. The isotherms follow the streamline patterns. For large gap spacing, $g \gtrsim 3$ (see two last rows in Figure 5.8), there are two separate wake-shape regions of isotherms behind each cylinder. These regions are similar to the temperature field in the flow around a single rotating circular cylinder. For small gap spacing, the interaction between the cylinders in uniform flow become essential. There is a saddle critical point in the temperature field, which is located between the cylinders (see first row in Figure 5.8). Therefore, the results for $g<3$ are addressed in this section.

The variation of the local Nusselt number on the surface of the left cylinder at fixed Reynolds number and rate of rotation, $R e=20, \alpha=1$, for the range of Prandtl number $0.7 \leq \operatorname{Pr} \leq 20$ is shown in Figure 5.9. The maximum and minimum values of the local Nusselt number in all cases are represented in Figure 5.9. In the cases of moderate to low convection rate, $\operatorname{Pr}=0.7,1$, and 5 , the increase in $\operatorname{Pr}$ increases the local heat transfer rate at all points of cylinder surface. For larger $\operatorname{Pr}$ and $g \gtrsim 2$ there is light decrease of $N u(\theta)$ when $\operatorname{Pr}$ increases from 5 to 20. This behavior is observed in the interval $300^{\circ}<\theta<360^{\circ}$ in Figure 5.9.

The effect of the rotation rate and Prandtl number on the average Nusselt number is investigated for fixed gap spacing $g=2$ and for several Reynolds number
as shown in Table 5.3 and Figure 5.10. In case of zero rotation, the increase of Prandtl number from 0.7 to 20 results in a considerable increases of the average Nusselt number, $\overline{N u}$, that is almost three times. However in the non zero rotation cases, the Prandtl number has a smaller effect on $\overline{N u}$ since the rotating fluid layer adjacent to the cylinder surfaces acts as a buffer isolating the cylinder from the main stream and causing a decrease in the overall heat transfer rate. For instance, in the case of $\operatorname{Re}=10$ at $\alpha=2$, the increase of $\operatorname{Pr}$ from 0.7 to 20 results in increase of $\overline{N u}$ only 2.0 times, compared with $\alpha=0$, where $\overline{N u}$ increases by more than 3 times.


Figure 5.7 Local Nusselt number at $\operatorname{Re}=20, \alpha=1$, and (a) $\operatorname{Pr}=1$, (b) $\operatorname{Pr}=5$, (c) $\operatorname{Pr}=10$, and (d) $\operatorname{Pr}=20$.


Figure 5.8 Streamline patterns (left column) and temperature contours (right column) of flow over two circular cylinders at $R e=20, \alpha=1$, and $g=1$ - first row, $g=2$ - second row, $g=3$ - third row, $g=4$ - fourth row, and $g=5$ - fifth row.

Table 5.3 Variation of average Nusselt number at $g=2$.

| Re | $\alpha$ | $\operatorname{Pr}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.7 | 1 | 5 | 10 | 20 |
| 10 | 1.0 | 1.353 | 1.556 | 2.482 | 2.937 | 3.458 |
|  | 0.5 | 1.630 | 1.866 | 3.147 | 3.936 | 4.934 |
|  | 1.5 | 1.189 | 1.328 | 2.130 | 2.497 | 2.787 |
|  | 2.0 | 1.121 | 1.248 | 1.872 | 2.101 | 2.273 |
|  | 0.0 | 2.223 | 2.503 | 4.223 | 5.299 | 6.658 |
|  | 0.5 | 2.115 | 2.370 | 3.875 | 4.819 | 5.957 |
|  | 1.0 | 1.989 | 2.211 | 3.402 | 4.095 | 4.889 |
|  | 1.5 | 1.789 | 1.994 | 2.971 | 3.430 | 3.859 |
|  | 2.0 | 1.596 | 1.786 | 2.677 | 2.962 | 3.195 |
|  | 0.0 | 2.973 | 3.351 | 5.752 | 7.300 | 9.292 |
|  | 0.5 | 2.802 | 3.139 | 5.328 | 6.740 | 8.362 |
| 40 | 1.0 | 2.589 | 2.865 | 4.558 | 5.546 | 6.509 |
|  | 1.5 | 2.390 | 2.610 | 3.921 | 4.547 | 5.050 |
|  | 2.0 | 2.261 | 2.474 | 3.485 | 3.858 | 4.190 |



Figure 5.9 Local Nusselt number at $R e=20, \alpha=1$, and (a) $g=1$, (b) $g=2$, (c) $g=3$, and (d) $g=4$.

The variation of the local Nusselt number on the surface of the cylinders at $\operatorname{Re}=10,20$, and $40, \operatorname{Pr}=1$ and $g=1$ for a range of rotational rate $0<\alpha<2.5$ is shown in Figure 5.11. The variation of local Nusselt number with rotation rate is not as straightforward as in the case of large gap spacing. One of the interesting features is that as $\alpha$ increases, the value of $N u(0)\left(\theta=0^{\circ}\right)$ decreases to not more than minimal value. For example, in case of $R e=10$, this value is $N u(0) \approx 0.75$, for $R e=20$ this is $N u(0) \approx 1.0$, and for $R e=40$ this is $N u(0) \approx 2.0$. The points of maximum and minimum local Nusselt numbers shift in the direction of cylinder rotation. The maximum value of $N u(\theta)$ decreases as $\alpha$ increases. The minimum


Figure 5.10 Nusselt number at (a) $R e=10$, (b) $R e=20$, and (c) $R e=40$, and $g=2$ for different Prandtl number Pr.
value of $N u(\theta)$ decreases as $\alpha$ increases, up to the rate of rotation when the two fluid layers adjacent to the cylinder surfaces merge.

The details of the steady flow and thermal fields are presented in Figures 5.12-5.14 in the form of streamlines and constant temperature contours. At $R e=$ 10 and $\alpha=0.5$, the streamlines edge the two cylinders (see Figure 5.12, left column). As can be seen from Figures 5.13 the temperature gradient is low along the line between the cylinder centers (very rare clustering isotherms). This is the reason of minimum value of $N u(\theta)$ at $\theta \approx 270^{\circ}$. At $R e=20$, similar behavior of streamline patterns and temperature field corresponds to the rotation rate $\alpha \approx 1.0$. However, at $R e=20$ and $\alpha=0.5$, fluid from the main stream flows through the gap spacing between the cylinders. Let us denote by $\alpha^{*}$ the rate of rotation when the two layers of fluid adjacent to the cylinder surfaces merge with each other for the first time. If the rate of rotation is $\alpha>\alpha^{*}$ then the minimum value of the local Nusselt number increases as $\alpha$ increases. The location of the minimum value corelates with the location of the saddle critical point in the temperature field. For instance, for $R e=10, \alpha=1$ this minimum is located near $\theta=300^{\circ}$ and the line between cylinder center and saddle critical point corresponds to the same direction $\theta=300^{\circ}$ (see second row in Figure 5.13). As the Prandtl number increases, the clustering of the temperature isotherms near the cylinder surfaces increases, which indicates increasing temperature gradient (and thus higher local Nusselt number). This can be seen in Figures 5.13 and 5.14 (compare first, second, and third columns). Comparison of the isotherms in Figures 5.13 and 5.14 shows that an increase in the Prandtl and/or Reynolds number makes the wake-shape region of the temperature field more narrow. It is interesting to point out that the rate of rotation does not significantly affect the size of the wake shape region. For instance, in Figure 5.13 for case $\operatorname{Pr}=10, \alpha=1.0,1.5$, and 2.0, the width


Figure 5.11 Local Nusselt number variation on the surface of the circular cylinders at $\operatorname{Pr}=1, g=1, \alpha=0,0.5,1,1.5,2$, and 2.5 for (a) $\operatorname{Re}=10$, (b) $R e=20$, and (c) $R e=40$.
(in $x$-direction) of the wake-shape region at $y=5$ is approximately 6 and in case $\operatorname{Pr}=20, \alpha=1.0,1.5$, and 2.0 the width of the wake-shape region is approximately 4. A similar effect can be seen in Figure 5.14 for $R e=20$. If we compare the size of wake-shape region of the temperature field in the cases $\operatorname{Re}=10, \operatorname{Pr}=10, \alpha=1.5$ and $\operatorname{Re}=10, \operatorname{Pr}=10, \alpha=2.0$ (see second column of Figure 5.13), we can observe that the size of the wake-shape region at $y=5$ does not change significantly.

Another interesting observation concerns the saddle critical point in the temperature field. When $\alpha=\alpha^{*}$ this critical point lies in the line connecting the cylinder centers. When $\alpha>\alpha^{*}$ this saddle critical point is pushed down (negative direction of $y$-axis) by the fluid layers which rotate together with the cylinders. Recall here that the left cylinder rotates in the clockwise direction and the right one in the counterclockwise direction. Another aspect that appear to be important is the similarity of the isotherm patterns in the cases $\operatorname{Re}=10, \alpha=1.5, \operatorname{Pr}=20$, and $R e=10, \alpha=2.0, \operatorname{Pr}=20$ (or in the cases of $\operatorname{Re}=20, \alpha=1.5, \operatorname{Pr}=20$, and $R e=20, \alpha=2.0, \operatorname{Pr}=20$ ). This is easily explained by comparison of the streamline patterns for the same cases. The patterns of isotherm are very similar to the pattern of streamlines. Finally, it is appropriate to analyse the variation of the average Nusselt number with the variation of other parameters such as $\alpha$, Re, and Pr. The results for the surface average Nusselt number are shown in Table 5.4 in tabular form and in Figure 5.15 in graphic form. An increase of the Prandtl number results in a considerable increase of the average Nusselt number, $\overline{N u}$, for small rotation rate $\alpha \lesssim 1$. For larger values of $\alpha, \alpha>1, \overline{N u}$ still increases but by a smaller amount. An increase of rotation rate $\alpha$ results in a decrease of the average Nusselt number $\overline{N u}$. This behavior is related with the rotating fluid layers adjacent to the cylinder surfaces. Such layers act as a buffer isolating cylinders
from the main stream, and causing a decrease in the overall heat transfer rate. The heat transfer through these layers is mostly due to conduction.

Table 5.4 Variation of average Nusselt number at $g=1$.

| Re | $\alpha$ | $\operatorname{Pr}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.7 | 1 | 5 | 10 | 20 |
|  | 0.0 | 1.051 | 1.258 | 2.765 | 3.545 | 4.455 |
| 10 | 1.0 | 0.848 | 0.947 | 1.589 | 1.857 | 2.078 |
|  | 1.5 | 0.879 | 1.003 | 1.575 | 1.761 | 1.933 |
|  | 2.0 | 0.926 | 1.057 | 1.541 | 1.706 | 1.861 |
|  | 0.0 | 1.886 | 2.247 | 4.064 | 5.105 | 6.418 |
|  | 0.5 | 1.602 | 1.909 | 3.454 | 4.087 | 4.944 |
| 20 | 1.0 | 1.258 | 1.413 | 2.433 | 2.990 | 3.469 |
|  | 1.5 | 1.181 | 1.336 | 2.021 | 2.241 | 2.423 |
|  | 2.0 | 1.238 | 1.387 | 1.902 | 2.075 | 2.224 |
|  | 0.0 | 3.345 | 3.781 | 6.527 | 8.253 | 10.407 |
|  | 0.5 | 3.124 | 3.514 | 5.964 | 7.440 | 9.199 |
| 40 | 1.0 | 2.510 | 2.815 | 4.489 | 5.452 | 6.553 |
|  | 1.5 | 2.554 | 2.833 | 4.563 | 5.448 | 6.298 |
|  | 2.0 | 1.830 | 2.044 | 3.100 | 3.403 | 3.646 |



Figure 5.12 Streamlines contours over two circular cylinders at $R e=$ 10 (left column), and $R e=20$ (right column), $\operatorname{Pr}=1, g=1$, and $\alpha=$ $0.5,1.0,1.5$, and 2.0.


Figure 5.13 Temperature contours over two circular cylinders at $R e=10, g=$ $1, \operatorname{Pr}=1,10,20$, and $\alpha=0.5,1.0,1.5$, and 2.0.


Figure 5.14 Temperature contours over two circular cylinders at $R e=20, g=$ $1, \operatorname{Pr}=1,10,20$, and $\alpha=0.5,1.0,1.5$, and 2.0.


Figure 5.15 Nusselt number at (a) $R e=10$, (b) $R e=20$, and (c) $R e=40$, and $g=1$ for different Prandtl number Pr.

## CHAPTER VI

## CONCLUSIONS

The present study has numerically investigated the characteristics of twodimensional heat transfer in laminar flow past two rotating circular cylinder in a side-by-side arrangement at various ranges of absolute rotation speed $(|\alpha| \leq 2.5)$, Reynolds number ( $10 \leq R e \leq 40$ ), Prandtl number ( $0.7 \leq \operatorname{Pr} \leq 20$ ), and for gap spacings $(1 \leq g \leq 14)$.

We summarize the numerical results obtained in this work as follows:

- Numerical algorithms and computer codes have been developed and validated.
- For large gap spacing $(g=14)$, an increase in rotational speed leads to a displacement of the maximum and minimum values of the local Nusselt number $(N u(\theta))$ in the direction of rotation. The maximum value of $N u(\theta)$ decreases with increased speed of rotation and the minimum value of $N u(\theta)$ slightly increases with increasing rotation.
- For small gap spacing $(g=1)$, the maximum value of $N u(\theta)$ shifts in the direction of the cylinders rotation and decreases when the speed of rotation increases. For $\alpha=2.5$ the distribution of $N u(\theta)$ becomes almost uniform.
- The average Nusselt number for each individual cylinder increases with increasing gap spacing and tends to the average Nusselt number for a single cylinder.
- For large gap spacing (case of single cylinder) the average Nusselt number decreases with increasing speed of rotation. For $\operatorname{Pr}=20$ average Nusselt number
drops down by almost $50 \%$ when $\alpha$ increases from 0 to 2 .
- In case of small gap spacing, $g=1$, the main drop of the average Nusselt number occurs as $\alpha$ increases from 0 up to 1 .
- An increase in the Reynolds number, Prandtl number and rotational rate $\alpha$ increases the asymmetry and complexity of the temperature contours. The increase in the Prandtl and/or Reynolds numbers increases the compactness of isotherms toward the downstream direction. This behavior can be explained by the increasing the role of convection in the mechanism of heat transfer with increasing Re and/or Pr number.

Based on this numerical study, the following recommendations for future research can be made. We should be able to study the flow past two cylinders of different radii which rotate at different angular velocities. It is possible to study the case in which the cylinders are in tandem arrangement. Future work should include simulations in the cases of higher Reynolds number, $R e>45$.
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APPENDICES

## APPENDIX A

## THE ELIMINATION METHOD FOR THREE-POINT EQUATIONS

We will begin the study of the elimination method with the case of a scalar equation. Suppose we want to solve the following system of three-point equations

$$
\begin{align*}
c_{0} y_{0}-b_{0} y_{1} & =f_{0}, & & i=0 \\
-a_{i} y_{i-1}+c_{i} y_{i}-b_{i} y_{i+1} & =f_{i}, & & 1 \leq i \leq N-1  \tag{A.1}\\
-a_{N} y_{N-1}+c_{N} y_{N} & =f_{N}, & & i=N,
\end{align*}
$$

or, in vector form,

$$
\begin{equation*}
\mathcal{A} Y=F \tag{A.2}
\end{equation*}
$$

where $Y=\left(y_{0}, y_{1}, \ldots, y_{N}\right)^{T}$ is the vector of unknowns, $F=\left(f_{0}, f_{1}, \ldots, f_{N}\right)^{T}$ is the right hand side vector, and $\mathcal{A}$ is the square $(N+1) \times(N+1)$ matrix with real or complex coefficients.

$$
\mathbf{A}=\left(\begin{array}{ccccccccc}
c_{0} & -b_{0} & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
-a_{1} & c_{1} & -b_{1} & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & -a_{2} & c_{2} & -b_{2} & \cdots & 0 & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & 0 & 0 & \cdots & -a_{N-2} & c_{N-2} & -b N-2 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & -a_{N-1} & c_{N-1} & -b_{N-1} \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & -a_{N} & c_{N}
\end{array}\right)
$$

Systems of the form (A.1) arise from a three-point approximation to a boundary-value problem for second-order ordinary differential equations with con-
stant and variable coefficients, and also when realizing difference schemes for equations with partial derivatives.

Following the idea of Gauss' method, we carry out the elimination of the unknown in (A.1). We introduce the notation $\alpha_{1}=b_{0} / c_{0}, \beta_{1}=f_{0} / c_{0}$ and write (A.1) in the following form

$$
\begin{align*}
y_{0}-\alpha_{1} y_{1} & =\beta_{1}, & & i=0 \\
-a_{i} y_{i-1}+c_{i} y_{i}-b_{i} y_{i+1} & =f_{i}, & & 1 \leq i \leq N-1  \tag{A.3}\\
-a_{N} y_{N-1}+c_{N} y_{N} & =f_{N}, & & i=N
\end{align*}
$$

Take the first two equations of the system (A.3)

$$
y_{0}-\alpha_{1} y_{1}=\beta_{1}, \quad-a_{1} y_{0}+c_{1} y_{1}-b_{1} y_{2}=f_{1}
$$

Multiplying the first equation by $a_{1}$ and adding it to the second equation, we obtain $\left(c_{1}-a_{1} \alpha_{1}\right) y_{1}-b_{1} y_{2}=f_{1}+\alpha_{1} \beta_{1}$ or, after dividing by $c_{1}-a_{1} \alpha_{1}$

$$
y_{1}-\alpha_{2} y_{2}=\beta_{2}, \quad \alpha_{2}=\frac{b_{1}}{c_{1}-\alpha_{1} a_{1}}, \quad \beta_{2}=\frac{f_{1}+a_{1} \beta_{1}}{1-\alpha_{1} a_{1}} .
$$

All the remaining equations of the system (A.3) do not contain $y_{0}$, therefore this stage of the elimination process is completed. As a result we obtain a new "reduced" system

$$
\begin{align*}
y_{1}-\alpha_{2} y_{2} & =\beta_{2}, \\
& i=1  \tag{A.4}\\
-a_{i} y_{i-1}+c_{i} y_{i}-b_{i} y_{i+1} & =f_{i}, \\
& 2 \leq i \leq N-1 \\
-a_{N} y_{N-1}+c_{N} y_{N} & =f_{N},
\end{align*} \quad i=N,
$$

which does not contain the unknown $y_{0}$ and which has a structure analogous to (A.3). When this system has been solved, the unknown $y_{0}$ is found from the formula $y_{0}=\alpha_{1} y_{1}+\beta_{1}$. We can apply the above described elimination procedure to the system (A.4). At the second stage, the unknown $y_{1}$ is eliminated, at the third $y_{2}$, and so forth. At the end of the $l^{\text {th }}$ stage we obtain a system for the
unknowns $y_{l}, y_{l}+1, \cdots, y_{N}$

$$
\begin{align*}
y_{l}-\alpha_{l+1} y_{l+1} & =\beta_{l+1}, & & i=1, \\
-a_{i} y_{i-1}+c_{i} y_{i}-b_{i} y_{i+1} & =f_{i}, & & l+1 \leq i \leq N-1,  \tag{A.5}\\
-a_{N} y_{N-1}+c_{N} y_{N} & =f_{N}, & & i=N,
\end{align*}
$$

and formulas for finding $y_{i}$ for $i \leq l-1$

$$
\begin{equation*}
y_{i}=\alpha_{i+1} y_{i+1}+\beta_{i+1}, \quad i=l-1, l-2, \ldots, 0 . \tag{A.6}
\end{equation*}
$$

The coefficients $\alpha_{i}$ and $\beta_{i}$, clearly, are found from the formulas

$$
\alpha_{i+1}=\frac{b_{i}}{c_{i}-\alpha_{i} a_{i}} ; \quad \beta_{i+1}=\frac{f_{i}+a_{i} \beta_{i}}{c_{i}-\alpha_{i} a_{i}} ; i=1,2, \ldots, ; \alpha_{1}=\frac{b_{0}}{c_{0}}, \beta_{1}=\frac{f_{0}}{c_{0}} .
$$

Substituting $l=N-1$ in (A.5), we obtain a system for $y_{N}$ and $y_{N-1}$

$$
\begin{equation*}
y_{N-1}-\alpha_{N} y_{N}=\beta_{N},-a_{N} y_{N-1}+c_{N} y_{N}=f_{N} \tag{A.7}
\end{equation*}
$$

from which we find $y_{N}=\beta_{N+1}, y_{N-1}=\alpha_{N} y_{N}+\beta_{N}$.
Combining these equations with $(A .6)(l=N-1)$, we obtain the final formulas for finding the unknowns

$$
\begin{align*}
& y_{i}=\alpha_{i+1} y_{i+1}+\beta_{i+1}, \quad i=N-1, N-2, \ldots, 0  \tag{A.8}\\
& y_{N}=\beta_{N}+1
\end{align*}
$$

where $\alpha_{i}$ and $\beta_{i}$ are found from the recurrence formulas

$$
\begin{array}{lll}
\alpha_{i+1}=\frac{b_{i}}{c_{i}-a_{i} \alpha_{i}}, & i=1,2, \ldots, N-1, & \alpha_{i}=\frac{b_{0}}{c_{0}}  \tag{A.9}\\
\beta_{i+1}=\frac{f_{i}+a_{i} \beta_{i}}{c_{i}-a_{i} \alpha_{i}}, & i=1,2, \ldots, N, & \beta_{i}=\frac{f_{0}}{c_{0}}
\end{array}
$$

Thus, the formulas (A.8)-(A.9) describe Gauss'method which, when applied to the system (A.1), is given a special name - the elimination method. The coefficients $\alpha_{i}$ and $\beta_{i}$ are called the elimination coefficients, formulas (A.9) describe the forward elimination path, and (A.8) the backward path. Since the values $y_{i}$ are found
sequentially in reverse order, the formulas (A.8)-(A.9) are sometimes called the right-elimination formulas.

An elementary count of the arithmetic operations in (A.8)-(A.9) shows that realizing the elimination method using these formulas requires $3 N$ multiplications, $2 N+1$ divisions and $3 N$ additions and subtractions. If there is no difference between arithmetic operations, the total number of operations required for the elimination method is $Q=8 N+1$. Of this total, $3 N-2$ operations are used for computing $\alpha_{i}$, and $5 N+3$ operations for computing $\beta_{i}$ and $y_{i}$.

Notice that the coefficients $\alpha_{i}$ do not depend on the right-hand side of the $\operatorname{system}(A .1)$, but are determined solely by the coefficients $a_{i}, b_{i}, c_{i}$ of the difference equations. Therefore, if we must solve a series of problems (A.1) with different right-hand sides, but with the same matrix $\mathbf{A}$, then the elimination coefficients $\alpha_{i}$ are only computed for the first problem of the series. Thus solving the first problem in the series costs $Q=8 N+1$ operations, but solving each of the remaining problems only costs $5 N+3$ operations.

In conclusion, we indicate the order of the computations for the formulas of the elimination method. Beginning with $\alpha_{1}$ and $\beta_{1}$, we calculate and store $\alpha_{i}$ and $\beta_{i}$ using (A.9). Then the solutions $y_{i}$ are found using (A.8).

## APPENDIX B

## THE CYCLIC ELIMINATION METHOD

Let us consider the following system,

$$
\begin{equation*}
-a_{i} y_{i-1}+c_{i} y_{i}-b_{i} y_{i+1}=f_{i}, \quad i=0, \pm 1, \pm 2, \ldots \tag{B.1}
\end{equation*}
$$

the coefficients and right-hand side of which are periodic with period $N$ :

$$
\begin{equation*}
a_{i}=a_{i+N}, \quad b_{i}=b_{i+N}, \quad c_{i}=c_{i+N}, \quad f_{i}=f_{i+N} \tag{B.2}
\end{equation*}
$$

Systems of the type (B.1), (B.2) arise, for example, from three-point difference schemes designed to find periodic solutions of second-order ordinary differential equations, and also when approximating the solutions of equations with partial derivatives in Cylindrical bipolar coordinate,

A solution of the system (B.1) satisfying the conditions (B.2) will, if it exists, also be periodic with period $N$, i.e.,

$$
\begin{equation*}
y_{i}=y_{i+N} . \tag{B.3}
\end{equation*}
$$

Therefore it is sufficient to find the solution at, for example, $i=0,1, \ldots, N-1$. In this case, the problem (B.1)-(B.3) can be written as:

$$
\begin{align*}
-a_{0} y_{N-1}+c_{0} y_{0}-b_{0} y_{1} & =f_{0}, \quad i=0  \tag{B.4}\\
-a_{i} y_{i-1}+c_{i} y_{i}-b_{i} y_{i+1} & =f_{i}, \quad 1 \leq i \leq N-1, \\
y_{N} & =y_{0} . \tag{B.5}
\end{align*}
$$

We have appended the condition $(B .5)$ to the system ( $B .4$ ) so that the equations for $i=N-1$ would not include $y_{N}$, it having been replaced by $y_{0}$. This allows us to retain a unique form for the equations (B.4) for $i=1,2, \ldots, N-1$.

If we introduce the vector of unknowns $Y=\left(y_{0}, y_{1}, \ldots, y_{N-1}\right)^{T}$ and the right-hand side $F=\left(f_{0}, f_{1}, \ldots, f_{N}-1\right)^{T}$, then (B.4)-(B.5) can be written in the vector form $\mathbf{A} Y=F$ where

$$
\mathbf{A}=\left(\begin{array}{cccccccc}
c_{0} & -b_{0} & 0 & 0 & \cdots & 0 & 0 & -a_{0} \\
-a_{1} & c_{1} & -b_{1} & 0 & \cdots & 0 & 0 & 0 \\
0 & -a_{2} & c_{2} & -b_{2} & \cdots & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot & \cdot \\
0 & 0 & 0 & 0 & \cdots & c_{N-3} & -b_{N-3} & 0 \\
0 & 0 & 0 & 0 & \cdots & -a_{N-2} & c_{N-2} & -b_{N-2} \\
-b_{N-1} & 0 & 0 & 0 & \cdots & 0 & -a_{N-1} & c_{N-1}
\end{array}\right)
$$

is the matrix of the system (B.4), (B.5). The presence of the non-zero coefficients $a_{0}$ and $b_{N-1}$ in (B.4) does not allow us to solve this system using the elimination method described in the previous section. To find the solution of the system (B.4), (B.5) we construct a variant of the elimination method called the the cyclic elimination method

The solution of the problem (B.4), (B.5) will be found in the form of a linear combination of the grid functions $u_{i}$ and $v_{i}$

$$
\begin{equation*}
y_{i}=u_{i}+y_{0} v_{i}, \quad 0 \leq i \leq N \tag{B.6}
\end{equation*}
$$

where $u_{i}$ is the solution of the non-homogeneous three-point boundary-value problem

$$
\begin{align*}
-a_{i} u_{i-1}+c_{i} u_{i}-b_{i} u_{i+1} & =f_{i}, \quad 1 \leq i \leq N-1,  \tag{B.7}\\
u_{0} & =0, \quad u_{N}=0
\end{align*}
$$

with homogeneous boundary conditions, and $v_{i}$ is the solution of the homogeneous three-point boundary-value problem

$$
\begin{align*}
-a_{i} v_{i-1}+c_{i} v_{i}-b_{i} v_{i+1} & =f_{i}, \quad 1 \leq i \leq N-1,  \tag{B.8}\\
v_{0} & =1, \quad v_{N}=1
\end{align*}
$$

with non-homogeneous boundary conditions.
We now find under what conditions $y_{i}$ from ( $B .6$ ) is the desired solution. Multiplying (B.8) by $y_{0}$, adding it to (B.7), and taking into account (B.6), we find that the equations in (B.4) can be satisfied for $i=1,2, \ldots, N-1$. From the boundary conditions for $u_{i}$ and $v_{i}$ it follows that (B.5) will be satisfied. Thus, if $y_{i}$ satisfied the remaining unused equation at $i=0$ in (B.4), the problem would be solved. Substituting ( $B .6$ ) in this equation, we obtain

$$
\begin{equation*}
-a_{0} u_{N-1}-a_{0} y_{0} v_{N-1}+c_{0} y_{0}-b_{0} u_{1}-b_{0} y_{0} v_{1}=f_{0} \tag{B.9}
\end{equation*}
$$

Thus, if we choose $y_{0}$ from the formula

$$
\begin{equation*}
y_{0}=\frac{f_{0}-a_{0} u_{N-1}+b_{0} u_{1}}{c_{0}-a_{0} v_{N-1}-b_{0} v_{1}}, \tag{B.10}
\end{equation*}
$$

then (B.9) will be satisfied, and consequently the solution of the problem (B.4), (B.5) can be found from (B.6).

We are left with solving (B.7) and (B.8). They are particular cases of the three-point systems of equations solved in the previous section using the elimination method. For (B.7) and (B.8), the elimination formulas have the following form:

$$
\begin{array}{ll}
u_{i}=\alpha_{i+1} u_{i+1}+\beta_{i+1}, & i=N-1, N-2, \ldots, 1,  \tag{B.11}\\
v_{N}=0, \\
v_{i}=\alpha_{i+1} v_{i+1}+\gamma_{i+1}, & i=N-1, N-2, \ldots, 1, \\
v_{N}=1,
\end{array}
$$

where the elimination coefficients $\alpha_{i}, \beta_{i}$ and $\gamma_{i}$ are found from the following formulas

$$
\begin{align*}
& \alpha_{i+1}=\frac{b_{i}}{c_{i}-a_{i} \alpha_{i}}, \quad i=1,2, \ldots, N, \quad \alpha_{1}=0  \tag{B.12}\\
& \beta_{i+1}=\frac{f_{i}+a_{i} \beta_{i}}{c_{i}-a_{i} \alpha_{i}}, \quad i=1,2, \ldots, N, \quad \beta_{1}=0  \tag{B.13}\\
& \gamma_{i+1}=\frac{a_{i} \gamma_{i}}{c_{i}-a_{i} \alpha_{i}}, \quad i=1,2, \ldots, N, \quad \gamma_{1}=1 \tag{B.14}
\end{align*}
$$

Let us transform (B.10). From (B.11) we obtain $u_{N-1}=\alpha_{N} u_{N}+\beta_{N}=\beta_{N}, v_{N-1}=$ $\gamma_{N}+\alpha_{N}$. We substitute these expressions in (B.10) and take into account (B.2), (B.12)-(B.14):

$$
y_{0}=\frac{f_{N}+a_{N} \beta_{N}+\beta_{N} u_{1}}{c_{N}-a_{N} \alpha_{N}-a_{N} \gamma_{N}-b_{N} v_{1}}=\frac{\beta_{N+1}+\alpha_{N+1} u_{1}}{1-\gamma_{N+1}-\alpha_{N+1} v_{1}} .
$$

We have constructed an algorithm for solving problem (B.4), (B.5) called the method of cyclic elimination:

$$
\begin{array}{lll}
\alpha_{2}=b_{1} / c_{1}, & \beta_{2}=f_{1} / c_{1}, & \gamma_{2}=a_{1} / c_{1}, \\
\alpha_{i+1}=\frac{b_{i}}{c_{i}-a_{i} \alpha_{i}}, & \beta_{i+1}=\frac{f_{i}+a_{i} \beta_{i}}{c_{i}-a_{i} \alpha_{i}}, & \gamma_{i+1}=\frac{a_{i} \gamma_{i}}{c_{i}-a_{i} \alpha_{i}}, i=2,3, \ldots, N ; \\
u_{N-1}=\beta_{N}, & v_{N-1}=\gamma_{N}+\alpha_{N}, & \\
u_{i}=\alpha_{i+1} u_{i+1}+\beta_{i+1}, & v_{i}=\alpha_{i+1} v_{i+1}+\gamma_{i+1}, & i=N-2, N-3, \ldots, 1 ; \\
y_{0}=\frac{\beta_{N+1}+\alpha_{N+1} u_{1}}{1-\gamma_{N+1}-\alpha_{N+1} v_{1}}, & y_{i}=u_{i}+y_{0} v_{i}, & i=1,2, \ldots, N-1 .
\end{array}
$$

An elementary computation indicates that the algorithm requires $6(N-1)$ multiplications, $5 N-3$ additions and subtractions, and $3 N+1$ divisions. If no distinction is made among arithmetic operations, the total number is $Q=14 N-8$.
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