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CHAPTER I

INTRODUCTION

Quantum field theory (QFT) is the theory combining quantum mechanics

and special relativity. Its role is to explain any phenomena in particle physics. In

QFT we describe the state of a system by the so-called field associated with any

interaction. The field plays its role as an operator acting on the vacuum state for

creating some quantum state in a point of space-time. Quantum chromodynamics

(QCD) is a branch of QFT, which describes the strong interaction of particle, e.g.

the confinement of quark and gluon in nucleon.

The foundation of field theory has begun since Maxwell combined the elec-

tricity and magnetism into one picture. The classical electrodynamics gives the idea

of gauge invariance which means any new magnetic vector potential can be redefined

without any change to electromagnetic laws. The idea was also adopted to quantum

electrodynamics (QED), one branch of QFT, by considering the gauge invariance

of the U(1) unitary transformation. In a similar way, Yang and Mills adopted the

idea of gauge invariance to the non-Abelian gauge transformation SU(N) and con-

structed the famous Yang-Mills field, which is the corner stone of the electroweak

interaction and Quantum Chromodynamics (QCD).

Quantum Chromodynamics is believed the right theory describing the inter-

actions of the quarks and gluons which make up hadrons. Its main point is that each

quark flavor has three additional quark numbers, the so-called color and that the

strong interaction is invariant under the color SU(3) transformation. Associated

with the eight generators of SU(3) group, eight vector fields must be introduced to

make the QCD Lagrangian invariant under the SU(3) local gauge transformation.
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The eight vector fields are now called gluons. The SU(3) gauge invariant QCD

Lagrangian takes the form

LQCD = ψ
i

r(iγ
µDij

µ −mr
i δ

rs
ij )ψ

j
s −

1

4
Gα

µνG
µν
α (1.1)

with

Dij
µ = δij∂µ − ig T α

ij γ
µGα

µ (1.2)

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gfabcGb
µG

c
ν (1.3)

where ψi(x) (i = 1, 2, 3) are quark fields in the fundamental representation of SU(3)

group, Ga
µ(x) (α = 1, 2, · · · , 8) are gluon fields in the adjoint representation of

SU(3) group, and Tα the generators of SU(3) group, connecting the fundamental,

antifundamental and adjoint representations. The QCD Lagrangian is invariant

under the SU(3) local gauge transformation:

ψ(x) ⇒ U(x)ψ(x) (1.4)

Gα
µ(x)T

α ⇒ U(x)Gα
µ(x)T

α U−1(x) +
1

g
U(x)∂µ U

−1(x) (1.5)

where

U(x) = e−iθα(x)Tα

(1.6)

Note that the interaction described by Eq. (1.1) is flavor blind.

The effective coupling constants of gauge theories may be derived from per-

turbative calculation,

g2(Q2) =
g2(Q2

0)

1 +
11C2(G)−4T (R)Nf

48π2 g2(Q2
0) ln

Q2

Q2
0

(1.7)

with

∑
α,β

fαβγfαβδ = C2(G)δγδ, Tr
(
Tα · T β

)
= T (R)δαβ (1.8)
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where the T (R) term stems from the interaction between the quark and gauge field

(gluon) while the C2(G) term is a result of the self-interaction among gluons. For

QCD G2(G) = 3 and T (R) = 1
2
, one gets

g2(Q2) =
g2(Q2

0)

1 +
33−2Nf

48π2 g2(Q2
0) ln

Q2

Q2
0

(1.9)

From the above equation one derive g2(Q2) = 0 when Q2 →∞ and Nf ≤ 16. This

is the so-called asymptotic freedom of the strong interaction, that is, for very high

energy reactions quarks and gluons interact very weakly. the asymptotic freedom

was first predicted in the early 1970s and confirmed later by a number of experiments

and awarded the 2004 Nobel Prize in Physics. After confirmation of the asymptotic

freedom, QCD has been believed as the correct theory for the strong interaction.

The asymptotic freedom of the strong interaction is only one face of QCD.

There is another peculiar property, the confinement, that is, quarks and gluons are

confined to form hadrons. Although analytically unproven, confinement is widely

believed to be true because no free quark has been observed up to now. Considering

the great success of QCD for hard processes, it has been dreamed for long that QCD

should lead to structures and properties of hadrons; hadron interactions, especially

the nuclear force; and the understanding of quark masses.

Since no free quark has been observed so far in nature as separate entities, the

confinement of quarks or color confinement has been investigated since beginning by

finding its cause from the first principle, the QCD Lagrangian. The investigation of

the color confinement is still one of the millennium problems at present. It is found,

however, that analytic or perturbative solutions in QCD at low energies are hard or

impossible due to the highly nonlinear nature of the strong force. Among the non-

perturbative methods for numerical simulations of QCD, the lattice gauge theory is

a successful tool, because it simulates QCD on the lattice of discretized space-time,

and any coupling constants can be varied for covering all range of non-perturbative

effects. The lattice approach was used to explore the confinement mechanisms by
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generating the field configuration, and implementing some gauge fixing into the

lattice. Then the lattice were measured some certain observables responsible for

confining properties of QCD in the considered gauge. In particular, there are two

previous confinement mechanisms which can be simulated by lattice framework. The

first confinement mechanism has basic idea that a pair quark-antiquark can produce

the chromoelectric field being tuned up by dual Meissner effect into Abrikosov flux

tubes in the same way as the magnetic field is confined in the superconductor of

type II (Di Giacomo, 1988), by borrowing the idea of monopole as the end point of

a magnetic flux tube which proposed by Dirac. This confinement mechanism is to

consider the condensation of chromomagnetic monopoles in the vacuum in which the

monopole behaves likes a dual superconductor which means that the roles of electric

and magnetic quantities is interchanged by comparing to ordinary superconductors

(Di Giacomo et al., 2000a; Di Giacomo et al., 2000b). However, on the lattice gauge

theory, there is the reason for confinement in topological objects, such as instantons,

monopole and vortices. The latter object was first suggested by t’Hooft (’t Hooft,

1981). Another mechanism was introduced by considering that confinement arises

from the percolation of center vortices in the vacuum. Since it is explained that

there exists a phase transition from the confinement phase to a deconfinement phase

or the quark-gluon plasma which corresponds to a percolation-depercolation phase

transition of center vortices (Greensite, 2003).

In the standard QCD, the symmetry group is SU(3) which deals with the

transformation among three colors. In our work we will use SU(2) in stead of SU(3)

as the symmetry group, dealing with two color symmetry. It has been found that the

properties of the SU(2) and SU(3) QCD are equivalent at low-energy (Cucchieri and

Mendes, 2007). And one clear advantage of considering SU(2) is that the numerical

burden will be largely reduced. And furthermore we study on the pure gluon part,

which called Yang-Mills part of QCD action.
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The study of Green functions (Gluon propagator or correlation function) in

Coulomb gauge provides the potential of two static coloured charges, which is a

confinement scenario in Coulomb gauge proposed by Gibov (Gribov, 1978). Gribov

pointed out that there exist many configurations of SU(N) satisfying the Coulomb

gauge condition, which is called “gauge copies” or Gribov copies. Nowadays only

few information (Cucchieri and Zwanziger, 2001a; Langfeld and Moyaert, 2004;

Voigt et al., 2008; Quandt et al., 2007) is known. This thesis is to study the SU(2)

Yang-Mills theory at zero and finite temperature by lattice gauge simulation.

The thesis is arranged as follows: Chapter II is devoted to the Yang-Mills

theory on Coulomb gauge, describing its quantization which is related to the con-

finement problem. Chapter III is about lattice method, consisting of gauge fixing

and measurement of any observable. Chapter IV gives the results of our simulation,

and finally in the last chapter we summary our results and outlook for the future

research we hope to do.



CHAPTER II

YANG-MILLS THEORY IN COULOMB

GAUGE

This chapter is devoted to review Yang-Mills theory in the Coulomb gauge

and its relation to the problem of color confinement. We will begin by briefly

mention about path integral and Yang-Mills theory. Then we will explain how to

quantize Yang-Mills theory in Coulomb gauge which relates to the problem of quark

confinement.

2.1 Path integral

In analytical calculation of quantum field theory, the functional integral for-

malism is the powerful tool to be used. To make the numerical simulation which

is corresponding to the functional integral formalism, we can construct from the

Feynman path integral. We review Feynman path integral as the beginning to any

creation of computational task.

2.1.1 Feynman path integral

In quantum mechanics, we calculate the probability amplitude for a particle

moving from point y to point x during the time interval t is

⟨x|e−iHt|y⟩ (2.1)

where |y⟩ denotes an eigenstate of the position operator, H is the Hamiltonian, and

we let ~ = 1. In general case, if the particle moves in a potential V (x),

H = H0 + V (x), (2.2)
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where H0 ≡ p2/2m. In order to calculating the probability amplitude ⟨x|e−iHt|y⟩,

we can divide the time interval t into small time interval

ϵ =
t

N
, (2.3)

and insert N − 1 complete sets of position eigenstates:

⟨x|e−iHt|y⟩ = lim
N→∞

∫
dx1 · · · dxN−1⟨x|Wϵ|x1⟩ · · · ⟨xN−1|Wϵ|y⟩ (2.4)

where

Wϵ = exp
(
− iV ϵ

2

)
exp

(
− iH0ϵ

)
exp

(
− iV ϵ

2

)
. (2.5)

Then Eq. (2.4) becomes

⟨x|e−iHt|y⟩ = lim
N→∞

(
m

2πiϵ

)N/2 ∫
dx1 · ·dxN−1

exp

{
i
m

2ϵ
[(x− x1)2 + ...+ (xN−1 − y)2]

− iϵ
[1
2
V (x) + V (x1) + ...+ V (xN−1) +

1

2
V (y)

]}
. (2.6)

The term in exponent is called as iSϵ. The classical action S of a particle moving

form y to x along to the trajectory x(t) is

S =

∫ t

0

dt
[m
2
ẋ2 − V (x)

]
= Sϵ +O(ϵ2) (2.7)

Then we can write the probability amplitude as

⟨x|e−iHt|y⟩ =
∫
DxeiS, (2.8)

where Dx is abbreviated from

Dx = lim
N→∞

(
m

2πiϵ

)N/2

dx1 · · · dxN−1. (2.9)

Eq. (2.8) is the quantum mechanical amplitude averaging over all classical paths

which being weighted by the exponential of i multiplying by the classical action. By

using the infinite dimensional integral, the quantum operator have been eliminated.

This is called the path integral or functional integral method.
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2.1.2 Euclidean path integral

We can change the real time t to be the imaginary time by

t = −iτ, where τ > 0. (2.10)

Then the probability amplitude Eq. (2.8) becomes

⟨x|e−Hτ |y⟩ =
∫
Dxe−SE , (2.11)

where SE denote the Euclidean action which is defined by

SE =

∫ τ

0

dτ
[m
2
ẋ2 + V (x)

]
. (2.12)

The usual action S is related to the Euclidean action SE by

S = iSE. (2.13)

The change of working on the real time t to the imaginary time τ is equivalent to

change from Minkowsky space into Euclidean space. We call this process, the wick

rotation. The benefit of using Euclidean action is to allow to deal with quantum

field both in theoretical calculation and computational work of any simulations.

2.1.3 Partition function

After knowing the Feynman path integral, we adopt the advantage of the

connection between quantum statistical mechanics and quantum field theory. This

can be accomplished by observing that there is analogy between the quantum field in

Euclidean formalism and quantum statistical mechanics in the canonical ensemble,

but in D dimensional space-time.

The fundamental quantity which expresses the probability distribution of

each state of configuration in quantum statistical mechanics is the partition function:

Z[β] = Tr[exp{−βH}]

= Tr[exp{⟨n|{−βH}|n⟩, (2.14)
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where H is a Hermitian operator representing the Hamiltonian of the whole ensem-

ble. And we can set β = 1/(kBT ), where T is temperature and kB is Boltzmann’s

constant. The states, |n⟩, is the set of complete and orthonormal basis and the

summation is taken from all possible states. The expectation value of an operator

Ô is calculated from

⟨Ô⟩ = 1

Z
Tr[Ô exp{⟨n|{−βH}|n⟩. (2.15)

In our framework, we deal with the gauge transformation, Uµ(x), which transforms

the quark fields by Ψ(x)→ UµΨ(x).

Therefore, our partition functions and expectation value must be evaluated

from averaging over transformation Uµ(x):

Z =

∫
dU exp{−βSSU(N)} (2.16)

and

⟨Ô⟩ = 1

Z

∫
dUO[U ] exp{−βSSU(N)}. (2.17)

2.2 Introductory Yang-Mills theory

There are two kinds of symmetry which are global symmeties, where the law

of physics does not change, whether the field we consider is rotated in internal

space or not, and local symmetries, where for each point in space-time is able to

be rotated independently, even in intrinsic (or internal) space. When our field has

local symmetries properties, we refer it has gauge symmetries.

It has been established that the strong interactions appear in nucleon is

invariant under isospin transformation which is a local symmetry. In 1954 (Yang

and Mills, 1954) Yang-Mills proposed that the concept of global phase invariance

should be consistent with the principle of local field theory. They regarded the

strong interactions, the proton and neutron could be composed to a 2-component

field
(
p
n

)
, which is the isospinor. It means the proton and neutron are considered
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as the same particle and differ by projection of isospin. For the quarks which are

constituents of the hadron. We can represent the quark field by the 3-vector in color

space

Ψ =


Ψred

Ψblue

Ψgreen

 , (2.18)

where each component is a 4-component spinor.

In nuclear physics, we consider that the isospin is a conserved quantum

number as the spin is. This implies that the nucleon system should be invariant

under global isospin transformation, and the law of physics should be independent

of rotation with intrinsic (internal) space. For the strong interaction, we believe

that it have color symmetry. That is, the internal rotation is performed within

3-dimensional color space of the quark field

Ψ(x)→ ΩΨ(x), with Ω ∈ SU(3) (2.19)

with no change appears in the law of physics which we call gauge invariant. The

conserving of Ψ†Ψ = Ψ†Ω†ΩΨ requires Ω must be a three-dimensional unitary

matrix which is an element of SU(3) group.

The color symmetry is one kind of internal symmetry, which is also the local

symmetry (independent of each point of space-time). Therefore, the quarks which

appear at different space-time should not correlated and we can perform the color

rotations at each space-time points:

Ψ(x)→ ΩΨ(x). (2.20)

We can introduce the gauge field for ensuring the gauge invariant under gauge

transformation. In addition, it allows us to include the kinetic energy of quark or

matter interaction.

We can write the Lagrange density of the quarks (one kind of fermions) as

L0 = Ψ̄(x)(i∂/+ g0A/−m)Ψ(x), where A/ = γµAµ (2.21)
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and with introducing the gauge potential Aµ, the Lagrange density transforms as

the following transformation

Aµ → AΩ
µ = ΩAµΩ

† +
i

g0
Ω∂µΩ

†. (2.22)

The symmetry group usually relate to the gauge symmetry. We can map each point

x of space-time, R4 into a gauge group G:

x ∈ R4 → Ω(x) ∈ G. (2.23)

The gauge group can be SU(N) which has an element by

Ω = eiΛ
ata , (2.24)

where ta denotes the hermitian generators, (see Appendix E) and Λa(x) is the

numbers depending on space-time. Therefore, Ω is the gauge transformation which

allowing the gauge potential can have the adjoint representation:

Aµ(x) = Aa
µ(x)t

a. (2.25)

We can also define the covariant derivative by

Dµ = ∂µ − ig0Aa
µt

a, (2.26)

and define the field strength tensor by

−ig0Fµν = [Dµ, Dν ]

= −ig0(∂µAν − ∂νAν − ig0[Aµ, Aν ]). (2.27)

Since the gauge potential is represented as matrix, therefore it is obvious that

[Aµ, Aν ] ̸= 0. (2.28)

In general, the field strength is quadratic in the term of gauge potential

Fα
µν = ∂µA

α
ν − ∂νAα

µ − g0ϵαβγAβ
µA

γ
ν . (2.29)
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This is the field strength in non-Abelian gauge theory which leads to different phys-

ical consequence as QED has in Abelian gauge theory, that is the confinement of

quarks.

The classical SU(2) Yang-Mills theory is defined by the Lagrangian density

L = −1

4
Fα
µνF

µν
α , (2.30)

where α is the internal-symmetry index running from 1 to 3, and Fα
µν is defined in

terms of its gauge potentials.

2.3 Quantization of Yang-Mills theory

We start from the Lagrangian density of a non-Abelian gauge theory of gauge

group SU(N):

L = −1

4
F a
µνF

µν
a − ig0Aa

µJ
µ
a , (2.31)

where Aa
µ are the gauge field, F a

µν is the strength tensor, Jµ
a is the external source,

and g0 is the bare coupling constant.

The canonical conjugated momentum are given by

Π0
a = 0, (2.32)

Πi
a = F i0

a . (2.33)

This is the primary constraints of Lagrangian Eq. (2.31), and the next constraint

we consider is the Coulomb gauge condition, ∇⃗ · A⃗ = 0, which is

∂iA
i
a = 0. (2.34)

By using the Faddeev-Popov method of using part integral for making the parti-

tion function Z finite, the Euclidean partition functions of non-Abelian gauge field

(Yang-Mills fields) in Coulomb gauge is

Z[J ] =

∫
DA exp

{∫
Ld4x

}
δ(∂iA

i
a)Det[−∇ ·D] (2.35)
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where Det[−∇ ·D] is the Faddeev-Popov determinant (D is the covariant deriva-

tive), and Eq. (2.35) is used for performing the simulation of our work. There is the

relation between the functional integral formulation and the Hamiltonian formula-

tion of Coulomb gauge Yang-Mills theory developed by (Cucchieri and Zwanziger,

2001b), by which the partition is expressed as

Z[J ] =

∫
DA⊥DΠ⊥ exp

{∫
d4x(iΠa

⊥,iȦ
i,a −H⊥), (2.36)

where the Hamiltonian density H⊥ is derived from the Coulomb gauge Hamiltonian

H =
∫
d3xH⊥, which is result of elimination of longitudinal degrees of freedom.

Here H is

H =

∫
d3x

[
1

2
(Π2

⊥ +B2) + g0A · J
]

− 1

2C2

∫
d3xd3yρ(t,x)VCoul(x,y)ρ(t,y), (2.37)

where C2 is the Casimir of the gauge group SU(N), in our case for SU(2), C2 = 3/4.

The ρ is the new quality we have introduced it as the color charge density at

x = (t,x)

ρ(x) = fabcAb
i(x)Π

c
⊥,i(x) + J0(x). (2.38)

The quantity VCoul is the Coulomb potential which is measured from averaging over

the gauge field by

VCoul(x,y) = −C2g
2
0M

−1(−∇)M−1
∣∣
(x,y)

, (2.39)

where

M = −∇ ·D (2.40)

is the Faddeev-Popov operator.

It was shown that the Coulomb potential is not equal to the Wilson potential

VW (Zwanziger, 2003; Zwanziger, 1998) which is used to be an order parameter for

confinement. For the large spatial distance r, the Coulomb potential is an upper
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bound of the rise of the Wilson potential:

VW (r) ≤ −4

3
VCoul(r). (2.41)

That is, the confinement comes with Coulomb confinement, and the Coulomb string

tension is the upper limit of the Wilson string tension:

σW ≤ −
4

3
σCoul. (2.42)

2.4 Gribov copies

Consider the Coulomb gauge condition, Eq. (2.34). For a given gauge po-

tential A which satisfied the condition of transversality, ∇ ·A = 0, we observe that

there should be many gauge field A which transformed along gauge orbit as

Ag = gAg−1 − i

g0
(∇g)g−1 (2.43)

which satisfying the Coulomb gauge,

∇ ·Ag = 0. (2.44)

This condition may be seem as only helping us to reduce the redundant degree

of freedom of gauge field theory, but Gribov (Gribov, 1978) pointed out that the

equation does allow to have the non-trivial solution of g in the case non-Abelian

theories, and consequently, the quantization of Yang-Mills theory is destroyed by

the presence of the gauge copies, which we called them as Gribov copies.

Considering the gauge transformation of the gauge potential in Eq. (2.43) by

g = exp(ig0ωaT
a). By keeping only the first term of ω, we obtain (see. Appendix

E.2) Ag = A + Dω and replace Ag in Eq. (2.44), we have the Faddeev-Popov

operator as

∇ ·Dωa = 0

∇ · (∇− g0fabcAb)ωa = 0

−∆ωa − g0fabcAb · ∇ωc = ϵ[A]ωa (2.45)
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where ϵ[A] is zero eigenvalue. When potential A is small, Eq. (2.45) can be solved

for positive ϵ and obtain the trivial solution ω = 0. This domain of gauge field is

free of gauge copies. For some significance magnitude of A which let the lowest

eigenvalue of the Faddeev-Popov vanishes, this domain of gauge field will give the

non-trivial solution of Eq. (2.45). When the magnitude of A increases, we will have

the negative ϵ solution. For another value of magnitude A, we will meet another

ϵ = 0 solution appears as the second bound state, and so on. The space of gauge

field by considering from the gauge functional can be divided into regions Cn with

respect to the number n of the negative eigenvalue of the Faddeev-Popov operator

as shown in Fig. 2.1.
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Figure 2.1 The gauge field space by considering its gauge functional values is di-

vided in region Cn according to the number of n negative eigenvalue of the Faddeev-

Popov operator.

Gribov pointed out that in a second gauge configurations which is the neigh-

bourhood of the boundary of C0. Then we can write the field as

Aµ = Cµ + aµ, (2.46)

where Cµ lies on l1, and aµ is small compared to Cµ. Therefore, there must exist ϕ0
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decreasing at infinity and satisfying the equation

∂µ[∇(C), ϕ0] = 0, (2.47)

or

ag = a+D[C]ϕ0. (2.48)

The ϕ0 is a zero-mode of the Faddeev-Popov operator, and providing that if one of

A or Ag lies in C0 then another one lies in C1. Therefore, it is possible to found

ϵ[A] = −ϵ[Ag] (2.49)

which implies that there exists a bound state for one of the fields but not for another

one. Any gauge transformation will bright the field from C1 into C0, and the other

transformations from C0 into C2, C3, ... can be possible. Therefore, any field which is

not in C0 can be transformed from the field in C0. Gribov considered that if we want

to get rid of this gauge ambiguities, we must restrict the functional integrations in

the region C0 which we call now, the Gribov region, and the lowest eigenvalue of the

Faddeev-Popov operator vanishes is called, the first Gribov horizon.

2.5 Gribov’s confinement of color charge

For Coulomb gauge, Gribov proposed to restrict only the physical configu-

rations space for the region Ωt = {A|(∂iAi)
a(t, x⃗) = 0 ∧ Mab(x, y)|t ≥ 0} which

now we call Gribov region. By the lattice method, we can simulate the thermalized

lattice configuration {Uµ(x)} belonging to the region Ωt by minimizing the functional

F g
t [g(t, x)] into a local minimum.

The additional gauge condition proposed by Gribov is not important for the

perturbative regime, but it is important in IR (intrared) region, (Gribov, 1978).

Gribov has shown that when the functional integral is restricted to the region Ωt,

at each time slice, the ghost propagator G(t, p⃗) is enhanced in IR region. And
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the transverse gluon propagator D(t, p⃗) go to zero in the IR region. The latter

implies the violation of reflection positivity∗ which indicates the confinement of

gluon (Alkofer and Smekal, 2001).

∗Reflection positivity is the principle for ensuring that the Euclidean correlation functions can

be back to Minkowski space.



CHAPTER III

LATTICE METHOD ON COULOMB GAUGE

In this chapter, we describe our numerical procedure of simulation by starting

from forming the lattice into gauge field theory, then we will show how to simulate

it by Monte Carlo method. Later we explain how to implement Coulomb gauge

fixing on lattice. And by facing with the Gribov copy effect, we use flip trick and

choosing the best gauge copy for measurement. This procedures allow us to study

the three objects featuring the confinement of quark-antiquark in Coulomb gauge

scenario.

3.1 Lattice forming into gauge field theory

We can discretize the space-time into lattice as D-dimensional lattice with

lattice spacing a. The lattice site is assigned to have the integer parameter

N0, N1, N2, N3 and the lattice volume is the dimensionless number V = N0 ×N1 ×

...×N3.

In gauge field theory, the gauge potential Aµ in continuum is the connection

in the space-times by gauge group. Suppose ψ(x) is a field at a space-time x, another

different field in its space-time x+ dx can be expressed as

ψ(x+ dx) = U(x)ψ(x) (3.1)

where U(x) defined by

U(x) = eiAµ(x)dxµ

. (3.2)

The matrix U(x) is an element of the gauge group G which specifies the internal

rotation with internal degree of freedom. The U(x) has its role as transport between
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the nearest-neighbour space-time point x and x + dx. The matrix Aµ(x) belongs

to the Lie algebra associated to G. We can see that the potentials Aµ hidden in its

transporter U(x). For each lattice site x, there are D links corresponding to each

space-time direction x = (x0, x⃗). Its D nearest-neighbour links are expressed as unit

vector x+ ae1, (See Fig. 3.1).
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u

Figure 3.1 Each lattice site x has its links associating neighbour direction.

We may label each site xµ as xµ = nµ̂, then the links connecting x + aeµ

back to x is given by the inverse element unitary operator U−1
µ (x) = U−µ(x) (See

Fig. 3.2).

n

ww w
ppppppppppp
pppppppppp
pppppppppppp

ppppppppppppppppppppppppppppppppppppppppppppppppppppppp

n

Uµ(n)

n + µ̂n − µ̂

U−µ(n) ≡ Uµ(n − µ̂)†

w

Figure 3.2 The link variables Uµ(n) connecting n and n+ µ̂ and U−µ(n) connecting

n and n− µ̂.

For any Uν(x+ ν̂),

U−ν(x+ ν) ≡ U †
ν(x). (3.3)
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Therefore, the links are variables which describing the fundamental dynami-

cal degrees of freedom and each state of system is indicated by all possible ensemble

{Uµ(x)}. The gauge transformation at each site x is defined by

U g
µ = g(x+ µ̂)Uµ(x)g

†(x), (3.4)

where g(x), g†(x + µ̂) ∈ G. In our work, we use G = SU(2), a link Uµ(x) can be

represented in quaternion form as

U(x) = a0(x) + a · σ or U = cosθ + iσ · n sin θ, (3.5)

where aµ is a read four-vector of unit length

a20(x) +
3∑

i=1

a2i (x) = 1. (3.6)

In the continuum limit of gauge theory, the field strength Fµν appears in the gauge

action of infinitesimal closed loop on any space-time x. That is

UPµν (x) = exp(iFµνdx
µdxν). (3.7)

The term Fµνdx
µdxν is corresponding toWilson loop, −

∮
Aµdx

µ, which is the gauge

invariance quantity. On lattice, these paths are taken along any squares, which are

called plaquettes and let UPµν (n) is the product of the links forming the plaquette

(See Fig. 3.3):

UPµν (n) ≡ U †
ν(n) · U †

µ(n+ ν) · U †
ν(n+ µ) · Uµ(n). (3.8)

The plaquette UPµν (n) can be transformed according to UΩ
Pµν

(n) =

Ω(n)UPµν (n)Ω
−1(n) under gauge transformation. Anyone who interests in study lat-

tice gauge theories can consult Rothe’s book (Rothe, 2005), Montvay and Münster’re

book (Montvay and Münster, 1994) and Creutz’ book (Creutz, 1983).

3.2 Monte Carlo method

For this section, we explain about the basic Monte Carlo method being used

in lattice gauge field theory. We start from forming lattice of four dimensional space-
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Figure 3.3 The four link variables perform the plaquette Uµν(n). The circle spec-

ifies the order that the link are multiplied in the product.

times {x = (ax0, ax1, ax2, ax3)} where xµ is integer and a is lattice spacing. Any

lattice we implement on computation must be satisfied with boundary conditions

xµ + Lµ = xµ where Lµ is the number of lattice site. At each link between two

sites connects by a link variable Uµ(x). The variable U is defined as the set of all

link variables Uµ residing on the links of the lattice. When we want to evaluate the

expectation of Eq. (3.41) of any observables. Any new configuration U should be

generated by probability of Boltzmann factor

ρ(U) ∝ exp{−Slatt
SU(2)[U]}. (3.9)

When we generate configuration according to probability Eq. (3.9), then a new

configuration can be generated,

{U1
µ(x)} → {U2

µ(x)} → {U3
µ(x)} → ...→ {UN

µ (x)}. (3.10)

This is called Markov process or Markov chain. The index N represents the time at

which the configuration is generated. Under the ergodicity, it satisfy two conditions:

1) any configurations in ensemble should be produced from other configuration in

ensemble within a finite Markov steps. 2) After performing a finite Markov steps,

it cannot return to previous configuration. Finally the generated configuration can

reach the thermalized state. Most of configurations will have the same particular
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energy. That is, any new configurations generating from this state will satisfy the

detail balance:

e−S(U)P (U→ U′) = e−S(U′)P (U′ → U). (3.11)

When each configuration is satisfied with Eq. (3.11), we assume that it reaches

into the equilibrium state, or the thermalized state. Only few configurations have

high or small energy. Then we can generate many configuration as we believe they

satisfy the same condition(action). Any observable is measured from averaging of

those configurations:

⟨O⟩ ≃ 1

NMC

NMC∑
i=1

O(Ui), (3.12)

where NMC is the Monte Carlo steps of simulation.

3.2.1 Heatbath algorithm

This algorithm comes from the original work of the pioneer, Michael

Creutz,(Creutz, 1980; Creutz et al., 1983) who first brought the Markov process

into lattice gauge simulation, and that allows one measure any object of lattice

gauge theory by Monte Carlo simulation. For our work, this algorithm is able to

be used for only the group SU(2) and cannot be readily developed into other Lie

groups. The usual Monte Carlo sampling is to update the whole configuration with

probability Eq. (3.9). But the heatbath algorithm choose to update only one or a

few degrees of freedom and let the remaining ones are kept fixed. This also use the

Boltzmann factor of SU(2) Yang-Mills theory. Suppose we want to update the link

variable Uµ′(x′), the Boltzmann factor is factorized into two parts, one containing

Uµ′(x′) and no containing Uµ′(x′):

exp{−Slatt
SU(2)[U]} = exp{−S̄latt

SU(2)[U]} · exp{−Slatt
SU(2)[U/Uµ′(x′)]} (3.13)
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where

exp{−S̄latt
SU(2)[U]} = β

∑
ν

(
1− 1

4
Tr[Pµ′ν(x

′) + P †
µ′ν(x

′)]

)
= β

∑
ν

(
1− 1

2
Re Tr[Pµ′ν(x

′)]

)
(3.14)

with µ ̸= ν and µ, ν = 0,±1,±2,±3. The action Slatt
SU(2)[U/Uµ′(x′)] contains plaque-

tte which does not include the link variable Uµ′(x′). The acceptance probability of

the new link variables depends on the six plaquettes contain the considered link. It

requires to consider their contribution to the action. The headbath algorithm sat-

isfies the detail balanced condition Eq. (3.11) and is reasonable to sampling update

to Uµ′(x′) by keeping U/Uµ′(x′) fixed.

We parameterize the SU(2)-link variables as quaternion representation

Uµ(x) = a0(x)I + i⃗a(x) · σ⃗, (3.15)

where aµ is a real four-vector of unit length a20 + a⃗2 = 1. The invariant group

measure is Haar measure form:

dU =
1

2π2
δ(a2 − 1)d4a =

1

4π2

√
(1− a20)da0dΩ (3.16)

where the vector a⃗ was described in spherical coordinates (r, θ, ϕ) and variable r

is to be integrated and dΩ represents the solid angle of a⃗. Let Ωµ′(x′) be a link

variable, its contribution of Ωµ′(x′) to the action can be expressed as

S[Ωµ′(x′)] =− 1

2
tr

[
Ωµ′(x′)

∑
ν

V (ν, x′, µ′)

]
with ν ∈ {±0,±1,±2,±3} and ν ̸= ±µ′. (3.17)

We can imagine as shown in Fig. 3.4.

Then, it requires the the part

S[Ω] = −1

2
tr[Ω · V (x)] + terms indep. of Ω(x). (3.18)
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Figure 3.4 For each link Uµ(x), there are other nearest-neighbour link variables

which have contribution to sampling.

Here V (x) is a sum of all the SU(2) matrices to which Ω(x) couples and therefore

proportional to a SU(2) matrix. Specific examples for this setting are Lorentz and

Coulomb gauge fixing via simulated annealing or Wilson’s formulation of SU (2)

lattice Yang-Mills theory. In the latter case, the dynamical variables are the links

Ω(x) ≡ Uµ(x) and the action is (for G = SU(N))

SYM[U ] =
∑
x

[
1− 1

N
Re tr Up(x)

]
. (3.19)

Here, the plaquette variables are the products of links(holonomy) along an

elementary lattice square,

UP (x) ≡ Uµν(x) ≡ U †
ν(x) · U †

µ(x+ ν̂) · Uν(x+ µ̂) · Uµ(x). (3.20)

Notice that UP (x) acting on a quark wave function ψ(x) transports the quark along

the contour in clockwise direction (the group multiplication U1 · U2 means “apply

U1 after U2”. This is consistent with the gauge transformation law for parallel

transporters.

Uµ(x)→ Ω(x+ µ̂) · Uµ(x) · Ω†(x) (3.21)

which corresponds to the usual continuum relation for the gauge potential Uµ(x) =
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exp(−aAµ(x)) = 1− aAµ(x) +O(a2),

Aµ(x)→ Ω(x)Aµ(x)Ω
†(x) + Ω(x)∂µΩ

†(x) ≡ Ω(x)(∂µ + Aµ(x))Ω
†(x) (3.22)

≡ Ω(x)DµΩ
†(x). (3.23)

Each fixed link Uµ(x) in D space-time dimensions is attached to 2(D−1) plaquettes.

Making use of Re trU † = Re trU , the relevant six terms of the Yang-Mills action

can be simplified to

S[Uµ(x)] = −
1

N
Re tr

∑
ν ̸=µ

Uµ(x) ·
[
U †
ν(x)U

†
µ(x+ ν̂)Uν(x+ µ̂)︸ ︷︷ ︸

counter-clockwise

+ Uν(x− ν̂)U †
µ(x− ν̂)U †

ν(x+ µ̂− ν̂)︸ ︷︷ ︸
clockwise

]
+ ... (3.24)

= − 1

N
Re tr

∑
ν ̸=µ

[Uµ(x) · Vµν(x)] + terms indep. of Uµ(x) (3.25)

The sum runs over the three directions different from the given µ and the

term in brackets in the first line corresponds to the neighbour sum V (x) ≡ Vµν(x)

described above. Geometrically, Vµν(x) can be interpreted as the sum over the six

staples attached to the given link Uµ(x); the first term in brackets describes the

counter-clockwise staples, the second term refers to the clockwise ones. In total,

each given link Uµ(x) in D = 4 couples to six staples, i.e., 18 neightbouring links.

Returning to the general setting above, the heatbath algorithm for the SU(2)

valued quantum theory

Z =

∫
dµ[Ω]exp{−βS[Ω]}

=

∫ ∏
y ̸=x

dµ[Ω(y)]

∫
dµ(Ω(x))exp{+β

2
tr[Ω(x) · V (x)] + ...} (3.26)

amounts to choosing locally a random SU(2) matrix Ω(x) ≡ a0 + iakσk distributed

according to the density

P (Ω) = dµ(Ω)exp{+β
2
tr[Ω(x) · V (x)]}, (3.27)
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where µ is the SU(2) Haar measure. Since V (x) is a sum of SU(2) matrices, it is

itself proportional to an SU(2) matrix,

V = k · V̄ , k =
√
det V , V̄ ∈ SU(2). (3.28)

Due to the invariance of the Haar measure,

P (Ω) = dµ(Ω) exp
{β
2
k tr[Ω · V̄ ]

}
= dµ(Ω̄) exp

{1

2
kβtrΩ̄

}
(3.29)

with Ω̄ ≡ Ω · V̄ . Using the quaternion representation Ω̄ = b0+ ibkσk and the explicit

form of the Haar measure

dµ(Ω̄) = d4(b0,b)δ(b
2
0 + b2 − 1), (3.30)

we can introduce spherical coordinates {|b|, θ, φ} for the 3-vector b to find

P (Ω) = db0d|b||b|2 sin θ dθ dφδ(b20 + b2 − 1) · exp{βkb0}. (3.31)

Eliminating |b| by means of the delta function, we have

P (Ω) = db0 dθ dφ sin θ · 1
2

√
1− b20 · exp{βkb0}. (3.32)

Next, we change variables from b0 ∈ [−1, 1] to z ≡ exp[βk(b0 − 1)] ∈ [e−2βk, 1] and

introduce t ≡ cosθ. This yields

P (Ω) ∼ dz dt dφ
√

1− b20(z), φ ∈ [0, 2π], t ∈ [−1, 1], z ∈ [e−2βk, 1].

The square root factor indicates that a given random z ∈ [e−2βk, 1] should only be

accepted with probability
√
1− b20(z), where

b0(z) = 1 + (βk)−1 log z (3.33)

This can be accomplished by choosing repeatedly a random z ∈ [e−2βk, 1], then draw-

ing a random r ∈ [0, 1] uniformly and accepting the chosen z only if r <
√

1− b20(z).
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From the random number (z, t, φ) generated in this way, the coordinates (b,b) of

the SU(2) matrix Ω = b0 + ibkσk can be reconstructed by

b0 = 1 + (βk)−1 log z (3.34)

b1 = ρ
√
1− t2cos φ, ρ ≡ |b| =

√
1− b20 (3.35)

b2 = ρ
√
1− t2sin φ (3.36)

b3 = ρt. (3.37)

Finally, the initial matrix Ω = Ω(x) is found by rotating back, Ω = Ω̄(b0,b) · V̄ †.

For the explicit pseudocode of program, any interested reader can read more at

Appendix B.

3.3 Observable as averaging from partition function

The Wilson action of SU(N) Yang-Mills theory is given (Wilson, 1974) by

SW [β, U ] = β
∑
Pµν

(
1− 1

N
Re tr[UPµν ]

)
, where β =

2N

g20
aD−4 (3.38)

where g0 is the bare coupling. This SW is a gauge invariance of system. By using

Eq. (3.7) and representation in Eq. (3.5) of UPµν , we obtain, for SU(2),

SW [β, U ] =
4aD−4

g20

∑
Pµν

(1− cosθPµν ) ≈
∑
x

∑
µν

∑
a

aD

4g20
F a
µνF

µν
a ≃

∫
dDx

1

4g20
F a
µνF

µν
a .

(3.39)

This means, the Wilson action will be equivalent to the Yang-Mills action in the

limit a→ 0.

In lattice gauge theory, we define the partition function by

Z(β) =

∫
DUe−SW [β,U ], (3.40)

where SW is the action in Euclidean space-time. The problem of Yang-Mills theory

can be mapped into the problem of statistical mechanics by letting variables as
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the link ensemble {Uµ(x)}. The measure DU is operated on Haar measure and it

satisfied the gauge invariance: DU g = DU .

An Observable we want to find can be measured by averaging over all field

configurations

⟨O⟩(β) = 1

Z(β)

∫
DUO[U ]e−SW [β,U ]. (3.41)

3.4 Coulomb gauge fixing

Gauge fixing is choosing the gauge. Having gauge fixing in Yang-Mills the-

ory is analogy with choosing a constraint into mechanical problem (Christ and Lee,

1980). Even we have freedom to choose any gauge, but in this research we choose

Coulomb gauge ∇ ·A = 0, because from Gribov’s quark confinement scenario (Gri-

bov, 1978), which study with Coulomb gauge allowing us to extract potential be-

tween quarks within nucleon (combining by gluon exchanges).

The evaluation of Eq. (3.41) need to integrate over all continuous config-

uration which must include the redundant configurations of the gauge field, i.e.

according Faddeev-Popov procedure and the effect of Gribov copies. We can elim-

inate some of redundant by implementing the gauge fixing, in our case, we must

implement the Coulomb gauge fixing condition ∇̂ · Â = 0∗ into the lattice, which is

expressed into numerical lattice condition as for all site x in lattice,

∑
i

(Âi(x)− Âi(x− µ̂)) = 0. (3.42)

To try to reach this condition, we must minimize the following functional

F t[g] =
∑
x

3∑
i=1

1

2
Re tr[1− U g

i (x, t)] (3.43)

at fixed t-time slice, where U g is gauge transformation by SU(2) group attributing

into lattice by

U g
µ(x) = g(x+ µ̂)Uµ(x)g

†(x). (3.44)

∗We use the lattice notation which appear in Appendix E
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The proof of this statement comes from the considering of derivative of the functional

Eq. (3.43) with respect to subgroup

g(x) = eiτω(x), (3.45)

where τ is a real parameter and ω(x) is an element of the Lie algebra. In terms

of the τ parameter, if we found the configuration Umin which lead the functional

having minimum value

d

dτ
F t
Umin

∣∣∣∣
τ=0

[ω, τ ] = 0. (3.46)

From Appendix E.6, we differentiate this functional and obtain

d

dτ
F t[ω, τ ] = ⟨ω, ∇̂(−) · Â⟩. (3.47)

This condition yields the transversality of the lattice potential at the configuration

gmin. Therefore, we meet the conclusion at the implementing of Coulomb gauge into

lattice is equivalent to minimize the gauge functional Eq. (3.43).

3.4.1 Iterated overrelaxation

The relaxation method consists of updating the lattice configuration. At each

site x, we could find the gauge transformation g(x) which attributes into lattice by

finding the best choice g(x) from†

g(x, t) =
V †(x, t)√
detV (x, t)

, (3.48)

where

V (x, t) =
3∑

k=1

{
U †
k(x, t) + Uk(x− k̂, t)

}
. (3.49)

The g(x) is computed from Eq. (3.48) and attributed into lattice until the gauge

functional Eq. (3.43) relaxes to minimum. The number of steps of relaxation is not

†The proof appear in Appendix F.2
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fixed, but the stopping of this procedure is done by means of a satisfied condition.

We always check the following quantity

θ =
3∑

k=1

[
U g
k (x+ k̂)− U g

k (x)
]
, (3.50)

which gives rise to

θ ≃
∫
ddxTr

[
(∂iAi)

2
]

(3.51)

in the continuum limit. The value of θ decreased during the gauge-fixing process and

should be zero when a minimum of the Functional in Eq. (3.43) has been reached.

In practise, the process should be stopped if θ drops below a certain small number

ϵ which being fixed in advance. This is about the problem of critical slowing down,

the minimum is accelerated by modifying the matrices

gα(x)→ [g(x, t)]α, (3.52)

where α is chosen in range (1, 2). In our work, we use α = 1.75, and set up the

θ < 10−13 for accepting lattice Coulomb gauge condition. This can be implemented

into lattice by the technique appeared in Appendix F.2.1.

3.5 Gribov’s copy effect on Coulomb gauge

There are many configurations Uµ(x) satisfied Coulomb gauge condition,

therefore whatever by numerical or theoretical point of view, it is very possible

to have many configurations Uµ(x) satisfied ∇⃗ · A⃗ = 0 condition (or ∇̂ · Â = 0), we

call this Gribov gauge copies, according to famous Gribov’s paper (Gribov, 1978).

In his original work, Gribov predicted the behaviour of some measurable quatity,

the gluon propagator and ghost form factor, and lead us finally to static potential

between quarks. This scenario is responsible for the quark confinement.
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3.5.1 Finding best gauge copy

The influence of Gribov copies can be studied by taking various initial random

gauge copies of the gauge field configuration before subjecting them to the standard

overrelaxation (SOR) algorithm. Any g(x) ∈ SU(2) can be randomly set and the

transformation U g
µ(x) = g(x+ µ̂)Uµ(x)g

†(x) is transformed randomly.

Then any observable quantities-the gauge-variant observables, such as gluon

propagator, ghost form factor (ghost propagator), and Coulomb potential, can be

computed from many gauge copy which being chosen from the lowest value of local

minima Fmin [or the best copy (bc)] found for the gauge functional Eq. (3.43).

We can hope to have found a copy belonging to the so-called fundamental modular

region (Zwanziger, 1994) or at least not so far from it. In order to find the best

copy for each thermalized gauge field configuration, we need to compare Fmin values

for a large among of gauge copies, even it consumes a very long time of running of

program. A reasonable question is if the use of only one gauge copy [the first copy

(fc)] provides us with the same values, within error bars , of the propagator as the

use of the best copy would. This consideration brings us to compare the propagator

calculated on best copy (Gbc) with that on the first copies (Gbc).

We can enhance the effect of Gribov copies by finding the best gauge copy

among the worst copies, i.e., by choosing the smaller Fmin values for being the better

gauge copy, and, then, becomes finally the best gauge copy. This can be done from

the repeated use of a given minimization method. The procedure have appeared

in many research groups which working on Landau gauge (Bogolubsky et al., 2006;

Bakeev et al., 2004) and Coulomb gauge (Voigt et al., 2008).

3.5.2 Flip Trick

Most of gauge transformation is implemented into lattice by periodic bound-

ary condition. Nevertheless, we can enlarge the class of possible gauge transforma-
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tion by also taking the nonperiodic gauge transformation. This will allow us the

further minimize the gauge functional and to see the Gribov copies effect for gluon

propagator or ghost form factor.

The observation of nonperiodic SU(2) gauge field comes from the gauge

transformation U g
µ(x) = g(x+ µ̂)Uµ(x)g

†(x) is not necessarily periodic but differ by

a group center element at the boundary:

g(x+ Lν̂) = zνg(x), zν = ±1 ∈ Z(2) (3.53)

where Z(2) is set of integers modulo 2. The algorithm we implemented into lattice

is presented in Appendix F.2.2.

3.6 Renormalization

In Yang-Mills theories in 4-dimensions, there is the principle of renormal-

ization, in brief, the coupling constant β acquires to depends on the large β

value(ultraviolet regime). it allows us to include all any simulated data of lower

β (infrared regime) combining them into one set of renormalized data by finding

some constant to multiply each measurable observable, that is

Oren(p) = const ·Osim(p). (3.54)

With this procedure, the larger lattice and lower β can extract information at lower

energy sector QCD. The renormalized data should be continuous from lower to high

energy (momentum). The high energy QCD (ultraviolet regime) have been studied

theoretically by Gross, Wilczek, and Politzer (David Politzer, 1973; Gross, 1973)

and experiment of deep inelastic scattering.

3.7 Obseravables

For our framework of SU(2) lattice gauge simulation in Coulomb gauge,

there are three objects which are measured by considering Zwanziger confinement’s
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scenario (Zwanziger, 1994). They are gluon propagator, ghost form factor and

Coulomb potential.

3.7.1 Gluon propagator

The gluon propagator we have measured in our project is defined along the

same equal-time slice. That is

Dab
ij (x− y) = ⟨Aa

i (t0,x)A
b
j(t0,y)⟩, (3.55)

where t0 is the fixed time. For the lattice calculation in Coulomb gauge, we de-

fine Fourier transformed connection which are a function of the lattice Matsubara

momenta

Ãk
i (p̂0, p̂) ≡

∑
x̂

e−ip̂x̂ · 2aki (x̂0, x̂). (3.56)

The (dimensionless) lattice propagator is then defined as

D̂(p̂0, p̂) =
1

V̂3

3∑
i=1

3∑
k=1

Ãk
i (−p̂0,−p̂)Ãk

i (p̂0, p̂) =
1

V̂3

3∑
i=1

3∑
k=1

∣∣∣∣Ãk
i (p̂0, p̂)

∣∣∣∣. (3.57)

3.7.2 Ghost form factor

It begins from defining the ghost propagator as the expectation value of the

inverse Faddeev-Popov operator M = −∇ · D, where D is the gauge covariant

derivative. On lattice, it is computed from

D0ab(x− y) =
⟨
M−1[A]|ab(x,y)

⟩
. (3.58)

Then we can transform it into momentum space to be D0ab. We are interested to

know its behavior of dimensionless quantity, the so-called ghost form factor, D(p)

D(p) =
D0ab

|p2|
. (3.59)
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3.7.3 Coulomb form factor

In the framework of lattice gauge simulation in Coulomb gauge (Cucchieri

and Zwanziger, 2001a; Cucchieri and Zwanziger, 2001b; Langfeld and Moyaert,

2004), we can simulate the (Coulomb) potential between quark and anti-quark by

VCoul(x− y) ∝ −g20
⟨[
M−1[A](−∆)M−1[A]

]⟩
(3.60)

at fixed time-slice t0, in momentum space, the Coulomb potential are computed

from

V̂Coul(p) = −
1

4Nd

g20

3∑
a=1

∑
x̄,ȳ

⟨[
M−1[A](−∆)M−1[A]

]⟩
e
−i 2π

Nd
·(x−y)

(3.61)

This potential was proved that it is the upper bound value of the true potential

(Zwanziger, 2003). This is why we are interested to simulate it. However, its

computing is very slow by using conjugate-gradient method. We must use the

preconditioning technique to speed up the conjugate-gradient process (Sternbeck

et al., 2005).

3.8 Set up at finite temperature

After we can simulate observable quantities, gluon propagator and ghost

form factor, and Coulomb potential at zero temperature. It is interesting to explore

those observables at finite temperature. Fortunately, it is not difficult to perform the

lattice simulation at finite temperature, but before running the program, we need to

be ensured the results at zero temperature. Finite temperature performance starts

from considering of the partition function in field theory,

Z =

∫
d4x⟨x|e−βĤx⟩, (3.62)

where d4x = dx0d
3x. The x0 is time dimension. In lattice framework, it is time

slice lattice x0, then Eq. (3.62) becomes∫
dx0 ≈ N0a =

1

kBT
, (3.63)
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where a is lattice space relating with coupling constant β. For convenient, we can

set kB Boltzmann’s constant equal to 1, and we obtain the temperature of lattice

simulation

T =
1

N0a(β)
. (3.64)

By tuning up the time-slice N0 lattice size or coupling constant β, we can study

any observable quantities at finite temperature. We are interested to know at tem-

perature T < Tc, T = Tc and T > Tc where Tc is critical temperature between lower

temperature of confinement phase and higher temperature of de-confinement phase.



CHAPTER IV

LATTICE RESULTS

This chapter is devoted to report the result of simulation of Yang-Mill theory

in Coulomb gauge at zero and finite temperature by the procedure we have described

in the previous chapter. We choose to study SU(2) gluon propagator, ghost form

factor at zero temperature and finite temperature. For the Coulomb form factor,

the result is not consistent with other group research. This inspires us to further

study in the future.

4.1 Gibov gauge copies effect

Before simulating the gluon propagator of all range of energy, we check the

Gibov effect to the gluon propagator at low energy as show in Fig. 4.1. We also

found the similar suppression of ghost form factor by Gribov gauge copies influence

as in Fig. 4.2.

4.2 Gluon propagator

4.2.1 Result: at zero temperature

In case of dimensions=2+1

In our simulations in D = 2 + 1, we consider the 2-momenta aligned along in the

first time slice:

p = (0, p). (4.1)

The results for gluon propagator are shown in Fig. 4.3 and were obtained by measur-

ing from the best gauge copies by averaging from 100 configurations for the lattice
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Figure 4.1 Gribov copies influence to gluon propagator at minimum momentum,

pmin, for lattice 244 at β = 2.2.

volume 683 and 483. It shows clearly the suppression of gluon propagator at low

momentum.

In case of Dimensions=3+1

The results for gluon propagator are shown in Fig. 4.4 and were obtained by

measuring from the best gauge copies of 30 gauge copies by generating from 100

configurations for the lattice volume 364. It shows clearly the suppression of gluon

propagator at low momentum. It also shows that at IR region, the improved gauge

fixing suppresses on propagator. At the UV region, it may be implied according

the power law fitting D(p) ∼ p−β in which β = 1.57(8), but 1/(p ln p) can be also

possible.
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Figure 4.2 The suppression of Ghost propagator at lowest momentum.

For the result at zero temperature, we found that the gluon propagators

approach zero at low energy. The Gibov copies effect influence the suppression of

the gluon propagator at low energy.

4.2.2 Result: at finite temperature

The gluon propagator at finite temperature is shown in Fig. 4.5. We can

fit them together by requiring that they should the same UV asymptotic freedom,

then we plot the normalized gluon propagator in Fig. 4.6.

Any divergence of the ghost form factor at low temperature implies the ex-

istence of color charges, and the confinement of quark-antiquark is satisfied.
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Figure 4.3 Gluon propagator in 2+1 dimensions at zero temperature

4.3 Ghost form factor

4.3.1 Result: curve fitting at IR and UV region

The ghost form factor data have been renormalized and been made the curve

fitting of ghost form factor at zero temperature. It is shown in Fig. 4.7. The proce-

dure we used to compute parameter at IR and UV region comes from (Langfeld and

Moyaert, 2004). The rare data of simulations were fitted by choosing a cutoff from

observing that, d(p = 2.0 GeV) = 0.49026 and let it be the renormalisation condi-

tion. At high momentum regime, we have made a logarithmic ansatz supplemented

with an anomalous dimension γ0

d(p) =
aµν

ln(|p|/ΛQCD)γ0
, p≫ ΛQCD, (4.2)



40

Figure 4.4 Gluon propagator in 3+1 dimensions at zero temperature.

where ΛQCD is the renormalization group invariant scale parameter. After making

curve fitting, we extract these parameters

aµν = 0.443, γg0 = 0.205. (4.3)

After knowing these parameters, and the renormalisation condition, we can compute

ΛQCD

ΛQCD = 1.08584 GeV. (4.4)

For the IR analysis, we adopt a scaling law:

d(p) =
air

(|p2|/Λ2
QCD)

κ
, p≪ ΛQCD. (4.5)
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Figure 4.5 The gluon propagator at finite temperature.
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Figure 4.6 The gluon propagator at finite temperature after renormalizing data at

high energy.

After having made the curve fitting, we found that

air = 0.552, κg0 = 0.130. (4.6)
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Figure 4.7 Ghost form factor at zero temperature, measured from best gauge copy

of lattice 244.

Combining with the previous data of the curve fitting, we summarize the value of

parameter of UV region as shown in Table 4.1:

and at IR regime in Table 4.2:



43

Table 4.1 Parameters from curve fitting of the ghost form factor for UV region at

zero temperature.

Temperature T = 0 T = 0.8Tc, Tc, 1.3Tc

(ΛQCD = 1.08584 GeV) (ΛQCD = 0.9935 GeV)

aµν 0.443 0.405

γ0 0.205 0.196

Table 4.2 Parameters from curve fitting of the ghost form factor for IR region at

zero temperature.

Temperature T = 0 T = 0.8Tc T = Tc T = 1.3Tc

(β = 2.24711) (β = 2.3134) (β = 2.39243)

air 0.552 0.5659 0.5450 0.5307

κ 0.130 0.0926 0.0962 0.0997

4.3.2 Result: curve fitting for all range

We also have made the curve fitting of ghost form factor by using this Ansatz

formula

A

(| log |p|
Λ
|
γ0
α + ( |p|

2

Λ2 )
κ
α )α

where Λ, A, γ0, α and κ are parameters which we want to extract from curve fitting.

The plot of curve fitting is shown in Fig. 4.8. In the case of ghost form factor at

T = 0, by using the curve fitting, we can extract these parameters as summarized

in Table 4.3.

Table 4.3 Parameters from curve fitting of the ghost form factor for all range at

zero temperature.

A Λ γ0 α κ

0.9756 0.0995 0.6562 0.0115 0.1085

In case of finite temperature, we have made the curve fitting as shown in Fig.
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Figure 4.8 Ghost form factor at zero temperature, measured from best gauge copy

of lattice 244

4.9. and obtain parameters as shown in the Table 4.4.
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Table 4.4 Parameters from curve fitting of ghost form factor for all range at finite

temperature.

A Λ γ0 α κ

T = 0.8Tc 0.800508 0.148362 0.627315 0.0513664 0.0846121

T = Tc 0.814486 0.125575 0.619598 0.01991 0.0968555

T = 1.3Tc 0.709427 0.222751 0.564559 0.116498 0.0847839

4.4 Coulomb potential

The results of Coulomb potential are the measurement of three different

quantities, which are pV (p), p4V (p)/8πσ and the Coulomb form factor. The latter

quantity is the ratio of p2V (p) and the ghost form factor. All three objects are

dimensionless which features confinement scenario in Coulomb gauge. Our result of

p2V (p) as show in Fig. 4.10.

The p2V (p) result we obtain is similar to (Langfeld and Moyaert, 2004; Voigt

et al., 2008), but the result of measuring p4VCoul(p) is different from them. The

p4VCoul(p) of our simulation is shown in Fig. 4.11 which implies the vanishing of

potential at low energy, while the reasonable result should be the finite potential at

low energy as other research group, (see Fig. 4.12).

Then our work of measuring Coulomb potential is not agree with other. This

is still the unfinished problem of our project. Even the results of Coulomb potential

between other research groups (Langfeld and Moyaert, 2004; Voigt et al., 2008) are

different in detail. Therefore, we cannot work future about the Coulomb potential

at finite temperature.

We hope we can find the ultimate simulated results in the future.
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CHAPTER V

SUMMARY

We have studied the gluon propagators, ghost form factor and Coulomb po-

tential of the pure SU(2) Yang-Mills theory in Coulomb gauge by lattice simulation

at zero and finite temperature. All objects we have measured were extracted at equal

time slice. We review the Quantization of Yang-Mills theory and then describe the

lattice method we used in our work. Especially, in our work, we implemented the

gauge fixing by choosing the best gauge copies for avoid the problem of Gribov

copies, and the improved gauge fixed by considering the anti-periodic lattice allow-

ing us to have many choice for making the gauge orbit. This helps us to bring our

configuration be near Coulomb gauge condition as it can.

We simulated the gluon propagator in D = 2+ 1 at zero temperature which

is consistent with (Langfeld and Moyaert, 2004), but in D = 3 + 1, our result is

different. However our results are consistent with the analytic results (Schleifen-

baum et al., 2006; Feuchter and Reinhardt, 2004) which show the suppression of

gluon propagator at low momentum. For the finite temperature, we simulated the

gluon propagator at temperature 0.8Tc, Tc and 1.3Tc, this information will be guide

theorists to consider in the future. For the ghost form factors, we simulated at

D = 3 + 1 at zero temperature. The result agree with the other research group.

And at finite temperature, again, we also have the results of ghost form factor at

temperature 0.8Tc, Tc and 1.3Tc and having made the fitting curve by the Ansatz

formula

A

(| log |p|
Λ
|
γ0
α + ( |p|

2

Λ2 )
κ
α )α

,

and extracted all parameters α, κ and γ0. We hope this parameters can be infor-
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mation theorist in the future.

Unfortunately, even we can simulate the Coulomb potential, but we have got

the peculiar result at zero temperature, that is the glowing down of p4V (p)/σ at low

momentum, as other group expect it should be constant at low momentum. With

this unacceptable results, we cannot further simulated at finite temperature. In the

future, we hope to find the correct result of Coulomb potential at zero temperature

by finding some mistake in our code program and then move to investigate at finite

temperature. Even in the other research group, they also have different result of

Coulomb potential at zero temperature (Voigt et al., 2008; Langfeld and Moyaert,

2004). In future, it is rather possible to see that there may be the using of Coulomb

potential as another new order parameter of confinement (Zwanziger, 2004).
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APPENDIX A

LIST OF NOTATION

Table of notation

L Lagrangian function in the fundamental representation of SU(3) group

ψ(x) quark field at space-time point x

Ga
µ(x) gluon field in the adjoint representation at space-time point x

Uµ(x) unitary transformation at space-time point x in direction µ

Tα a generator of SU(3)

g bare coupling constant

Dµ covariant derivative

θα(x) generic element of the Lie algebra at space-time point x

H Hamiltonian function

V Potential

τ imaginary time

S action

Z partition function

β 4/g2 for SU(2) group

Ω lattice gauge transformation

ta hermitian generator

Fµν field strength tensor

A gauge field potential

Π canonical conjugated momentum
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Table of notation (Continued)

J external source

H⊥ Coulomb gauge Hamiltonian

VCoul Coulomb potential

ρ color charge density

M Faddeev-Popov operator

σ string tension

Ω Gribov region

G(t, p⃗) ghost form factor at time t and momentum p⃗

D(t, p⃗) gluon propagator at time t and momentum p⃗

Pµν plaquette

a lattice spacing

L lattice size

Z(2) set of integers modulo 2

N0 lattice size in time direction

Tc critical temperature

ΛQCD renormalization group invariant scale parameter .



APPENDIX B

GLOSSARY

aymptotic freedom The interactions between quarks are weaker as the dis-

tance between them are smaller (at high energy interaction), and tends to zero

as the distance between them tends to zero. Conversely, the attractive inter-

action between quarks are stronger as the distance between them are greater.

Coulomb gauge The gauge condition, or constraint ∇ ·A = 0.

Coulomb potential The static potential that is measured form the the

static quark-antiquark pair by considering in Coulomb gauge. It has gauge

invariant property and is the upper bound of the real (Wilson) static potential.

gauge fixing The produce of choosing or fixing the specific gauge into the

gauge field which corresponds to put the constraint into the gauge field. The

gauge fixing can eliminate the redundant degree of freedom in field variable.

gauge theory The quantum field theories which explain the fundamental in-

teraction by involving a symmetry group of the fields and potentials(the gauge

group). The interaction in this theory is explained by the exchange of parti-

cles, such as gluons, photon, and W and Z bosons.

ghost form factor One object in quantum field theory, especially in gauge

field theory, which can be is measured for each gauge fixing (non-gauge in-

variant observable). In Coulomb gauge, it is the inverse of Faddeev-Popov

operator which is related to the color charge density and is expected to be

diverse at low energy QCD.
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gluon propagator One object in quantum field theory, especially in gauge

field theory, which can be is measured for each gauge fixing (non-gauge in-

variant observable). It measures the correlation function of gluon field and is

expected to show the violation of reflection positivity.

fundamental modular region The region of gauge field configurations

which is satisfied Coulomb gauge, ∇ ·A = 0, and having minimum value of

the functional F [g] =
∫
dxtr[A(x) · Ag(x)] where g(x) = exp(ig0ω

aT a).

Gribov copies The many gauge field potential configurations Aµ(x) which

are satisfied Coulomb or Landau gauge fixing condition.

Landau gauge The gauge condition, or constraint ∂µA
µ = 0.

lattice gauge theory The formulation of gauge theories in which space and

time are taken to be lattice, not continuous. At the end of calculations in this

theory, it must take the continuum limit.

Markov process A random process in which the rate of change a time-

dependent quantity ∂O/∂t depends on the present state O(t), where t is

the time, but not on its previous history. That is, its random evolution is

memoryless.

Monte Carlo method A type of computation that involves random sam-

pling for the mathematical simulation of physical systems. It can be applied

to problems that can be formulated in terms of probability and are carried

out by computers.

overrelaxation The method that changes the link variables Uµ(x) as much

as possible in order to relax the system into the gauge fixing condition as

quick as it can. During this process, the average plaquette ⟨Pµν⟩ value must

be constant.
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plaquette The product of SU(2) or SU(3) along closed path in each pair µ, ν

directions in space-time.

quantum chromodynamics (QCD) The non-Abelian gauge field the-

ory that describes the strong interaction in terms of quarks and antiquarks

and the exchange of massless gluon between them. It is similar to quantum

electrodynamics with having color charges being analogous to electric charge

and the gluon being the analogue of the photon.

quantum field theory A quantum theory combines with special relativity

applied to systems that have an infinite number of degrees of freedom. Any

particles in this theory are represented by fields that have quantized normal

modes of oscillation.

quark confinement The hypothesis that free quarks can never be seen in

isolation. It is a consequence of quantum chromodynamics.

Yang-Mills theory A gauge theory based on non-Abelian SU(N) group and

is used for an explanation of strong interactions.



APPENDIX C

LIE GROUP BACKGROUND

C.1 SU(N) algebra

Any group element g ∈ SU(N) defined by

g(ω) = eiω
aTa

, (C.1)

where T a form the N2 − 1 hermitian generators basis of Lie algebra and hermitian

ω† = ω. The generators satisfy the commutation relations

[T a, T b] = ifabcT c (C.2)

where the numbers fabc are the antisymmetric structure constants of group. They

satisfy the Jacobi identity

fadef bcd + f bdef cad + f cdefabd = 0. (C.3)

The matrices ta of the fundamental representation obey the following orthogonality

relation:

tr[ta, tb] =
1

2
δab. (C.4)

In gauge group SU(2), we use the fundamental representation with the generators

ta =
τa

2

where each τa is the spin Pauli matrix as

τ 1 =

 0 1

1 0

 , τ 2 =

 0 −i

i 0

 , τ 2 =

 1 0

0 −1

 .

In this case, the structure constant is

fabc = ϵabc.
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C.2 Lagrangian

The Lagrangian of the classical SU(2) Yang-Mills theory is

L = −1

4
F a
µνF

µν
a .

When the field is coupling to matter field, we take into account the term g0AµJ
µ.

That is

L = −1

4
F a
µνF

µν
a + g0AµJ

µ,

where g0 is the coupling constant.
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FLOWCHART OF PROGRAM

D.1 For gluon propagator measurement

random

Uµ(x)

Uµ(x) in

thermalized

state

Ũµ(x)

U ′

µ
(x)

get continuum

gauge field A(x)

get A(p) in mo-

mentum space

Correlation function

A(−p)A(p) ⇒ |Ã(p)|2

Uµ(x)

Ũµ(x)

U ′

µ
(x)

get continuum

gauge field A(x)

get A(p) in mo-

mentum space

Correlation function

A(−p)A(p) ⇒ |Ã(p)|2

...further

simulation...

Heatbath algorithm

make gauge copy

Coulomb gauge fixing

Fast Fourier transform

measure

Heatbath algorithm

make gauge copy

Coulomb gauge fixing

Fast Fourier transform

measure
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D.2 For ghost form factor measurement

random

Uµ(x)

Uµ(x) in

thermalized

state

Ũµ(x)

U ′
µ
(x)

get continuum

gauge field A(x)

evaluate the inverse

of Faddeev-Popov

operator M−1[A(x)]

get ghost form factor

G(p) in momentum space

Heatbath algorithm

make gauge copy

Coulomb gauge fixing

preconditioned conjugate-gradient procedure

Fast Fourier transform

...further

simulation...

Heatbath algorithm
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D.3 For Coulomb potential measurement

random

Uµ(x)

Uµ(x) in

thermalized

state

Ũµ(x)

U ′
µ
(x)

get continuum

gauge field A(x)

evaluate

(

M−1(−∆)M−1
)

[A(x)]

get Coulomb

potential V (p)

Heatbath algorithm

make gauge copy

Coulomb gauge fixing

preconditioned conjugate-gradient procedure

Fast Fourier transform

...further

simulation...

Heatbath algorithm



APPENDIX E

LATTICE CONVENTIONS

E.1 convention and notation

We use natural units c = ~ = 1 and the metric gµν = diag(+,−,−,−) in

Minkowsky space. Let D as the space-time dimension of spatial hyper-space by

d, that is, D = d + 1. The Greek symbols: µ, ν, ρ ∈ [0, 1, ..., 3] are denoted for

space-time indices, while Latin symbols: i, j, k ∈ [1, ..., 3] are denoted for spatial

indicies. The lattice is hypercubic, periodic, with edge of in integer length L, then

the volume of lattice is V = LD. The link variable Uµ(x) ∈ SU(N) associated to the

link at space-time x in µ-direction from site x to site x+ µ̂, where µ is a unit vector

in the positive µ-direction, with periodic boundary condition Uµ(x) = Uµ(x+ Lµ̂).

E.2 Covariant derivative - Gauge potential

The gauge transformation of a field ϕ(x) defined by

ϕ(x)→ g(x)ϕ(x) which g(x) = eig0ω
a(x)Ta

(E.1)

where g0 is the bare coupling constant and the number of generators is equal to the

dimension of the field belongs. The covariant derivative operator is defined as

Dµ = ∂µ − ig0Aµ (E.2)

where the gauge potential Aµ is expanded by generator T a as

Aµ = Aa
µT

a. (E.3)

In gauge field theory, potential Aµ transforms according to

Aµ = gAµg
−1 − i

g0
(∂µ)g

−1 (E.4)
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for satisfying the being of covariant derivative Dµ → gDµ. By replacing Eq. (E.1)

into Eq. (E.4) and we keep only the first order of α, we obtain

Aµ → Aα
µ + ∂µα

a + g0f
abcAb

µα
c (E.5)

To derive the covariant derivative, we can parametize a subgroup of gauge

group G as one-parameter:

g(τ, x) = exp(ig0τω(x)), (E.6)

where ω is an element of the Lie group associated with G and τ is a real parameter.

Replacing Eq. (E.6) into the potential transformation Eq. (E.4), we obtain

Ag
µ(x, τ) = eig0τω(x)Aµ(x)e

−ig0τω(x) + τ∂µω(x).

When we differentiate it with respect to τ and taking the value at τ = 0, we obtain[
d

dτ
Ag

µ(x, τ)

]
τ=0

= ∂µω(x)− g0[Aµ, ω(x)].

This formula is the covariant derivative applied to ω(x).

E.3 Lattice notation

Lattice of space-time and momentum space. The space-time is des-

critized as the lattice of D-dimensional lattice with lattice spacing a. Any lattice

expression can be written as N0 × N1 × N2 × N3. A lattice site is labeled by

(x0, x1, x2, x3) or (n0a, n1a, n2a, n3a) or (n0, n1, n2, n3) by which the first number is

the time-slice and the latter three numbers are spatial slice. For any function f̂(x) ∗

we define associated with lattice must be satisfied with periodic boundary condition

f̂(x+ aNµµ̂) = f̂(x), µ ∈ [0, ..., 3].

∗f̂ or f̄ means f -value on lattice, f means f -value on continuum space-time.
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The consequence of periodicity, we can transform any function f(x) into a f(p)

momentum space by the Fourier transform:

f̂(p) =
N−1∑
nx=0

f̂(nx)e
i 2π
N

nxnp . (E.7)

And its inverse of Eq. (E.7) is

f̂(x) = N
N−1∑
np=0

f̂(np)e
−i 2π

N
nxnp . (E.8)

In practice, any observable G is defined on many variables x̄µ. We can use notion

of Eq. (E.7) and Eq. (E.8) for defining G in momentum space,

G(p̄µ) =
∑
x̄µ

e−i 2π
N

p̄x̄G(x̄µ), (E.9)

and

G(x̄µ) = N
∑
p̄µ

ei
2π
N

p̄x̄G(p̄µ), (E.10)

Differential operators. We can define

∇̂f(x)(−)
µ = f(x)− f(x− µ̂),

∇̂f(x)(+)
µ = f(x+ µ̂)− f(x).

For the second derivative, we define

∇̂2f(x) = f(x+ µ̂)− 2f(x)− f(x− µ̂).

We can also define Laplacian operator ∇̂2
µ on lattice by

∇̂2
µG(x̄µ) = ∇̂2

(
N

∑
p̄µ

ei
2π
N

p̄x̄G(p̄µ)

)

=

(
i
2πp̄

N

)2

(N
∑
p̄µ

ei
2π
N

p̄x̄G(p̄µ))

∇̂2
µG(x̄µ) =

(
i
2πp̄

N

)2

G(x̄µ) (E.11)

From Eq. (E.11), we can define lattice momentum as

p̂µ = 2 sin

(
π

N
p̄

)
.

where p̄ is Matsubara frequency defined on lattice.
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E.4 Lattice gauge potential

For each link variable Uµ(x) which is the transport along the segment con-

necting the two adjacent lattice points, it gives the gauge potential from

Uµ(x) = exp(iÂµ(x)).

In order to extract the gauge potential Â, we consider that

Uµ(x)− U †
µ(x) = 2iÂµ(x) +O(a2).

For SU(2) group, we represent

Uµ(x) = a0µ(x) + iaµ · σ.

Then we can get Â by

Âa
µ = 2Im tr[taUµ(x)]

= 2aaµ(x).

E.5 Lattice gauge-covariant derivative

We can compute the derivative with respect to gauge group g(x) = eiτω(x),

where τ is the parameter. The gauge transformation on lattice can have many

conventions, however, in our work, we use the convention

Uµ(τ, x) = g(τ, x+ µ̂)Uµ(x)(x)g
†(τ, x). (E.12)

And for the helpful calculating, we can let g(τ, x) is one-parameter subgroup defined

in the other way by

g(τ, x) = exp(τω(x)), ω†(x) = −ω(x) (E.13)

where τ is real parameter, ω(x) is a generic element of the local Lie algebra, ω(x) =

taωa(x), and ta form the anti-hermitian basis of the Lie algebra, that is, (ta)† = −ta.
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From definition of gauge potential Aa
µ(x) (Zwanziger, 1994)

Aa
µ(x)t

a =
1

2
(Uµ(x)− U †

µ(x)) (E.14)

therefore,

Aa
µ(x) = −2 Re tr [taUµ(x)]. (E.15)

Then we can calculate the lattice gauge-covariant derivative by

[Dµ(U)ω]
a(x) =

d

dτ
Aa

µ(τ, x). (E.16)

E.6 Lattice gauge fixing

The differentiation of the gauge functional F t
U [g] in Sec. 3.4 with respect to

the parameter τ of subgroup g(x) = exp(iτω) lead to the Coulomb gauge condition,

∇̂ · Â = 0. We start from the gauge transformation,

U τ
i (x) = g(x+ µ̂)Ui(x)g

†(x).

We differentiate with respect to τ , and obtain

d

dτ
U τ
i (x) = iω(x+ µ̂)U τ

i (x)− iU τ
i (x)ω(x)U

τ
i (x).

Therefore, the derivative of F t
U is

d

dτ
F t
U [ω, τ ] = −

∑
t,i,x

Re Tr
[
iω(x+ µ̂)U τ

i (x)− iU τ
i (x)ω(x)

]
= −

∑
t,i,x

Re Tr[iω(x)U τ
i (x− µ̂)− iU τ

i (x)ω(x)]

= −
∑
t,i,x

Re Tr
[
iω(x)[U τ

i (x− µ̂)− iU τ
i (x)]

]
The term Ui(x − µ̂) − U τ (x) is Âτ

i (x − µ̂) − Âτ
i (x), therefore if we can find U gmin

which can make

d

dτ
F t
Ugmin

[ω, τ ] = 0.

We conclude that the condition Âτ
i (x− µ̂)− Âτ

i (x) = 0 is satisfied, and the Coulomb

gauge condition,∇̂ · Â = 0, is reached.
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E.7 Gluon propagator

Gluon propagator is an observable from lattice simulation. It describes cor-

relation function in momentum space from lattice gauge field. The computers do it

by using (discrete) Fast Fourier transform,

Aa
µ(x)→ Ãa

µ(p)

by

Ãa
µ(p) ∼

N1−1∑
x1=0

N2−1∑
x2=0

N3−1∑
x3=0

e
−t 2π

N1
x1e

−t 2π
N2

x2e
−t 2π

N3
x3Aa

µ(x) (E.17)

and getting the gluon propagator of the lattice momentum from the definition of

correlation function, that is, ⟨Ãa
µ(p)Ã

b
ν(p

′)⟩ and we can take advantage that let p′ = p

then our computation is

⟨Ãa
µ(p)Ã

b
ν(p

′)⟩ = ⟨Ãa
µ(p)Ã

b
ν(−p)⟩

= ⟨|Ãa
µ(p)|2⟩

Therefore, gluon propagator is a function of Matsubara frequency l , from the

formula,

G(l) =

⟨ 3∑
a=1

4∑
µ=0

1

3

(
|Ãa

µ(l, 0, 0)|2 + |Ãa
µ(0, l, 0)|2 + |Ãa

µ(0, 0, l)|2
)⟩

(E.18)

where for each integer li ∈ [−N
2
, N

2
] corresponds for each pi = 2πl

Ni
(Matsubara

frequency).

E.8 Faddeev-Popov operator

The lattice Faddeev-Popov operator M = −∇ ·D is defined on lattice by

(M [U ]ω)a(x) = −∇̂(−)
µ · (D̂[U ]ω)a(x).

By using the convention, Uµ(τ, x) = g(τ, x + µ̂)Uµ(x)(x)g
†(τ, x), we prove the lat-

tice Faddeev-Popov formular by starting from proving the lattice gauge-covariant
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derivative,

A′a
µ (τ, x) = −2 Re tr {taU ′

µ(τ, x)}

= −2 Re tr { ta d
dτ

[g(x+ µ̂)Uµ(x)g
†(x)] }

= −2 Re tr { ta d
dτ

[exp(τω(x+ µ̂))Uµ(x)exp(−τω(x))] }

= −2 Re tr { ta[ω(x+ µ̂)Uµ(τ, x)− Uµ(τ, x)ω(x)] }

= −2 Re tr { taω(x+ µ̂)Uµ(τ, x)− taUµ(τ, x)ω(x) }

= −2 Re tr { taω(x+ µ̂)Uµ(τ, x)− ω(x)taUµ(τ, x) }. (E.19)

Consider the term

−2 Re tr { taω(x+ µ̂)Uµ(τ, x)− ω(x)taUµ(τ, x)}

= −tr{ taω(x+ µ̂)U(τ, x)− ω(x)taU(τ, x)

+ (taω(x+ µ̂)U(τ, x))† − (ω(x)taU(τ, x))† }

= −tr{ taω(x+ µ̂)U(τ, x)− ω(x)taU(τ, x)

+ U †(τ, x)(taω(x+ µ̂))† − U †(τ, x)(ω(x)ta)† }

= −tr{taω(x+ µ̂)U(τ, x)− ω(x)taU(τ, x)

+ ω(x+ µ̂)taU †(τ, x)− taω(x)U †(τ, x) }.

= −tr{(⋆⋆)},

where

(⋆⋆) ≡ taω(x+ µ̂)U(τ, x)− ω(x)taU(τ, x) + ω(x+ µ̂)taU †(τ, x)− taω(x)U †(τ, x).

Therefore,

−2 Re tr { taω(x+ µ̂)Uµ(τ, x)− ω(x)taUµ(τ, x)}

= −tr{ taω(x+ µ̂)U(τ, x) + ω(x+ µ̂)taU(τ, x)− ω(x+ µ̂)taU(τ, x)

− ω(x)taU(τ, x)− taω(x)U(τ, x) + taω(x)U(τ, x)

+ ω(x+ µ̂)taU †(τ, x) + taω(x+ µ̂)U †(τ, x)− taω(x+ µ̂)U †(τ, x)

− taω(x)U †(τ, x)− ω(x)taU †(τ, x) + ω(x)taU †(τ, x) }
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= −tr{ {ω(x+ µ̂), ta}U(τ, x)− ω(x+ µ̂)taU(τ, x)

− {ω(x), ta}U(τ, x) + taω(x)U(τ, x)

+ {ω(x+ µ̂), ta}U †(τ, x)− taω(x+ µ̂)U †(τ, x)

− {ω(x), ta}U †(τ, x) + ω(x)taU †(τ, x) }

= −tr{ {ω(x+ µ̂)− ω(x), ta}U(τ, x) + {ω(x+ µ̂)− ω(x), ta}U †(τ, x)

− ω(x+ µ̂)taU(τ, x) + taω(x)U(τ, x)

− taω(x+ µ̂)U †(τ, x) + ω(x)taU †(τ, x) }

= −tr{ {ω(x+ µ̂)− ω(x), ta}(U(τ, x) + U †(τ, x))

− ω(x+ µ̂)taU(τ, x) + taω(x)U(τ, x)

− taω(x+ µ̂)U †(τ, x) + ω(x)taU †(τ, x) }

= −tr{ {ω(x+ µ̂)− ω(x), ta}(U(τ, x) + U †(τ, x))

− ω(x+ µ̂)taU(τ, x) + taω(x+ µ̂)U(τ, x)− taω(x+ µ̂)U(τ, x)

+ taω(x)U(τ, x)− ω(x)taU(τ, x) + ω(x)taU(τ, x)

− taω(x+ µ̂)U †(τ, x) + ω(x+ µ̂)taU †(τ, x)− ω(x+ µ̂)taU †(τ, x)

+ ω(x)taU †(τ, x)− taω(x)U †(τ, x) + taω(x)U †(τ, x) }

= −tr{ {ω(x+ µ̂)− ω(x), ta}(U(τ, x) + U †(τ, x))

− [ω(x+ µ̂), ta]U(τ, x)− taω(x+ µ̂)U(τ, x)

− [ω(x), ta]U(τ, x) + ω(x)taU(τ, x)

+ [ω(x+ µ̂), ta]U †(τ, x)− ω(x+ µ̂)taU †(τ, x)

+ [ω(x), ta]U †(τ, x) + taω(x)U †(τ, x) }

−2 Re tr { taω(x+ µ̂)Uµ(τ, x)− ω(x)taUµ(τ, x)}
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= −tr{ {ω(x+ µ̂)− ω(x), ta}(U(τ, x) + U †(τ, x))

− [ω(x+ µ̂) + ω(x), ta]U(τ, x)

+ [ω(x+ µ̂) + ω(x), ta]U †(τ, x)

− taω(x+ µ̂)U(τ, x) + ω(x)taU(τ, x)

− ω(x+ µ̂)taU †(τ, x) + taω(x)U †(τ, x) }

= −tr{ {ω(x+ µ̂)− ω(x), ta}(U(τ, x) + U †(τ, x))

− [[ω(x+ µ̂) + ω(x)], ta](U(τ, x)− U †(τ, x))

− taω(x+ µ̂)U(τ, x) + ω(x)taU(τ, x)

− ω(x+ µ̂)taU †(τ, x) + taω(x)U †(τ, x) } (E.20)

= −tr{ { , }(U + U †)− [ , ](U − U †) }

− tr {−taω(x+ µ̂)U(τ, x) + ω(x)taU(τ, x)

− ω(x+ µ̂)taU †(τ, x) + taω(x)U †(τ, x) }

= −tr{ { , }(U + U †)− [ , ](U − U †) }

+ tr {taω(x+ µ̂)U(τ, x)− ω(x)taU(τ, x)

+ ω(x+ µ̂)taU †(τ, x)− taω(x)U †(τ, x) }

= −tr{ { , }(U + U †)− [ , ](U − U †) }

+ tr {(⋆⋆)} (E.21)

−2tr[(⋆⋆)] = −tr{ { , }(U + U †)− [ , ](U − U †) }

−tr[(⋆⋆)] = −1

2
tr{ { , }(U + U †)− [ , ](U − U †) } (E.22)

A′a
µ (τ, x) = −tr(⋆⋆)

= −1

2
tr( {[ω(x+ µ̂)− ω(x)], ta}(U(τ, x) + U †(τ, x))

− [ [ω(x+ µ̂) + ω(x)], ta] (U(τ, x)− U †(τ, x)) ) (E.23)
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Consider each term,

• − 1

2
tr( {[ω(x+ µ̂)− ω(x)], ta}(U(τ, x) + U †(τ, x)) )

• − 1

2
tr( [ωb(x+ µ̂)− ωb(x)]{tb, ta}(U(τ, x) + U †(τ, x)) )

•−1

2
tr( {ta, tb}(U(τ, x) + U †(τ, x)) )︸ ︷︷ ︸

Gab
µ (x)

[ωb(x+ µ̂)− ωb(x)]. (E.24)

and another term,

•+ 1

2
tr( [ [ω(x+ µ̂) + ω(x)], ta] (U(τ, x)− U †(τ, x)) )

•+ 1

2
tr( (ωb(x+ µ̂) + ωb(x))[tb, ta] (U(τ, x)− U †(τ, x)) ) )

•+ 1

2
tr( (ωb(x+ µ̂) + ωb(x))f bactc (U(τ, x)− U †(τ, x)) )

•+ 1

2
tr( fabc(ωb(x+ µ̂) + ωb(x)) (−tc(U(τ, x)− U †(τ, x))) )

•+ 1

2
fabc(ωb(x+ µ̂) + ωb(x)) −tr( tc (U(τ, x)− U †(τ, x)) )︸ ︷︷ ︸

Ac
µ(x)

•+ 1

2
fabc(ωb(x+ µ̂) + ωb(x))Ac

µ(x)

• − 1

2
fabcAb

µ(x)(ω
c(x+ µ̂) + ωc(x)). (E.25)

Therefore, we have the explicit form of the gauge-covariant derivative,

A′a
µ (τ, x) = Gab

µ [ωb(x+ µ̂) + ωb(x)]

− 1

2
fabcAb

µ(x)[ω
c(x+ µ̂) + ωc(x)]. (E.26)
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Then we compute directly the lattcie Faddeev-Popov operator,

M = −∇ ·D(U)

= −∇ · ( Gab
µ [ω(x+ µ̂) + ω(x)]b − 1

2
fabcAb

µ(x)[ω(x+ µ̂) + ω(x)]c )

= −{Gab
µ (x)(ωb(x+ µ̂)− ωb(x))−Gab

µ (x− µ̂)µ(ωb(x)− ωb(x+ µ̂))

− 1

2
fabc[Ab

µ(x)[ω(x+ µ̂) + ω(x)]c − Ab
µ(x− µ̂)[ω(x) + ω(x− µ̂)]c ]}

= Gab
µ (x)(ωb(x)− ωb(x+ µ̂))−Gab

µ (x− µ̂)(ωb(x− µ̂)− ωb(x))

+
1

2
fabc[Ab

µ(x)ω
c(x+ µ̂) + Ab

µ(x)ω
c(x)− Ab

µ(x− µ̂)ωc(x)︸ ︷︷ ︸
(Ab

µ(x)−Ab
µ(x−µ̂))ωc(x)→∇·A = 0

−Ab
µ(x− µ̂)ωc(x− µ̂) ]

M = Gab
µ (x)(ωb(x)− ωb(x+ µ̂))−Gab

µ (x− µ̂)(ωb(x− µ̂)− ωb(x))

+
1

2
fabc[Ab

µ(x)ω
c(x+ µ̂)− Ab

µ(x− µ̂)ωc(x− µ̂) ]. (E.27)

Finally, we obtain

(M [U ]ω)a(x) =
∑
µ

{Gab
µ (x)∇̂(+)

µ ωb(x)−Gab
µ (x− aêµ)∇̂(+)

µ ωb(x− aêµ)

− 1

2
fabc[Âµω

c(x+ aeµ)]}. (E.28)

Then the practical formula we use in the program is

[M̂ [U ]ωa(x)] =
∑
µ

{ a0µ(x)(ωa(x)− ωa(x+ µ̂))

− a0µ(x− µ̂)(ωa(x− µ̂)− ωa(x))

+
1

2
fabc[2abµ(x)ω

c(x+ µ̂)− 2abµ(x− µ̂)ωc(x− µ̂)]}.

E.9 Coulomb potential

In order to compute Coulomb potential in momentum space from Eq. (3.61).

We implement the program according to the following procedure.

1. We set the goal that we will compute ⟨M−1[A](−∆)M−1[A]e−ik⃗·x⃗⟩.
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2. Then we will compute the inverse matrix by conjugate-gradient method(
M [A](−∆)−1M [A]

)
ϕa(x) = {δace−ikx} (E.29)

ϕa(x) =

(
M−1[A](−∆)M−1[A]

)
δace−ik⃗·x⃗ (E.30)

where c is color index, in set {1, 2, 3}. Therefore, we must find the appropriate

representation of inverse Laplacian, (−∆)−1.

The representation of (−∆)−1 is found from

(a) starting from the assumption that any lattice function in space-time,

f(x̂), can be represented by Fourier series in momentum-k−space, (3-

dimensions for Coulomb gauge)

f(x̂) =
1

N1N2N3

N−1∑
k̂=0

f(k̂)e−i 2π
N

x̂k̂.

When we operate (−∆) on f(x̂), I obtain

−∆f(x̂) = 1

N1N2N3

N−1∑
k̂=0

(k̂21 + k̂22 + k̂23)f(k̂)e
−i 2π

N
x̂k̂. (E.31)

That means (−∆) can be represented as k̂2, therefore (−∆)−1 should be

represented as 1

k̂2
,

(b) When applying (−∆)−1 to the field f(x̂), it should be represented by the

formula,

(−∆)−1f(x̂) =
1

N1N2N3

N−1∑
k̂=0

f(k̂)

(k̂21 + k̂22 + k̂23) +
1
N2

e−i 2π
N

x̂k̂. (E.32)

Eq. (E.32) is able to implemented by 3-dimensional-Fast-Fourier from

complex to real numbers. In summary,

(−∆)−1 → F−1 1

p2
F

where F is Fourier Transform.
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3. computing (M(−∆)−1M)ϕ(x) = {δace−i2πk⃗·x⃗} by

(a) let Mϕ(x)⇒Mxyϕ(y) = φ(x)

(b) then (−∆)−1φ(x)⇒ (−∆)−1φ(x) ≡ ξ(x)

(c) then we operate with Faddeev-Popov operator again,

Mxyξ(y) ≡ η(y) = δace−ik⃗·x⃗

ϕa(x) = η−1(y)δace−ik⃗·y⃗ (E.33)

4. Made the Fourier transform of ϕa(x) = ⟨M−1[U ](−∆)M−1[U ]⟩:

V̂Coul(k̂) =
−1
4Nd

g2d−4
0

3∑
a=1

Nd∑
x̂,ŷ

⟨M−1[U ](−∆)M−1[U ]⟩ exp(−i 2π
Nd

p̄ · (x̄− ȳ))

V̂Coul(k̂) =
−1

4N1N2N3

g2d−4
0

3∑
a=1

∑
x̂

ϕa(x)e−ik̂·x̂

=
−1

4N1N2N3

4

β

3∑
a=1

∑
x̂

ϕa(x)e−ik̂·x̂

V̂Coul(k̂) =
−1

N1N2N3

1

β

3∑
a=1

∑
x̂

ϕa(x)e−ik̂·x̂ (E.34)

Eq. (E.34) is used in case of d = 3 (spatial dimensions), and β = 4
g20

(bare

coupling constant for SU(2)).



APPENDIX F

LATTICE ALGORITHM

F.1 Heatbath algorithm : pseudocode

//INPUT: - Sum of neighbouring matrices V for the local variable U

coupling constant beta

//OUTPUT: -A SU(2) matrix U distributed w.r.t. Gibb’s measure

k = sqrt(det(V)); V1 = V / k;

k1 = k * beta;

for(;;)

{

z = ran(exp(-2*k1),1); // uniform distribution

b0 = 1 + log (z)/k1;

rho = sqrt{1 - b0 * b0 };

r = ran(0,1); // uniform distribution

if (r< rho) break;

}

phi = ran(0, 2*Pi); // uniform distribution

t = ran(-1, 1); // uniform distribution

u = rho * sqrt{ 1- t*t}

b1 = u * cos(phi);

b2 = u * sin(phi);

b3 = rho * t;

U1 = SU2(b0,b1,b2,b3);

U = U1 * inverse(V1);
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F.2 Relaxation

From the gauge transformation U g
µ(x) = g(x+ µ̂)Uµ(x)g

†(x), an element g(x)

of SU(2) group can attribute in the gauge transformation at site x by

U g
µ(x, t) = Uµ(x, t)g

†(x)

U g
µ(x− k̂, t) = g(x, t)Uk(x− k̂, t).

We want to find g(x) which can minimize the functional Eq. (3.43) at fixed t0

time-slice. By considering the attributing of g(x, t) into lattice, the best choice is

computed from the following procedure:

F t[g] =
∑
x

3∑
i=1

1

2
tr[1− U g

i (x, t)]

=
∑
x

3∑
i=1

1

2
tr[1− g(x+ î)Ui(x, t)g

†(x)],

F t[g] = const− 1

2

∑
x

tr

{ 3∑
i=1

g(x+ î)Ui(x, t)g
†(x)

+
3∑

i=1

g(x)Ui(x− î, t)g†(x− î, t)
}
,

F t[g] = const− 1

2

∑
x

Re tr

{ 3∑
i=1

(
g(x+ î)Ui(x, t))

†

+ Ui(x− î, t)g†(x− î, t)
)}
g(x, t),

F t[g] = const− 1

2

∑
x

Re tr

{[ 3∑
i=1

(g(x+ i, t)Ui(x, t))
†

+ (Ui(x− i, t)g†(x− i, t))
]}

,

F t[g] = const− 1

2

∑
x

Re tr

{
g(x, t)︸ ︷︷ ︸

̸=I

[ 3∑
i=1

(
g(x+ i, t)︸ ︷︷ ︸

=1

Ui(x, t))
†

+ (Ui(x− i, t) g†(x− i, t)︸ ︷︷ ︸
=I

)]}
,
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F t[g] = const− 1

2

∑
x

Re tr

{
g(x, t)

[ 3∑
i=1

(
U †
i (x, t) + Ui(x− i, t)

)]
︸ ︷︷ ︸

Let it be V (x,t).

}
,

= const− 1

2

∑
x

Re tr g(x, t)V (x, t).

The solution comes from g(x, t)V (x, t) ∼ I, therefore,

g(x, t) =
V †(x, t)√
detV (x, t)

,

where

V (x, t) =
3∑

k=1

{
U †
k(x, t) + Uk(x− k, t)

}
.

F.2.1 Overrelaxation

In gauge transformation, U g
µ(x) = g(x+ µ̂)Uµ(x)g

†(x), the g(x) ∈ SU(2) can

be approximated as

g(x) ≈ I

g(x) = exp

{
iθa(x)

σa

2

}
= cosθ(x)I+ iθ̂k(x)σk(x) sin θ.

The overrelaxation in Sec. 3.4.1 is implemented by set α = 1.75. Therefore,

gα(x) = exp

{
iαθa(x)

σa

2

}
= cosθ(x)I + iαθkσk(x) sin θ(x)

To accelerate the relaxation process, we can modify g(x) when F g
t (x) < 10−3
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by starting the following procedure:

if (a0 < 0), g(x) = −g(x),

a1 ← a1 · α,

a2 ← a2 · α,

a3 ← a3 · α,

g(x)⇐ g(x)√
detg(x)

.

These can accelerate the decreasing of F g
t [g(x)], and avoid the critical slowing down.

F.2.2 Flip trick

We use the flip trick by monitoring the gauge functional value from Eq.

(3.43). Because we want to minimize, when F g
t [g(x)] > 0, we implement the an-

tiperiodic condition g(x+ Lν̂) = −g(x), by for all time slice t

if
∑
x

Re trU0(t, x) > 0,

then U0(t, x) = −U0(t, x) for all x,

and at the fixed t time slice

if
∑

xj ,xk ̸=xi

Re trUi(t, xi, xj, xk) > 0,

then Ui(t, xi, xj, xk) = −Ui(t, xi, xj, xk) for all t = 0, ..., N0 − 1,

F.3 Conjugate gradient method

The conjugate gradient method we use in this thesis is used for solving the

inverse problem for ghost field ϕ⃗ from

Mϕ⃗(x) = ψ⃗(x) (F.1)
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where ψ⃗(x) is a plane wave ψ⃗c(x) = {δac exp(2πik̂ · x)}. The algorithm we got from

the good lecture script by J.R. Shewchuk (Shewchuk, 1994). The Eq. (F.1) can be

deposited along color index as

Mx⃗ = b⃗

where b⃗ is the know vector andM is the known (operator), which is positive-definite

matrix. We give the algorithm without proof. The principle of this algorithm is to

finding a vector x⃗ that minimizes the function

f(x⃗) =
1

2
x⃗TMx⃗− b⃗T x⃗+ c.

Then we construct d⃗(i) denoting the direction of decent and r⃗(i) is the residual

r⃗(i) = b⃗(i) −Mx⃗(i) at the i
th iteration.

We Start the computing d⃗(0) and r⃗(0) from

d⃗(0) = r⃗(0) = b⃗−Mx⃗(0),

by choosing any initial guess x⃗(0). The recursive procedure runs as follows:

1. compute

α(i) =
r⃗T(i) · r⃗(i)
d⃗T(i)Md⃗(i)

,

2. recompute the residual r⃗ and the vector x⃗

r⃗(i+1) = r⃗(i) − α(i)Md⃗(i),

x⃗(i+1) = x⃗(i) + α(i)d⃗(i),

3. compute

β(i) =
r⃗T(i+1) · r⃗(i+1)

r⃗T(i) · r⃗(i)
,

4. recompute the direction of decent

d⃗(i+1) = r⃗(i+1) − β(i)d⃗(i).
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The iteration is stopped when the norm of the residual is below than a given

small constant number ϵ:

r⃗T(i) · r⃗(i) < ϵ.

The vector x⃗ is solved by projecting matrix M back as the numerical estimate of

M−1⃗b.

F.4 Preconditioned conjugate gradient method

Even the conjugate gradient (CG) can be used to solve Mϕ⃗(x) = ψ⃗(x), but

it takes the very long time to compute. The speed of convergence rate depends on

the condition number which is the ratio of largest to lowest eigenvalue of operator

M . There are many kind of precondition CG. The method we use in our work is

developed by (Sternbeck et al., 2005) by instead of solving Mϕ⃗(x) = ψ⃗(x) we can

solve another form of equation

[M∆−1](∆ϕ⃗) = ψ⃗.

Running the procedure in this way, the condition number is reduced.

This kind of preconditioned CG algorithm (PCG) has algorithm as follows:

initialize:

r⃗(0) = ϕ⃗(i) −Mϕ⃗(0), p⃗(0) = ∆−1r⃗(0)

γ(0) = (p⃗(0), r⃗(0)),
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implement the loop in problem: k = 0, 1, ...

z⃗(k) =Mp⃗(k) α(k) = γ(k)/(z⃗(k), p⃗(k))

ϕ⃗(k+1) = ϕ⃗(k) + α(k)p⃗(k),

r⃗(k+1) = r⃗(k) − α(k)z⃗(k),

z⃗(k+1) = ∆−1r⃗(k+1),

γ(k+1) = (z⃗(k+1), r⃗(k+1))

if (γ(k+1) < ϵ) exit the loop (F.2)

update p⃗(k+1) = z⃗(k+1) +
γ(k+1)

γ(k)
p⃗(k)

finish the loop.

Here (·, ·) is the scalar product, and ∆−1 is perform by ∆−1 = F−1p−2F where F

is fast Fourier transformation.
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Coulomb gauge ghost propagator and the Coulomb potential Markus Quandt

1. Introduction

Yang–Mills theory in the Coulomb gauge has recently drawn a renewed attention, both in the

continuum [1, 2, 3] and on the lattice [5, 4, 6, 7, 8]. This is mainly due to the fact that Gauß’

law can be resolved explicitly in this gauge, which allows for a neat Hamiltonian formulation with

the transversal part of the remaining vector potential A⊥ as the only physical degree of freedom.

Much of the intuition and techniques from ordinary quantum mechanics can thus be carried over

to the YM case. In particular, recent variational approaches in the Schrödinger picture, based

on the notion of a weakly interacting constitutent gluon and the Gribov–Zwanziger confinement

scenario [12], proved to be very successfull [3]; similar calculations are presently carried out in the

renormalisation flow approach.

All these continuum formulations, in one way or the other, give rise to relations between low-

order Green functions of the constituent gluon A and the Faddeev–Popov ghosts. It is therefore

important to obtain non-perturbative information on such correlators from the lattice. Careful stud-

ies of the equal–times gluon propagator, for instance, reveal strong scaling violations and a UV

behaviour at odds with simple dimensional arguments [5, 7, 6]. These surprising results reflect the

renormalisation problems for instantaneous correlators in the continuum. One possible explana-

tion of the lattice findings [9] is based on the idea that the residual gauge freedom left over by the

Coulomb condition must be fixed in such a way that it resembles the Hamiltonian formulation as

closely as possible.1 A careful study of the energy dependence of the gluon propagator then allows

to manipulate the data such that perfect scaling is observed even on finite lattices.

For the confinement scenario layed out by Gribov and Zwanziger[12], the more important cor-

relators are, of course, the ghost propagator and, in particular, the Coulomb potential. Furthermore,

the ghost form factor has been shown to represent the inverse of the colour dielectric function of the

Yang–Mills vaccum [13], and is therefore of direct physical relevance. Initial studies of the ghost

and Coulomb propagator for the gauge group G = SU(2) with simple Coulomb and no residual

gauge fixing [5] found no scaling violations at low momenta, but had inconclusive results about the

Coulomb string tension in the deep infrared. Moreover, these results were partially at odds with

more careful SU(3) studies using a residual gauge fixing different from ours [11], which featured

a peculiar saddle-like behaviour in the Coulomb potential at low momenta. In the present talk, I

will report about recent SU(2) calculations of ghost form factors and the Coulomb potential, using

exactly the same gauge fixing techniques which proved essential for the resolution of the scaling

violations in the gluon propagator.

2. Gauge Fixing

Our gauge fixing procedure employs both simulated annealing and the microcanonical flip

procedure layed out in [7] as a preconditioning with subsequent (over)relaxation to complete the

gauge fixing within machine precision. To reduce the Gribov noise and bring the lattice configs

closer to the fundamental modular region, we perform up to 40 restarts with random gauge transfor-

mations as starting points, and take the copy with the best minimum of the gauge fixing functional.

While this procedure proved to be important for the correct extraction of the gluon propagator in

1For the first-order formalism in the continuum, renormalisability has been proven algebraically [10].
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Figure 1: Left panel: Energy dependence of the A0–propagator D00(p, p0) after improved Coulomb and

resiudal gauge fixing, for various spatial momenta |p|. Right panel: The equal-times A0–propagator

D00(p,t = 0) as a function of the spatial momentum |p|.

the deep infrared [7], the ghost correlators exhibit a much weeker dependence on the quality of

gauge fixing. This can be clearly seen in the left panel of fig. 2: The value of the ghost propagator

at the lowest diagonal momentum p̂= (1,1,1) is only very slightly suppressed as the number n of

Gribov restarts is increased, and the optimum is already reached for n as low as n ≈ 2..3. All this

is in constrast to the corresponding findings for the gluon propagator, where a 20% effect was seen

that required up to n= 40 for saturation.

The second important ingredient is the residual gauge fixing. To make contact with the Hamil-

tonian approach in Weyl gauge, we would like to put the spatial average u(t) = L−3 ∑xU0(t,x)

to unity. However, periodic boundary conditions only allow us to make u(t) time-independent,

u(t) ≡ U0 = const. In the infinite volume limit (and in praxis also for L ≥ 32), U0 approaches

unity. Although this only enforces ∂0U0 = 0 on the spatial average, the A0–propagator is, within

statistical errors, independent of energy (see left panel of fig. 1). In the right panel of fig. 1, we thus

plot only the instantaneous A0–propagator which is strongly enhanced in the infrared. This result

will be related to the Coulomb potential below.

3. Results

The right panel of figure 2 shows our results for the ghost propagator and its form factor,

G(p) = 〈 c̄(−p)c(p)〉= L−3 ∑
x

eipx 〈M(x,0)−1 〉 ≡
d(|p|)

p2
(3.1)

where M ≡ (−∇D) is the Faddeev–Popov operator and the ghost form factor d(p) measures the

deviation from the perturbative result. The form factor is infrared enhanced, which agrees with the

horizon condition d−1
(0) = 0 necessary in the Zwanziger confinement criterion [12]. Our infrared

exponent κ ≈ 0.22 for the divergence d(p)∼ 1/(p2
)

κ is slightly smaller than the one obtained with

naive gauge fixing [5], but agrees well with recent improved studies in SU(3) [11].

Even more directly related to the confinement problem is the so-called Coulomb potential Vc,

i.e. the response of the gluon vacuum to static colour charges. Since the constituent gluon A and

its wave functional are gauge-dependent, Vc is not directly the physical potential between static

3
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Figure 2: Left panel: The ghost propagator at the lowest diagonal momentum p̂= (1,1,1) as a function of

the number of Gribov copies considered in the Coulomb gauge fixing. (Note the scale on the y–axis.) Right

panel: The ghost form factor d(p) as a function of the spatial momentum |p|.

quarks (as extracted from Wilson loops or Polyakov lines), but an upper bound, Vc(r) ≥
4
3
V (r).

This implies that there is no confinement without Coulomb confinement [12], but a linear Coulomb

potential may persist even in the deconfined phase.

Formally, Vc(r) can be computed in one of two equivalent ways,

Vc(|x−y|) = 〈A0(t,x)A0(t,y)〉 = g2 〈
(

M
−1 ·∆ ·M−1

)

x,y
〉 . (3.2)

The formal equivalence of these two expressions can be shown in the first order formalism upon

explicitly resolving Gauß’ law [10, 14]. This leaves possible renormalisation issues aside and

the lessons learned from the scaling violations in the gluon propagator indicate that some caution

is required when connecting bare instantaneous correlators. Of course, the A0–propagator is nu-

merically much simpler than the complicated Coulomb kernel involving two inversions of the FP

operator.

The strong Ward identities in Coulomb gauge [10] imply that the special combination in mo-

mentum space

p2Vc(p)∼ g
2
(p) (3.3)

is a renormalisation group invariant which can be taken as a definition of the running coupling con-

stant. Simulations with different β should thus fall on top of each other without further multiplica-

tive renormalisation. We have tested this conjecture for numerous values of β on relatively small

164 lattices. (On 324 lattices, we have only been able to complete the analysis of the complicated

Coulomb kernel for a single value of β ). The β–invariance was much better for the A0–correlator,

whileVc constructed from the Coulomb kernel still showed noticable scaling violations. At present,

it is not known whether these deviations are pure numerical or finite volume effects, or if they have

any more significant meaning. (Similar observations were made in ref. [11]). Simulations with

improved statistics on larger lattices have to be conducted to resolve this issue.

Finally, the most direct approach to the confinement issue is given by the expression

p4Vc(p) . (3.4)
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Figure 3: Left panel: The combination p4Vc(|p|) with the Coulomb potential Vc extracted from the A0–

propagatorD00(p,t = 0). Right panel: The same quantity, with Vc extracted from the Coulomb kernel.

From the Fourier transformation of a linear potential, Vc(r) = σc r, it is readily seen that

p4Vc(p) → 8πσc , |p| → 0 .

The Coulomb string tension σc is an upper bound for the real string tension σ extracted from

Wilson loops. Previous and current lattice studies are inconclusive as to whether σc = σ , since the

approach to |p| → 0 is not as uniform as expected: Early simulations without improved/residual

gauge fixing saw a slight but noticeable rise in the quantity (3.4) below |p| ≈ 1GeV, which seemed

compatible with σc/σ anywhere in the range 1 . . .3. More recent computation for the gauge group

G = SU(3) prefer a value σc/σ ≈ 1.6, but the extrapolation to zero momentum is again uncertain

due to a peculiar "bump" in the quantity (3.4) at momenta between 0.1 . . .1GeV.

Our result on a V = 324 lattice in figure 3 using all improved gauge fixing techniques give

reliable results (for cylinder cut momenta) only down to |p| ' 0.5GeV. In this range, the results for

(3.4) are compatible withVc computed either from the A0–propagator or from the Coulomb kernel.

The latter result show a more pronounced plateau at the smallest momenta, which is reminiscent

of the slight rise observed in [5]. However, the numerical data can equally well be fitted with

a constant. (Vc from the A0–propagator is compatible with the Coulomb kernel results within

statistical errors). For both definitions of Vc, we do not see the "bump" reported for SU(3) in

ref. [11]. While the approach to a constant seems promising, better statistics and larger lattices are

required for a reliable extrapolation of σc/σ .

4. Conclusion

The computation of ghost correlators and the Coulomb potential in G = SU(2) show qualita-

tive agreement with continuum calculations in the variational approach [2, 3]. The scaling viola-

tions observed previously for the equal-times gluon propagator D(p) have no counter part in the

ghost correlators studied here. In particular, the dependence on the Gribov noise and the details of

the improved gauge fixing are negligable. Likewise, the residual gauge fixing, which is essential

for the resolution of the scaling violations in D(p), seems to have little or no influence on the ghost

propagator or Coulomb potential, even when the latter is extracted from the the A0–propagator.
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Our residual gauge fixing removes the energy dependence on A0 not only in the spatial aver-

age, but effectively for arbitrary A0–correlators. There is thus no issue with renormalisation and

the results for the instantaneous A0–correlators resemble the ones with unfixed residual symmetry.

(Similar observations are made for the ghost propagator and the Coulomb potential as extracted

from the Coulomb kernel.) It is therefore not surprising that our findings agree with other calcula-

tions, even if these fixed the Coulomb gauge naively, or left the residual symmetry unfixed.

The statistics in the deep infrared are not sufficient to make reliable quantitative extrapolations

for the Coulomb string tension σc, or the Coulomb form factor f (p) whose infrared behaviour is

an important ingredient in the variational approaches [2, 3]. We intend to improve on this and

accumulate data for 324 lattices with various β , and A0–correlators on even larger lattices. These

results will be published in a forthcoming paper.
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1. Introduction

Yang-Mills theory in the Coulomb gauge has recently drawn a renewed attention, both in the

continuum [1, 2] and on the lattice [4, 5, 6]. In the continuum at least, this interest is mostly due

to the remarkable fact that Gauß’ law can be resolved explicitly in Coulomb gauge, which gives

the remaining vector potential A a very intuitive notion similar to electrodynamics [8]. Recent

variational approaches in the Schrödinger picture even support the idea of a constituent gluon [1, 2],

which is almost non-interacting in the infrared and thus completely determined by its dispersion

relation ω(p), i.e. the (inverse) equal-time gluon propagator D(p) =
1
2
ω(p)−1.

The obvious drawback of the Coulomb gauge is thatmanifest Lorentz invariance is lost at inter-

mediate stages; it may only be recovered at the end of the calculation. Perturbatively, this problem

is reflected in the (tree-level) propagators of some fundamental fields, which are instantaneous in

time so that many loop integrands are independent of the temporal loop momentum component

k0. Such integrals are notoriously difficult to regulate with conventional techniques, though they

are believed to cancel in the full theory [8]. Still, the issue of renormalisation in Coulomb gauge

remains cumbersome, even at the one-loop level [9].

Similar problems arise on the lattice as well. While initial studies of the gluon propagator

in Coulomb gauge displayed almost perfect scaling [4, 5], recent studies using improved gf. tech-

niques indicate that the quality of gauge fixing has a significant impact on Green functions; in

particular, substantial scaling violations may result [6]. The same conclusion has been drawn ear-

lier in Landau gauge, where careful gauge fixing may alter the infrared behaviour of the propagator

quantitatively by as much as 20 % [7].

Even more severe descrepancies arise in the comparision of early lattice results with the vari-

ational approach mentioned above. While both methods show good agreement in D= 2+1, their

results in D= 3+1 differ qualitatively, both in the infra-red and the ulta-violet:

IR UV

lattice [4, 5] D(p)→ const D(p)∼ |p|−
3
2

variation [1] D(p)→ 0 D(p)∼ |p|−1

All these findings emphasise the need for a thorough corroboration of lattice results in Coulomb

gauge, in particular with regard to the quality of gauge fixing. In the present talk, I will present

the first results in this program, viz. the equal time gluon propagator in D = 2+ 1 and D = 3+ 1.

Further studies on the ghost propagator and the Coulomb form factor are currently underway and

will be presented elsewhere.

The plan of this talk is as follows: In the next section, I will briefly discuss our gf. techniques

and demonstrate that they are effective in reducing the Gribov problem which is at the heart of

most gf. issues. Section three presents our findings for the gluon propagator. Some of this data

is still preliminary, and so is the quantitative analysis, but our results so far imply both scaling

violations in the UV and a significant suppression in the IR. The last point improves the qualitative

agreement with variational studies, although the quantiative agreement is still unsatisfactory. In the

last section, I will conclude with a brief summary and outlook.
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2. Gauge fixing techniques

Coulomb gauge on the lattice can be defined as the maximisation of the functional1

Ft [U ]≡
1

3V3
tr∑

x

3

∑
i=1

1

2
trUi(x, t)

!
= max , V3 ≡

3

∏
i=1

Ni . (2.1)

Here, Uµ(x) are the link variables, the sum over x runs over all sites in a fixed time-slice t = const

and the maximisation is along the gauge orbit, i.e. with respect to all gauge rotations Ω(x, t) of the

link fieldUµ(x). As indicated, the Coulomb condition Ft
!
= max can be implemented at each time-

slice t independently. This leaves a residual invariance of space-independent but time dependent

gauge transformations Ω(t), i.e. a global gauge rotation in every time slice.

For the equal-time gluon propagator2

D(p)∼

∫

d3xeip·(x−y)
3

∑
i=1

3

∑
c=1

〈Ac
i (x, t)A

c
i (y, t)〉 = |p|−1+O(h̄) (2.2)

the residual gauge fixing is irrelevant and it is sufficient to fix only the time slice in which the

measurement is taken. This is no longer true for other correlators such as the A0−A0 propagator

related to the static Coulomb potential. Moreover, recent perturbative studies [9] indicate that

possible scaling violations in D(p)may be attributed to the loss of covariance at equal times; it will

then be necessary to consider the full gluon propagator at all (unequal) times, and Coulomb gauge

fixing at all time slices must be augmented by a suitable choice for the residual symmetry.

The Gribov problem, which is at the heart of most g.f. issues, can be expressed as the fact

that (2.1) has many local maxima which may, however, give inequivalent contributions to non-

gauge invariant quantities such as the Green functions. Uniqueness can be enforced by searching

for the global maximum of (2.1), an NP-hard problem. Our strategy to reduce the influence of

Gribov copies is to prepend the standard (over)relaxation algorithm by an initial preconditioning

step combined with multipleGribov repetitions from random starts. This method is a less expensive

substitute for full simulated annealing and works well for small to medium size volumina up to

V ≈ 364.

2.1 Preconditioning

The periodic boundary conditions on the lattice allow for a somewhat larger symmetry than

just the periodic local gauge rotations. This is well-known from the SU(2) lattice center symmtry:

In this case, one multiplies all links U0(t,x) pointing out of a fixed time-slice
3 t = const by (−1).

This construction flips the sign of all Polyakov lines, but it leaves all plaquettes (and thus the action)

invariant; it is therefore a genuine symmetry of the system. In Landau gauge, one can generalise

this construction to all four directions, giving a total of 24 possible combinations of flips [7].

1For simplicity, we work exclusively with the colour group G = SU(2).
2Gauge potentials are extracted from the link variables in the usual fashion via an O(a2) improvement of the basic

formula Aµ =
1
2a

[

Uµ (x)−U
†
µ (x)

]

.

3The actual location of the time slice t is irrelevant, since a center flip at a different time-slice t ′ can be decomposed

into a flip at t followed by a strictly local, periodic gauge transformation.
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Figure 1: The equal-time gluon propagator at the smallest non-zero lattice momentum, measured as a

function of the number N of Gribov repetitions. Data was collected on a 244 lattice with β = 2.15 (left) and

β = 2.20 (right); a total of 200 thermalised configuration were analysed for each data point.

In the Coulomb case, the gauge fixing is carried out in a fixed 3D time-slice, i.e. the flips are

only carried out in spatial directions, and only the 2D sub-planes perpendicular to a given direction

(at fixed t) are flipped. The preconditioning consist of trying all 23 twists to maximise Ft [U ] prior to

the acutal relaxation step. This can be viewed as a non-local update representing a large symmetry

transformation that no local relaxation algorithm is likely to find. Flips can also be interspersed at

any time during relaxation, although they are most efficient early on, when the algorithm has not

yet converged onto a target maximum.4

2.2 Multiple Gribov repetitions

The gf. sequence consisting of preconditioning, relaxation and overrelaxation can be repeated

multiple times with random starting points. This inspects different regions of the search space and

converges to distinct Gribov copies. What makes this repetition effective is that a relatively small

number N of copies gives a large increase in the gf. functional, while subsequent repetitions beyond

a certain plateau point do not give any substantial improvement within reasonable computation

time.

This can be seen in figure 1, which plots the equal-time Gluon propagator D(p) at the smallest

non-zero lattice momentum, as a function of the number N of Gribov repetitions. The net effect of

the improved gauge fixing is generally to suppress D(pmin). Even for N as small as N = 2, . . . ,5,

the corrections are in the range of 10%. Further copies give smaller corrections; it is then a matter

of experiment to find the optimal tradeoff between CPU time and gf. quality. The optimal N will

depend quite sensitively on the lattice size and other simulation parameters. In fig. 1 one can see

the plateau setting in rather quickly, while our largest lattices (V = 364) required up to N = 30

repetitions.

4The (over)relaxation algorithm is iterated until the local gf. violation, i.e. the (maximal norm at all sites x of the)

local gradient of (2.1) is smaller than 10−13.
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3. Results

3.1 D= 2+1

In this case, our findings in fig. 2 are in fair agreement to previous lattice calculations [4, 5].

Our improved gauge fixing scheme has again the tendency to suppress the gluon propagator in the

infra-red, but since D(|p|)→ 0 at small |p| even without gf. improvment, the qualitative behaviour

of the gluon propagator is unchanged.

In the UV, we observe scaling in the sense that the various propagator curves for different

values of the coupling β can be multiplied by a momentum-independent factor Z(β ) such that all

curves coalesce to a single line. There is a tendency for the scaling to be less perfect than without

the gf. improvement, but this is well below the error bars of our numerical simulation.

Quantitatively, the suppression of the gluon propagator in the infra-red is as large as 10% –

15%. To fit the curve in the deep IR and UV region, we have placed two cuts on the data. In the

IR, a power ansatz yields

D(|p|) = |p|α · (c1+ c2|p|
2
+ · · ·) , α ≈ 0.85(10). (3.1)

Since the curve flattens towards the maximum, the exponent α is somewhat depending on the exact

location of the IR cut. At Λ = 0.5GeV, we have α = 0.81, while it increases to the above value

α = 0.85 for Λ = 0.4GeV. With our present lattice sizes, we cannot go much lower with the IR

cut, but the present trend does certainly not rule out the value α = 1 preferred by Hamiltonian

approaches [1].

In the ultra-violet, a power-law decay

D(|p|)∼ |p|−γ
, γ ≈ 1.5(1) (3.2)

is possible, but the exact value of the exponent γ depends quite sensitively on the location of the

UV cut. A double-logarithmic plot in the deep UV is not a straight line at large momenta, which

points to sizeable logarithmic corrections. In fact, an ad-hoc ansatz

D(p)∼
1

|p| · ln |p|δ

with δ ≈ 0.51 can fit the data equally well. The conclusion is that our present data does not contain

large enough momenta to distinguish between a logarithmic or a power-like behaviour in the UV.

3.2 D= 3+1

The left panel of fig. 3 shows the results for the largest lattice that we considered. The improved

gf. scheme is now seen to make a qualitative difference, both in the IR and the UV.

At low momenta, the propagator is clearly suppressed as compared to less intricate gf. proce-

dures. The power-law fit explained in the last subsection reveals a IR exponent of

α ≈ 0.24(12) ,

again with significant variations as the IR cut on the data is changed. However, a value α = 0, i.e. a

gluon propagator going to a constant as p→ 0 [4, 5] seems much more unlikely than the vanishing
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Figure 2: The renormalised equal-time gluon propagator for various couplings and lattice sizes. For the

significance of the two data cuts, see the main text.

D(0) = 0 predicted by variational calculations [1]. On the other hand, the comparision with the

D = 2+ 1 case indicates that much smaller momenta must be sampled to rule out one or the other

option.

In the UV, the most striking difference to previous lattice results is the absence of perfect

scaling, i.e. the gluon propagator does not seem to be multiplicatively renormalisable. This can be

clearly seen in the logarithmic plot in the right panel of fig. 3. In a multiplicatively renormalisable

situation, we would expect the curves for all couplings β to have the same slope at large momenta

– which is clearly not the case.

One can now proceed and renormalise anyway such that a common curve can be observed in

one p-region or the other (the right panel of fig. 3 has been renormalised to fit well in the IR). In

particular, one could try to fit the deep UV region, at the expense of sacrificing a common curve in

the IR. From such a fit, it is even possible to extract a power-like behaviour

D(p)∼ |p|−α
, α = 1.57 .

which is in fair agreement with ref. [4]. Our present data, however, does not warrant such a pro-

cedure. In particular, an ad-hoc logarithmic ansatz as in the last subsection would work equally

well. To summarize, the scaling violations displayed by our improved gf. scheme are so severe

that any attempt to extract a consistent UV behaviour from a multiplicative renormalisation seems

ill-adviced.

Comparable problems with renormalisation were also found in other studies employing im-

proved gf. schemes. Continuum perturbation theory [9] attributes the scaling violations to the

instantaneous nature of the propagator considered here.

4. Summary and conclusions

In this talk, I have presented first results for the equal-time gluon propagator measured in an
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Figure 3: Left panel: The equal-time gluon propagator for various values of the coupling constant. The

gauge fixing includes preconditioning and a minimum of 30 Gribov repetitions for each measurement; mul-

tiplicative renormalisation focused on the IR data. Right panel: The same data in a logarithmic plot.

improved Coulomb gauge fixing scheme. The general observation is a significant suppression of

the propagator in the infrared, and a loss of scaling at very large momenta. Although the numerics

is not fully compelling, the IR data points to D(0) = 0 as a likely scenario even for D= 3+1. The

failure of multiplicative renormalisation in the UV has also been observed in other studies treating

Coulomb gauge with improved gf. techniques; in perturbation theory, this failure can presumable

be attributed to a loss of covariance for the equal-time propagator.

To make the present numbers more convincing, we have to go to smaller momenta, which may

involve a simulated annealing step in the gf. pipeline. To get a handle on the scaling issue, it would

also be interesting to study the gluon propagator at non-equal times, using a complete gauge fixing

that also destroys the residual symmetry in Coulomb gauge. Further investigations involve the

ghost propagator and the Coulomb form factor, which are of immediate relevance for the physics

of the gauge system. These studies are currently underway and will be presented elsewhere.
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