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CHAPTER I

INTRODUCTION

Mathematical modelling is the basis for analyzing physical phenomena.

Many mathematical models are represented by partial differential equations. The

equivalence problem is one of the important problems of partial differential equa-

tions. Two differential equations are said to be equivalent, if there exists an

invertible transformation which transforms one equation into the other. The lin-

earization problem is a particular case of the equivalence problem. In this problem

one of equations is a linear equation.

S. Lie (1883) was the first to study the linearization problem of a second-

order ordinary differential equation. He found that an equation y′′ = F (x, y, y′) is

linearizable if and only if it has the form

y′′ + a1y
′ 3 + 3a2y

′ 2 + 3a3y
′ + a4 = 0, (1.1)

and the coefficients ai(x, y), (i = 1, 2, 3, 4) satisfy conditions

L1 = a2xx − 2a3xy + 3a4yy − 6a1xa4 + a2xa3 + 3a2ya4 − 2a3ya3 − 3a4xa1

+3a4ya2 = 0

L2 = 3a1xx − 2a2xy + a3yy − 3a1xa3 + a1ya4 + 2a2xa2 − 3a3xa1 − a3ya2

+6a4ya1 = 0.

Liouville (1889), investigated the invariants of equation (1.1). He found

relative invariants of equation (1.1) with respect to a change of the independent
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and dependent variables:

v5 = L2(L1L2x − L2L1x) + L1(L2L1y − L1L2y)− a1L
3
1 + 3a2L

2
1L2 − 3a3L1L

2
2

+a4L
3
2,

w1 = L−4
1 (−L3

1Π12L1 − Π11L2) + R1(L
2
1)t − L2

1R1t + L1R1(a3L1 − a4L2)),

where

R1 = L1L2t − L2L1t + a2L
2
1 − 2a3L1L2 + a4L

2
2,

Π11 = 2(a2
3 − a2a4) + a3t − a4y,

Π12 = a2a3 − a1a4 + a2t − a3y.

If we have v5 = 0 or w1 = 0, then v5 or w1 is not changed.

Tresse (1896) applied the Lie approach for finding invariants of equation

(1.1) with respect to point transformations. He found the complete set of in-

variants for equation (1.1). Cartan (1924) used a differential geometry approach

for solving the linearization problem of equation (1.1). The linearization of third

order differential equations by point and contact transformations was studied by

Chern (1940), Grebot (1996), Ibragimov and Meleshko (2005), and Petitot and

Neut (2002).

In this thesis, parabolic partial differential equations with two independent

variables are studied. There are number of publications which are related to the

subject of the thesis. Lie (1881) applied group analysis for solving the linear

heat equation ut = kuxx. Ovsiannikov (1959) studied the nonlinear heat equation

ut = (k(u)ux)x.

Lie (1881) classified linear parabolic partial differential equations with re-

spect to admitted Lie groups. He found canonical forms of all linear second-order

partial differential equations

uxx = ut + Hu, (1.2)

where H = H(t, x). For arbitrary H(t, x) the symmetry Lie algebra is infinite
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dimensional and is spanned by

X0 = u
∂

∂u
, X∞ = z0(t, x)

∂

∂u
,

where z0(t, x) is any solution of equation (1.2). The algebra is extended in the

following cases:

H = 0, X1 = ∂
∂x

, X2 = 2t ∂
∂x

+ xu ∂
∂u

,

X3 = xt ∂
∂x

+ t2 ∂
∂t

+ (1
4
x2 − 1

2
t)u ∂

∂u
,

H = H(x), X1 = ∂
∂t

,

H = k
x2 , k 6= 0, X1 = ∂

∂t
, X2 = x ∂

∂x
+ 2t ∂

∂t
,

X3 = xt ∂
∂x

+ t2 ∂
∂t

+ (1
4
x2 + 1

2
t)u ∂

∂u
.

Ibragimov (2002) found semi-invariants (up to second-order) for a linear

parabolic partial differential equation under an action of the equivalence group of

point transformations which transform a linear partial differental equation

ut + a(t, x)uxx + b(t, x)ux + c(t, x)u = 0, a(t, x) 6= 0 (1.3)

into an equation of the same form. He showed that equation (1.3) has the following

semi-invariants (up to second order)

a, at, ax, att, atx, axx, K,

where

K = 2cxa
2 − bta− bxxa

2 − bxba + bxaxa +
1

2
b2ax + bat + baxxa− ba2

x.

Johnpillai and Mahomed (2002) showed that there are no first, second, third

and fourth order invariants other than constants and they obtained the relative
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invariant of fifth-order for equation (1.3):

λ =4a (2aKxx − 5axKx)− 12K (aaxx − 2a2
x) + ax (4aatt − 9a4

x)

− 12atax (at + 2a2
x) + 4a (3at + 6a2

x − 5aaxx)atx

+ 2aax (16ataxx − 12aa2
xx + 15a2

xaxx)− 4a2attx − 12a2axatxx

− 4a2axxx (2at − 4aaxx + 3a2
x) + 8a3atxxx − 4a4axxxxx (1.4)

(see the detail in Chapter V). Morozov (2003) found invariants of contact transfor-

mations of equation (1.3). There are also examples of linearization of the nonlinear

heat equation by contact transformations (see the discussion in Morozov (2003),

page 110).

Part of the thesis is devoted to finding differential invariants of a linear

second-order parabolic partial differential equations (1.3). Differential invariants

of sixth and seventh-order are found in the thesis. The invariants of eighth and

ninth-order are also found, but because of their cumbersome nature, they are not

presented in the thesis.

Since in obtaining differential invariants the semi-invariant K is used, we

also give a review of this subject here. Ibragimov (2008) is devoted to an exten-

sion of Euler’s method to linear parabolic equations (1.3) with two independent

variables. First at all, these equations are mapped to the form

ut − uxx + a(t, x)ux + c(t, x)u = 0 (1.5)

by an appropriate change of the independent variables. The condition of reducibil-

ity of equation (1.5) to the heat equation

vt − vxx = 0 (1.6)

is obtained in the term of the semi-invariant

K = aax − axx + at + 2cx, (1.7)
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of equation (1.5). Namely, it is shown that equation (1.5) can be mapped to the

heat equation (1.6) by an appropriate change of the dependent variable if and

only if the semi-invariant (1.7) vanishes, i.e. K = 0. The method developed

in the article allows one to derive an explicit formula for the general solution of

a wide class of parabolic equations. In particular, the general solution of the

Black-Scholes equation is obtained.

Even though, many publications are devoted to equivalence and lineariza-

tion problems of ordinary differential equations, this problem is less studied for

partial differential equations. Equivalence problem for the first canonical form of

parabolic linear second-order partial differential equations was studied by Johnpil-

lai and Mahomed (2002). For the second and third canonical forms this problem

has not been developed yet. Part of the research of the thesis deals with the equiv-

alence problem of linear second-order parabolic equations to be equivalent to these

canonical forms. Moreover, we also found necessary conditions for the linearization

problem of a nonlinear second-order parabolic partial differential equation.

The thesis is designed as follows. Chapter II introduces background and

notations of the group analysis method. Definitions and theorems of the group

analysis are also presented. Chapter III provides an introduction to the concepts

of the compatibility theory. General theorems of compatibility and its particular

cases are also discussed. Chapter IV deals with obtaining necessary conditions for

the linearization problem of a nonlinear second-order parabolic partial differential

equation. Chapter V is devoted to finding sixth and seventh-order invariants of

linear parabolic differential equations. Equivalence problems of linear second-

order parabolic equations to one of the canonical forms are studied in Chapter VI.

The conclusion of the thesis is presented in the last chapter.



CHAPTER II

GROUP ANALYSIS METHOD

In this chapter the group analysis method for finding invariants is discussed.

2.1 Local one-parameter Lie groups

Consider transformations

z̄i = gi(z; a) (2.1)

where i = 1, 2, ..., N , z ∈ V ⊂ Z = RN , a ∈ ∆ is a parameter and ∆ is a symmetric

interval of R1. The set V is an open set in Z.

Definition 2.1. A set of transformations (2.1) is called a local one-parameter Lie

group G1 if it has the following properties

1. g(z; 0) = z for all z ∈ V .

2. g(g(z; a), b) = g(z; a + b) for all a, b, a + b ∈ ∆, z ∈ V .

3. If for a ∈ ∆ one have g(z; a) = z for all z ∈ V , then a = 0.

4. g ∈ C∞(V, ∆).

To the group G1 is associated to the infinitesimal generator

X =
N∑

i=1

ζ i(z)
∂

∂zi

, (in short, X = ζ i(z)
∂

∂zi

)

where

ζ(z) = (ζ1(z), ζ2(z), ..., ζN(z)) =
dg

da
(z; 0).

Conversel, if one knows a generator X, the one can find the Lie group to which it
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is associated by the following theorem:

Theorem 2.1. A local Lie group of transformations (2.1) is completely defined

by the solution of the Cauchy problem:

dz̄i

da
= ζ i(z̄), (i = 1, ..., N) (2.2)

z̄ = z (2.3)

Here the initial data (2.3) are taken at the point a = 0.

Equation (2.2) are called Lie equations. Transformations of independent,

dependent variables and arbitrary elements, preserving the differential structure

of the equations themselves are called equivalence transformations.

Example Let us check whether the transformations g = (x̄, ȳ) where

x̄ = eax, ȳ = e−ay (2.4)

obey the group properties:

1. equation (2.4) becomes the identity transformation when a = 0.

2. we have ¯̄x = ebx̄ = ea+bx, ¯̄y = e−bȳ = e−(a+b)y.

3. if for a ∈ ∆ one has x̄ = x, ȳ = y for all (x, y) ∈ V , then a = 0.

4. (x̄, ȳ) ∈ C∞(V, ∆).

Thus (2.4) is a local one-parameter Lie group. From (2.4) one gets

ζ1(x, y) =
∂x̄

∂a
(x, y; 0) = x, ζ2(x, y) =

∂ȳ

∂a
(x, y; 0) = −y.

Therefore the group (2.4) is associated to the infinitesimal generator

X = x
∂

∂x
− y

∂

∂y
. (2.5)

Applying theorem 2.1, from (2.5) one has the Cauchy problem:

dx̄

da
= x̄,

dȳ

da
= ȳ

a = 0, x̄ = x, ȳ = y.

(2.6)

Solving the system (2.6) we obtain (2.4).
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2.2 Equivalence groups

Definition 2.2. A nondegenerate change of the dependent variable u, indepen-

dent variables x, and arbitrary elements φ, which transfers a system of l-th order

differential equations of the given class

F k(x, u, p, φ) = 0, (k = 1, 2, ..., s) (2.7)

into a system of equations of the same class is called an equivalence transformation.

The class is defined by the functions F k(x, u, p, φ). Here (x, u) ∈ V ⊂ Rn+m, and

φ : V → Rt.

Let us consider a one-parameter Lie group of transformations

x̄ = fx(x, u, φ; a), ū = fu(x, u, φ; a) , φ̄ = fφ(x, u, φ; a). (2.8)

The generator of this group has the form

Xe = ξxi
∂

∂xi

+ ζuj ∂

∂uj
+ ζφl ∂

∂φl
, (2.9)

where the coordinates are

ξxi = ξxi(x, u, φ), ζuj

= ζuj

(x, u, φ), ζφl

= ζφl

(x, u, φ),

i = 1, ..., n, j = 1, ...,m, l = 1, ..., t.

The transformed arbitrary elements are obtained in the following way. Assume

that we know φ0(x, u), then we have

x̄ = fx(x, u, φ0(x, u); a), ū = fu(x, u, φ0(x, u); a). (2.10)

By the inverse function theorem applied to (2.10), one can find

x = ϕx(x̄, ū; a), u = ϕu(x̄, ū; a) (2.11)
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Substituting (2.11) into

φa(x̄, ū) = fφ(x, u, φ; a), (2.12)

one has identity with respect to the space (x̄, ū)

φa(x̄, ū) = fφ((ϕx(x̄, ū; a), ϕu(x̄, ū; a), φ0((ϕ
x(x̄, ū; a), ϕu(x̄, ū; a)); a).

The transformed function ua(x) is obtained as follows. If u0(x) is a given

function, then we define

x̄ = fx(x, u0(x), φ0(x, u0(x)); a). (2.13)

By the inverse function theorem, one finds x = ϕ(x̄; a). Substituting x = ϕ(x̄; a)

into

ua(x̄) = fu(x, u0(x), φ0(x, u0(x)); a), (2.14)

one gets the transformed function

ua(x̄) = fu(ϕ(x̄; a), u0(ϕ(x̄; a)), φ0(ϕ(x̄; a), u0(ϕ(x̄; a))); a).

Using (2.13) and (2.14), there is the identity with respect to x

ua(f
x((x, u0(x), φ0(x, u0(x)); a)) = fu(ϕ(x̄; a), u0(ϕ(x̄; a)), φ0(ϕ(x̄; a), u0(ϕ(x̄; a))); a).

(2.15)

Formulae for transformations of the partial derivatives p̄a = fp(x, u, p, φ, ...; a) are

obtained by differentiating (2.15) with respect to x̄.

Note that for constructing the transformations of dependent variables

(2.14), x and u are considered to be independent and dependent variables, respec-

tively. For constructing the transformations of arbitrary elements (2.12), (x, u)

are considered as the independent variables.

Assuming that u0(x) is a solution of system (2.7) with φ0(x, u), and the

transformed function ua(x̄) is a solution of system (2.7) with the transformed
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arbitrary element φa(x̄, ū), the equations

F k(x̄, ua(x̄), pa(x̄), φa(x̄, ua(x̄))) = 0, (k = 1, 2, ..., s) (2.16)

are satisfied for an arbitrary x̄. Then one has

F k( fx(x, u0(x), φ0(x, u0(x)); a), fu(x, u0(x), φ0(x, u0(x)); a),

fφ(x, u0(x), φ0(x, u0(x)); a), f p(x, u0(x), φ0(x, u0(x)), p0(x), ...; a))

= 0, (k = 1, 2, ..., s)

(2.17)

Differentiating (2.17) with respect to group parameter a and substituting a = 0,

one has

F k
xi

(x, u0(x), p0(x), φ0(x, u0(x)))ξxi(x, u0(x), φ0(x, u0(x)))+

F k
uj(x, u0(x), p0(x), φ0(x, u0(x)))ζuj

(x, u0(x), φ0(x, u0(x)))+

F k
φl(x, u0(x), p0(x), φ0(x, u0(x)))ζφl

(x, u0(x), φ0(x, u0(x))) + ... = 0.

(2.18)

where

ξxi(x, u0(x), φ0(x, u0(x))) =
∂fxi(x, u0(x), φ0(x, u0(x)); a)

∂a
∣∣

a=0

,

ζuj

(x, u0(x), φ0(x, u0(x))) =
∂fuj

(x, u0(x), φ0(x, u0(x)); a)

∂a
∣∣

a=0

,

ζφl

(x, u0(x), φ0(x, u0(x))) =
∂fφl

(x, u0(x), φ0(x, u0(x)); a)

∂a
∣∣
a=0

.

Since uo(x) is an arbitrary solution on (2.7), one can write the equations

X̃eF k(x, u, p, φ)|(S)
= 0, (2.19)

where

X̃e = Xe + ζuj
xi

∂

∂uxi

+ ζφl
xi

∂

∂φl
xi

+ ζφl
uj

∂

∂φl
uj

+ ..., (2.20)

In (2.19), the sign |(S) means that the equations X̃eF k(x, u, p, φ) = 0 are con-

sider on the set (S) =
{
(x, u, p, φ) | F k(x, u, p, φ) = 0, (k = 1, 2, ..., s)

}
, defined
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by equations (2.7). Equations (2.19) are equations for the coefficients of the gen-

erator Xe. They are called determining equations. After solve the determining

equation (2.19), one obtains the generator Xe. The set of transformation (2.8)

which is generated by one parameter Lie-groups corresponding to the generator

Xe, is called an equivalence group,

The coefficients of the prolonged operator are defined by the prolongation

formulae

ζuj
xi = De

xi
ζuj − uj

xk
De

xi
ξxk ,

ζφl
xi = Dxi

ζφl − φl
xk

Dxi
ξxk − φl

uk
Dxi

ξuk ,

ζφl
uj = Dujζφl − φl

xk
Dujξxk − φl

uk
Dujξuk , ...

Here the operators De
xi

are operators of the total derivatives with respect to xi,

where the space of the independent variables consists of xi,

De
xi

=
∂

∂xi

+ uxi

∂

∂u
+ (φl

xi
+ uxi

φl
u)

∂

∂φl

The operators Dxi
and Duj are operators of total derivatives with respect to xi

and uj, where the space of the independent variables consists of xi and uj,

Dxi
=

∂

∂xi

+ φl
xi

∂

∂φl
, Duj =

∂

∂uj
+ φl

uj

∂

∂φl
.

2.2.1 Invariant manifolds

This section is devoted to the definitions concerning invariant regularly

assigned manifolds. Assume that ψ : V → Rs is a mapping of the class C1(V )

and V is an open set in RN .

Definition 2.3. The mapping ψ has a rank on the set V if the rank of the Jacobi

matrix ∂ψ
∂z

is constant on V .
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Definition 2.4. The set Ψ = {z ∈ V |ψ(z) = 0} is called a regularly assigned

manifold if Ψ has the rank s.

Definition 2.5. A function J(z), z ∈ V is called an invariant of a Lie group G if

J(g(z; a)) = J(z), ∀z ∈ V, ∀a ∈ ∆

and the function J(z) is called a relative invariant if ∀z ∈ V such that J(z) = 0,

then

J(g(z; a)) = 0, ∀a ∈ ∆.

Theorem 2.2. A function J(z) is an invariant of a Lie group G(X) with generator

X if and only if it satisfies the infinitesimal test

XJ(z) = 0.

Definition 2.6. A manifold Ψ is invariant with respect to a Lie group G if after

its transformation, any point z ∈ Ψ belongs to the same mainifold Ψ.

Theorem 2.3. A regularly assigned manifold Ψ is an invariant manifold with

respect to a Lie group G(X) if and only if

Xψk(z)|(Ψ)
= 0, (k = 1, 2, ..., s).

Here |(Ψ) means that the equations are considered on the mainfold Ψ. For

applications the following theorem plays a very important role.

Theorem 2.4. Any regularly assigned by ψk(z1, z2, ..., zN) = 0, (k = 1, 2, ..., s)

invariant manifold Ψ can be represented by the formula

Φi(J1(z), J2(z), ..., JN−1(z)) = 0, (i = 1, 2, ..., s),

where Φi are arbitrary functions of N − 1 functionally invariants J l(z), (l =

1, 2, ..., N − 1) for a Lie group G(X).
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Notice that definitions and theorems above can apply to an equivalence

group, because an equivalence group is a special case of a Lie group.

It is assumed that (S) is a regularly assigned manifold. That is for differ-

ential equations it is also assumed

rank

(
∂F

∂(x, u, p, φ)

)
= s.

By virtue of the inverse function theorem, it enough to assume

rank

(
∂F

∂(p, φ)

)
= s.

This assumption allows system (S) to be solved with respect to s terms, which are

derivatives of the dependent variables u and arbitrary elements φ. These terms

are called main variables and the other variables are called parametric variables.

Now, one can notice that equations (2.19) mean that the regularly assigned

manifold (S) is invariant with respect to the prolonged equivalence group Ge

l
.

This means that the point (x, u0(x), p0(x), φ0(x, u)) belonging to the manifold (S)

is transformed to the point (x̄, ua(x̄), pa(x̄), φ0(x̄, ū)) which also belongs to the

manifold (S). Such as it is the main feature of the equivalence group Ge, any

solution u0(x) with φ0(x, u) of the system (S) is transformed to the solution ua(x̄)

with φ0(x̄, ū) of the same system.



CHAPTER III

THEORY OF COMPATIBILITY

This section gives the necessary knowledge of involutive systems. Because

this theory is very specialized subject of mathematical analysis, the statements

are given without proofs. Detailed theory of involutive systems can be found in

Cartan (1946), Finikov (1948), Kuranashi (1967), and Pommaret (1978). A short

history of the theory can be found in Pommaret (1978).

There are two approaches for studying compatibility. These approaches are

related to the works of E.Cartan and C.H.Riquier.

The Cartan approach is based on the calculus of exterior differential forms.

The problem of the compatibility of a system of partial differential equations is

then reduced to the problem of the compatibility of a system of exterior differential

forms. Cartan studied the formal algebraic properties of systems of exterior forms.

For their description he introduced special integer numbers, named characters.

With the help of the characters he formulated a criterion for a given system of

partial differential equations to be involutive.

The Riquier approach has a different theory of establishing the involution.

This method can be found in Kuranashi (1967) and Pommaret (1978). The main

advantage of this approach is that there is no necessity to reduce the system of

partial differential equations being studied to exterior differential forms. Calcu-

lations in the Riquier approach are shorter than in the Cartan approach. The

main operations of the study of compatibility in the Riquier approach are prolon-

gations of a system of partial differential equations and the study of the ranks of
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some matrices. First we consider a simple case of compatibility, system of linear

homogeneous equations with one dependent variable. In the next case we give a

solution of first-order partial differential equation where all derivatives are defined.

Then the general approach is discussed.

3.1 Complete systems partial differential equations

This section is devoted to solving a linear system of homogeneous first-order

partial differential equations with one unknown function u(x), (x ∈ Rn):

Xi(u) ≡ ξi
j(x)

∂u

∂xj

= 0 (i = 1, 2, ..., m). (3.1)

Here, the function u(x) and the coefficients ξi
j(x) are assumed to be sufficiently

many times continuously differentiable. For the sake of simplicity it is assumed

that rank(ξi
j(x)) = m. This means that m ≤ n. Notice that, because for m =

n, the determinant det((ξi
j(x))) 6= 0, hence, the linear homogeneous (3.1) yields

uxi
= 0. In this case there is only the trivial solution u = constant. Thus, a

necessary condition for the existence of nontrival solution is m < n.

3.1.1 Homogeneous linear equation

Let x = (x1, ..., xn) be n ≥ 2 independent variables and u a dependent

variable. Consider the linear partial differential operator of the first order

X = ξi(x)
∂

∂xi

. (3.2)

In terms of this operator, the homogeneous linear partial differential equation is

written as follow:

X(u) ≡ ξi(x)
∂u

∂xi

= 0. (3.3)
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Theorem 3.1. The general solution of equation (3.3) has the form

u = F (ψ1(x), ..., ψn−1(x))

where F is an arbitrary function of n− 1 variables and

ψ1(x), ψ2(x), ..., ψn−1(x) (3.4)

are functionally independent solutions of (3.3).

Notice that, functions (3.4) are said to be functionally dependent if there

exists a function W such that W (ψ1(x), ..., ψn−1(x)) = 0 for all x, and functionally

independent otherwise. The solutions (3.4) are obtained by solving the character-

istic system of equations

dx1

ξ1(x)
=

dx2

ξ2(x)
= ... =

dxn

ξn(x)
.

3.1.2 Poisson bracket

The linear operators Xi have the properties

Xi(u1 + u2) = Xi(u1) + Xi(u2), Xi(u1u2) = u2Xi(u1) + u1Xi(u2),

Xi(Xj(u))−Xj(Xi(u)) = [Xi(ξ
j
α(x))−Xj(ξ

i
α(x))]

∂u

∂xα

.

Definition 3.1. The operator (Xi, Xj)(u) ≡ [Xi(ξ
j
α(x))−Xj(ξ

i
α(x))] ∂u

∂xα
is called

a Poisson bracket with Xi and Xj.

Definition 3.2. The equations (3.1) are said to be linearly dependent if there

exist functions λα(x), not all zero, such that

λ1(x)X1(u) + ... + λm(x)Xm(u) = 0, (3.5)

in some neighborhood of x. If the relation (3.5) implies λ1 = ... = λm = 0, we say

that the equations (3.1) are linearly independent .
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It is obvious that if u(x) is a solution of the equations Xi(u) = 0 and

Xj(u) = 0, then it also a solution of the equation (Xi, Xj)(u) = 0. Hence, new

linear homogeneous equations can be produced by means of Poisson brackets. If

the new equations (Xi, Xj)(u) = 0 are linearly independent of the equations of

system (3.1), then one can append them to the initial system. Let m′ be the

number of the equations after append equations produced by Poisson brackets to

the initial system. There are only two possibilities either m′ = n and m′ < n. In

the first case one has only trivial solution. The second case leads to the following

definition.

Definition 3.3. System (3.1) is called a complete system if any Poisson bracket

is linearly dependent on the equations of the initial system (3.1).

That is, every system of homogeneous linear partial differential equations

can be converted into a complete system by adding all equations which produced

by Poisson brackets. We can solve the complete system by solving equation by

equation.

3.2 General theory of compatibility

Let a system of q-th order differential equations (S) be defined by the

equations

(S) Φi(x, u, p) = 0, (i = 1, 2, . . . , s). (3.6)

Here x = (x1, x2, . . . , xn) are the independent variables, u = (u1, u2, . . . , um) are

the dependent variables, p = (pj
α) is the set of the derivatives pj

α = ∂|α|uj

∂xα ,

(j = 1, 2, . . . , m; |α| 6 q) , α = (α1, α2, . . . , αn) , |α| = α1 + α2 + · · ·+ αn. All

constructions are considered in some neighborhood of the point X0 = (x0, u0, p0) ∈
(S). First the algebraic properties of a symbol of the system (S) are studied. The
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symbol Gq of the system (S) at the point X0 is defined as the vector space of vec-

tors with the coordinates (ξj
α) , (j = 1, 2, . . . , m; |α| = q), where the coordinates

(ξj
α) satisfy the algebraic equations

m∑
j=1

∑

|α|=q

ξj
α

∂Φi

∂pj
α

(X0) = 0, (i = 1, 2, . . . , s) .

The subspace of the symbol Gq composed by the vectors with

ξj
β, l = 0, (|β| = q − 1; l = 1, 2, . . . , k; j = 1, 2, . . . , m)

is denoted by (Gq)
k , (k = 1, 2, . . . , n− 1). Here β, l =

(β1, β2, . . . , βl−1, βl + 1, βl+1, . . . , βn), (Gq)
0 = Gq, and (Gq)

n = {0} .

Let the dimensions of the vector spaces (Gq)
k be τk. For example,

τ0 = m




n + q − 1

q


− rank

(
∂Φi

∂pj
α

(X0)

)
, τn = 0.

The number
n−1∑

k=0

τk

is called the Cartan number. With the help of the numbers τk, (k = 0, 1, . . . , n)

the Cartan characters are defined by the formulae

σk+1 = τk − τk+1, (k = 1, . . . , n− 1) .

Note that τ0 =
n∑

k=1

σk and the Cartan number can be expressed through the Cartan

characters
n−1∑

k=0

τk =
n∑

k=1

kσk.

Let Gq+1 be the symbol of the prolonged system (DS):

(DS) DlΦ
i (x, u, p) = 0, (l = 1, 2, . . . , n; i = 1, 2, . . . , s) . (3.7)

Here the operator Dl is the total derivative with respect to xl

Dl =
∂

∂xl

+
∑

|α|

m∑
j=1

pj
α,l

∂

∂pj
α

.
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Definition 3.4. The system of differential equations composed by the system (S)

and (DS) is called the first prolongation of the system (S).

The theory of compatibility is a local theory, i.e., all properties are con-

sidered in some neighborhood of a point X0, and all manifolds and functions are

assumed to be the necessary number of times continuously differentiable. More-

over, the Cartan theorem works only for analytical functions.

Note that Cartan characters depend on the order of the independent vari-

ables (x1, x2, x3, . . . , xn): so any change of the order can change the Cartan char-

acters. There is the estimate

dim (Gq+1) 6
n∑

k=1

kσk.

Definition 3.5. A coordinate system of the independent variables in which there

is the equality

dim (Gq+1) =
n∑

k=1

kσk

is called a quasiregular coordinate system.

Definition 3.6. If there exists a quasiregular coordinate system, then a symbol

Gq is called an involutive symbol.

After studying the algebraic properties of the system (S) one has to analyze

the differential structure of the manifold defined by the equations (DS). From

the system (DS) one can find N = dim (Gq+1) derivatives of the highest q + 1

order. These derivatives are called the main derivatives of the system (DS) of

order q + 1.

Definition 3.7. If a system (S) with an involutive symbol posseses the property

that after substituting the main derivatives of the prolonged system (DS) of order

q + 1, the remaining equations of the system (DS) are identities because of the

system (S), then system (S) is called involutive.
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Theorem 3.2 (Cartan). Any analytic system of partial differential equations after

a finite number of prolongations becomes either involutive or incompatible.

Theorem 3.3 (Cartan−Köhler). If a system (S) of order q is involutive and

analytic, there exists one and only one analytic solution of the Cauchy problem

with given σk functions of k arguments (k = 1, 2, . . . , n− 1).

The property of analyticity of an involutive system is not a necessary con-

dition for the existence of a solution. There are theorems of existence of involutive

systems of the class C1 (Meleshko (1980)).

Any study of compatibility requires a large amount of symbolic calculations.

These calculations consist of consecutive algebraic operations: prolongation of

a system, substitution of some expressions (transition onto manifold), and the

determination of ranks of matrices (for obtaining the Cartan characters). Because

these operations are very labor intensive, it is necessary to use a computer for

symbolic calculations.

In practice, sometimes it is enough to use the particular case of the com-

patibility theorem.

Corollary 3.4 (completely integrable systems). If in an overdetermined system of

partial differential equations all derivatives of order n are defined and comparison

of all mixed derivatives of order n+1 does not produce new equations of order less

or equal to n, then this system is compatible.

3.3 Completely integrable systems

One class of overdetermined systems, for which the problem of compat-

ibility is solved, is the class of completely integrable systems. The theory of

completely integrable systems is developed in the general case.
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Definition 3.8. A system

∂zi

∂aj
= f i

j(a, z), (i = 1, 2, ..., N ; j = 1, 2, ..., r) (3.8)

is called a completely integrable if it has a solution for any initial values a0, z0 in

some open domain D.

Theorem 3.5. Any system of the type (3.8) is completely integrable if and only

if all of the mixed derivatives equalities

∂f i
j

∂aβ
+

N∑
γ=1

fγ
β

∂f i
j

∂zγ
=

∂f i
β

∂aj
+

N∑
γ=1

fγ
j

∂f i
β

∂zγ
, (i = 1, 2, ..., N ; β, j = 1, 2, ..., r) (3.9)

are identically satisfied with respect to the variables (a, z) ∈ D.



CHAPTER IV

NECESSARY CONDITIONS FOR THE

LINEARIZATION PROBLEM

In this thesis a nonlinear parabolic partial differential equation

F (t, x, ut, ux, utt, utx, uxx) = 0 (4.1)

is studied. The problem considered in this chapter is related with the lineariza-

tion problem. The linearization problem is to find an invertible change of the

independent and dependent variables

τ = H(t, x, u), y = Y (t, x, u), v = V (t, x, u) (4.2)

which transforms the nonlinear equation (4.1) into a linear second-order parabolic

partial differential equation

vτ + b1vyy + b2vy + b3v = 0. (4.3)

Here the functions b1, b2, b3 depend on the independent variables τ, y.

This chapter is devoted to obtaining a form of parabolic second-order par-

tial differential equation which is necessary for equation (4.1) to be linearizable

via point transformations (4.2).

4.1 Obtaining necessary conditions

We assume that the equation (4.1) is obtained from a linear equation (4.3)

by an invertible change of variables (4.2). Let us obtain change of derivatives. For
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this we suppose that u0(t, x) is a given function. Substituting u0(t, x) into (4.2),

one obtains

τ = H(t, x, u0(t, x)), y = Y (t, x, u0(t, x)). (4.4)

By virtue of the inverse function theorem, there exist functions T (τ, y), X(τ, y)

such that

t = T (τ, y), x = X(τ, y). (4.5)

After substituting (4.5) into the third equation of (4.2), one obtains the transfor-

mation of the function u0(t, x):

v0(τ, y) = V (t, x, u0(t, x)),

where t and x are defined by (4.5). Notice that the function v0(τ, y) satisfies the

relation

v0(H(t, x, u0(t, x)), Y (t, x, u0(t, x))) = V (t, x, u0(t, x)),

v0(τ, y) = V (T (τ, y), X(τ, y), u0(T (τ, y), X(τ, y))).
(4.6)

Differentiating the first equation of (4.6) with respect to t and x, and using the

chain rule one gets

v0τDtH + v0yDtY = DtV, v0τDxH + v0yDxY = DxV, (4.7)

where

Dt = ∂t + ut∂u + utx∂ux + utt∂ut , Dx = ∂x + ux∂u + uxx∂ux + utx∂ut .

Solving a linear system of algebraic equations (4.7) with respect to the derivatives

v0τ and v0y, one has

v0τ (τ, y) = 4−1(DxY DtV −DtY DxV ),

v0y(τ, y) = −4−1(DxHDtV −DtHDxV ),
(4.8)

where 4 = (DtH)(DxY ) − (DxH)(DtY ) 6= 0 is the Jacobian of the change of

variables. Differentiating the second equation in (4.8) with respect to t and x, one



24

obtains

v0yτDtH + v0yyDtY = A1, v0yτDxH + v0yyDxY = A2, (4.9)

where

A1 = (4Dt(DxHDtV −DtHDxV )− (DxHDtV −DtHDxV )Dt4)/42,

A2 = (4Dx(DxHDtV −DtHDxV )− (DxHDtV −DtHDxV )Dx4)/42

Hence, the derivative vyy is

v0yy = 4−1(−A1DxH + A2DtH). (4.10)

Substituting (4.8) and (4.10) into (4.3), one obtains a nonlinear equation of the

form

Autt + Butx + Cuxx + a1u
3
t + a2u

3
x + a3u

2
t ux + a4utu

2
x + a5u

2
t + a6u

2
x

+a7utux + a8ut + a9ux + a10 = 0,
(4.11)

where

A = a11 + a12u
2
x − a13ux,

B = a15 − 2a12utux + a13ut − a14ux,

C = a16 + a12u
2
t + a14ut,

and ai, (i = 1, ..., 16) are some functions which depend on t, x and u ∗. For

nonlinear parabolic partial differential equation, one requires the condition B2 −
4AC = 0, i.e.,

(a2
13 − 4a11a12)u

2
t + 2(a13a14 − 2a15a12)utux + 2(a13a15 − 2a11a14)ut

+(a2
14 − 4a12a16)u

2
x + 2(2a13a16 − a15a14)ux − 4a16a11 + a2

15 = 0.
(4.12)

Equation (4.12) implies that

a2
13 − 4a11a12 = 0, a13a14 − 2a15a12 = 0, a13a15 − 2a11a14 = 0,

a2
14 − 4a12a16 = 0, 2a13a16 − a15a14 = 0, a2

15 − 4a16a11 = 0.
(4.13)

∗The representations of ai, (i = 1, 2, ..., 16) are in Appendix A
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The equation in the form (4.11) is a necessary condition for the linearization

problem by means of point transformations (4.3) which transforms the nonlinear

equation (4.1) into a linear second-order parabolic partial differential equation

(4.3).

Let us transform (4.11) by an invertible change of the independent and

dependent variables

t = Φ(t̄, x̄, ū), x = Ψ(t̄, x̄, ū), u = Ω(t̄, x̄, ū). (4.14)

The change of derivatives of the dependent variable u is similar to the change

of derivatives of the dependent variable v given in the beginning of this section.

Substituting them into (4.11), one gets

Āūt̄t̄ + B̄ūt̄x̄ + C̄ūx̄x̄ + ā1ū
3
t̄ + ā2ū

3
x̄ + ā3ū

2
t̄ ūx̄ + ā4ūt̄ū

2
x̄ + ā5ū

2
t̄ + ā6ū

2
x̄

+ā7ūt̄ūx̄ + ā8ūt̄ + ā9ūx̄ + ā10 = 0,
(4.11′)

where

Ā = ā11 + ā12ū
2
x̄ − ā13ūx̄,

B̄ = ā15 − 2ā12ūt̄ūx̄ + ā13ūt̄ − ā14ūx̄,

C̄ = ā16 + ā12ū
2
t̄ + ā14ūt̄,

and āi, i = 1, 2, ..., 16 are some functions which depend on t̄, x̄ and ū and the

coefficients ai, (i = 1, ..., 16). Direct checking shows that the following conditions

are satisfied

ā2
13 − 4ā11ā12 = 0, ā13ā14 − 2ā15ā12 = 0, ā13ā15 − 2ā11ā14 = 0,

ā2
14 − 4ā12ā16 = 0, 2ā13ā16 − ā15ā14 = 0, ā2

15 − 4ā16ā11 = 0.
(4.13′)

These conditions guarantee that B̄2 − 4ĀC̄ = 0, which means that (4.11′) is a

nonlinear parabolic differential equations. From (4.11′) and (4.13′), we see that

the form and type of parabolic second-order partial differential equations (4.11)

are not changed by a change of the dependent and independent variables (4.14).
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4.2 Particular forms of linearlizable parabolic partial dif-

ferential equations

4.2.1 Case a11 6= 0

One can assume that a11 = 1. Then (4.13) give

a12 = a2
13/4, a14 = a13a15/2, a16 = a2

15/4. (4.15)

Substituting a12, a14 and a16 from (4.15) into (4.11), one has

(1 +
a2
13

4
u2

x − a13ux)utt + (a15 − a2
13

2
utux + a13ut − a13a15

2
ux)utx

+(
a2
15

4
+

a2
13

4
u2

t + a13a15

2
ut)uxx + a1u

3
t + a2u

3
x + a3u

2
t ux

+a4utu
2
x + a5u

2
t + a6u

2
x + a7utux + a8ut + a9ux + a10 = 0.

(4.16)

4.2.2 Case a11 = 0, a16 6= 0

Assume a16 = 1, from (4.13), one obtains

a13 = 0, a15 = 0, a12 = a2
14/4. (4.17)

Substituting a1, a2 and a12 into (4.11), one gets

a2
14

4
utt − (

a2
14

4
utux + a14ux)utx + (1 +

a2
14

4
u2

t + a14ut)uxx + a1u
3
t + a2u

3
x

+a3u
2
t ux + a4utu

2
x + a5u

2
t + a6u

2
x + a7utux + a8ut + a9ux + a10 = 0.

(4.18)

4.2.3 Case a11 = 0, a16 = 0

From (4.13), one obtains

a13 = 0, a15 = 0, a14 = 0. (4.19)

Substituting a13, a15 and a14 from (4.19) into (4.11), one gets

a12(u
2
xutt − 2utuxutx + u2

t uxx) + a1u
3
t + a2u

3
x + a3u

2
t ux + a4utu

2
x + a5u

2
t

+a6u
2
x + a7utux + a8ut + a9ux + a10 = 0.

(4.20)



CHAPTER V

INVARIANTS OF LINEAR PARABOLIC

DIFFERENTIAL EQUATIONS

5.1 Introduction

We consider linear second-order parabolic partial differential equations in

two independent variables:

ut + a(t, x)uxx + b(t, x)ux + c(t, x)u = 0, a(t, x) 6= 0. (5.1)

Recall that the well-known group of equivalence transformations for equation (5.1)

(Lie (1881)), i.e. the changes of variables t, x and u that do not change the form of

equation (5.1), is composed of the linear transformation of the dependent variable

u = σ(t, x) u, (5.2)

and the following change of the independent variables:

t = φ(t), x = ψ(t, x), (5.3)

where σ(t, x), φ(t) and ψ(t, x) are arbitrary functions obeying the invertibility

conditions, σ(t, x) 6= 0, φ′(t) 6= 0 and ψx(t, x) 6= 0. Invariance of the form

of Equation (5.1) means that the transformations (5.2)–(5.3) map equation (5.1)

into an equation of the same form:

ut̄ + ā(t̄, x̄) ux̄x̄ + b̄(t̄, x̄) ux̄ + c̄(t̄, x̄) u = 0. (5.1′)
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Equations (5.1) and (5.1′) connected by an equivalence transformation are called

equivalent equations. We leave the proof that any transformation

u = U(t, x, u), x = X(t, x, u), t = T (t, x, u) (5.4)

which maps equation (5.1) into an equation of the same form has the representa-

tion (5.2) and (5.3) to chapter VI.

An invariant of Equation (5.1) is a function

J(a, b, c, at, ax, bt, bx, ct, cx, att, atx, axx, . . . , cxx, . . .)

that remains unaltered under the equivalence transformations (5.2)–(5.3). It

means that J has the same value for equivalent equations (5.1) and (5.1′):

J(a, b, c, at, . . . , cxx, . . .) = J(ā, b̄, c̄, āt̄, . . . , c̄x̄x̄, . . .).

If J is invariant only under the transformation (5.2) it is termed a semi-invariant

(Ibragimov N.H. (2002)). The order of an invariant (or semi-invariant) J is iden-

tified with the highest order of derivatives of a, b, c involved in J.

Semi-invariants of hyperbolic equations (termed the Laplace invariants)

have been known since the 1770s. Recently there has been considerable interest

in invariants of parabolic equations. The first step toward solving the problem of

invariants for parabolic equations was made in (Ibragimov N.H. (2002)) where the

semi-invariant of the second order

K = 2cxa
2 − bta− bxxa

2 − bxba + bxaxa +
1

2
b2ax + bat + baxxa− ba2

x (5.5)

was found. It was also shown that K and the coefficient a(t, x) provide a basis

of semi-invariants. This solves the problem of semi-invariants. Namely, any semi-

invariant J of arbitrary order involves only a and K together with their derivatives

of appropriate order, i.e.

J = J(a, at, ax, att, atx, axx, . . . , K,Kt, Kx, Ktt, Ktx, Kxx, . . .). (5.6)
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Furthermore, it follows from this result that the invariants of Equation (5.1) with

respect to the general equivalence group can be obtained by subjecting the func-

tions (5.6) to the condition of invariance under the change (5.3) of the independent

variables.

The method and result of (Ibragimov N.H. (2002)) were used in (Johnpillai

I.K. and Mahomed F.M. (2001)) for investigating invariants and invariant equa-

tions up to fifth-order with respect to the joint transformations (5.2) and (5.3).

It has been shown in (Johnpillai I.K. and Mahomed F.M. (2001)) that Equation

(5.1) has no invariants up to fifth-order and that it has precisely one invariant

equation of the fifth-order, namely the equation

λ = 0 (5.7)

where the quantity λ is defined by

λ =4a (2aKxx − 5axKx)− 12K (aaxx − 2a2
x) + ax (4aatt − 9a4

x)

− 12atax (at + 2a2
x) + 4a (3at + 6a2

x − 5aaxx)atx

+ 2aax (16ataxx − 12aa2
xx + 15a2

xaxx)− 4a2attx − 12a2axatxx

− 4a2axxx (2at − 4aaxx + 3a2
x) + 8a3atxxx − 4a4axxxxx (5.8)

and is termed a relative invariant due to the invariance of equation (5.7) with

respect to the equivalence transformations (5.2)–(5.3). The function λ becomes

an invariant if it restricted to equation (5.1) satisfying λ = 0. It is demonstrated

in (Johnpillai I.K. and Mahomed F.M. (2001)) that equation (5.7) provides a

necessary and sufficient condition for Equation (5.1) to be equivalent to the heat

equation.

In the thesis, we find all invariants and invariant equations of the sixth

and seventh orders. Since λ = 0 singles out the heat equation and all equations
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equivalent to the heat equation, we exclude these equations and assume in what

follows that λ 6= 0. Under this assumption, we prove the following result.

Theorem 5.1. An arbitrary equation (5.1) with λ 6= 0 has one invariant of the

6-th order:

Λ1 =
2aλx − 5λax

λ6/5
(5.9)

and one invariant of the 7th order:

Λ2 =
2a2λxx − 9aaxλx + 5(3a2

x − aaxx)λ

λ7/5
· (5.10)

Furthermore, there are additional invariants of the 7-th order in the following

particular cases.

(A) The family of Equations (5.1) obeying the invariant conditions

5Λ2 − 3Λ2
1 = 0, Λ1 6= 0 (5.11)

has the invariant

Λ3 =
a

λ8/5

[
axλt + 2atλx − 12

5λ
aλtλx + 2aλtx − 5λatx

]
. (5.12)

(B) The family of Equations (5.1) defined by two invariant equations

Λ1 = 0, Λ2 = 0, Λ3 = 0 (5.13)

has the invariant

Λ4 =
1

4λ9/5

[
10λa2(3axaxxx − 2aaxxxx + 3a2

xx − 4atxx) + 5λa(8ataxx

− 8att + 16axatx − 15a2
xaxx − 8Kx) + 2λ(50a2

t − 4ata
2
x + 15a4

x

+ 40axK) + aλx(8axat + 6aaxaxx − 4a2axxx − 8aatx − 3a3
x − 8K) (5.14)

− 40aatλt + 8a2λtt

]
− 3

5λ14/5

(
2aλt − 5λat

)2
.
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(C) The family of Equations (5.1) obeying the invariant conditions

Λ1 = 0, Λ2 6= 0 (5.15)

has the invariant

Λ5 = 4Λ2Λ4 − 3Λ2
3. (5.16)

5.2 Equivalence Lie group

For obtaining invariants we use the Lie approach. This approach consists

of finding an equivalence group of point transformations, and finding its invariants

by solving a system of homogeneous linear equations. Let us recall the method

for obtaining an equivalence group. Consider a parabolic equation (5.1). Since

the functions a, b, c depend on the independent variables t, x only, the equivalence

group should leave invariant the equations

au = 0, bu = 0, cu = 0. (5.17)

Let the generator of a one-parameter equivalence Lie group be

Xe = ξt ∂

∂t
+ ξx ∂

∂x
+ ζu ∂

∂u
+ ζa ∂

∂a
+ ζb ∂

∂b
+ ζc ∂

∂c
(5.18)

where the coefficients ξt, . . . , ζc may, in general, depend on the variables

t, x, u, a, b, c. The coefficients of the prolonged operator

X̃e = Xe + ζut
∂

∂ut

+ ζux
∂

∂ux

+ ζuxx
∂

∂uxx

+ ζau
∂

∂au

+ ζbu
∂

∂bu

+ ζcu
∂

∂cu

are defined by the prolongation formulae

ζut = De
t ζ

u − utD
e
t ξ

t − uxD
e
t ξ

x, ζux = De
xζ

u − utD
e
xξ

t − uxD
e
xξ

x,

ζuxx = De
xζ

ux − uxtD
e
xξ

t − uxxD
e
xξ

x, ζau = Duζ
a − atDuξ

t − axDuξ
x,

ζbu = Duζ
b − btDuξ

t − bxDuξ
x, ζcu = Duζ

b − ctDuξ
t − cxDuξ

x,
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Here the operators De
t , De

x are operators of the total derivatives with respect to t

and x, respectively, where the space of the independent variables consists of t and

x,

De
t =

∂

∂t
+ ut

∂

∂u
+ (at + utau)

∂

∂a
+ (bt + utbu)

∂

∂b
+ (ct + utcu)

∂

∂c
+ · · · ,

De
x =

∂

∂x
+ ux

∂

∂u
+ (ax + uxau)

∂

∂a
+ (bx + uxbu)

∂

∂b
+ (cx + uxcu)

∂

∂c
+ · · · .

The operators Dt, Dx and Du are operators of total derivatives with respect to t,

x and u, where the space of the independent variables consists of t, x, and u,

Dt =
∂

∂t
+ at

∂

∂a
+ bt

∂

∂b
+ ct

∂

∂c
+ · · · ,

Dx =
∂

∂x
+ ax

∂

∂a
+ bx

∂

∂b
+ cx

∂

∂c
+ · · · ,

Du =
∂

∂u
+ au

∂

∂a
+ bu

∂

∂b
+ cu

∂

∂c
+ · · · .

Because of (5.17) and the definitions of ζau , ζbu , ζcu , one can split the part of

determining equations

ζau = 0, ζbu = 0, ζcu = 0

with respect to at, ax, bt, bx, ct, cx. Consequently the coefficients ξt, ξx, ζa, ζb

and ζc do not depend on u.

Solving the determining equations

X̃eF
∣∣
(1),(2)

= 0,

one finds

ξt = p, ξx = q, ζu = uσ(t, x), ζa = 2aqt − apt,

ζb = aqxx + bqx − bpt + qt − 2aσx, ζc = −cpt − σt − aσxx − bσx,

with arbitrary functions p = p(t), q = q(t, x), σ = σ(t, x). Hence, we arrive at

the following generator of the equivalence Lie group:

Xe = p ∂
∂t

+ q ∂
∂x

+ uσ ∂
∂u

+ a(2qx − pt)
∂
∂a

+(aqxx + bqx − bpt + qt − 2aσx)
∂
∂b
− (cpt + σt + aσxx + bσx)

∂
∂c

.

(5.19)
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5.3 Representation of invariants

For obtaining n-th order invariants we use the infinitesimal test

X̃e(J) = 0,

where J depends on a, b, c and their derivatives up to order n. Notice that for

relative invariants the infinitesimal test is

X̃e(Jk)
∣∣
(S)

= 0, k = 1, ..., s,

where (S) is the manifold defined by equations Jk = 0, k = 1, ..., s.

Recall that the generator for finding semi-invariants is (see (Ibragimov N.H.

(2002))

Xe = uσ ∂
∂u
− (2aσx)

∂
∂b
− (σt + aσxx + bσx)

∂
∂c

(5.20)

and that Equation (5.1) has the following semi-invariants up to the second order

(see Introduction)

a, at, ax, att, atx, axx, K,

where K is given by Equation (5.5):

K = 2cxa
2 − bta− bxxa

2 − bxba + bxaxa +
1

2
b2ax + bat + baxxa− ba2

x.

Furthermore, the invariants of the equivalence group defined by the gener-

ator (5.19) are in the class of functions J of the form (5.5) involving, in general,

the derivatives of a up to the order n, and derivatives of the function K(t, x) are

up to the order n− 2. Accordingly, the generator (5.19) is rewritten in the form

Xe = a(2qx − pt)
∂

∂a
+ ζK ∂

∂K
,

where

ζK = qtxaax − qxxxxa
3 − qxxxaxa

2 − 2qtxxa
2 + 3qxK

−qtta + qt (at + axxa− a2
x)− 3ptK.
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The coefficients of the prolonged operator

X̃e = Xe + ζat
∂

∂at

+ ζax
∂

∂ax

+ ... + ζKt
∂

∂Kt

+ ζKx
∂

∂Kx

+ ..., (5.21)

are defined by the prolongation formulae, e.g.

ζat = Dtζ
a − atDtξ

t − axDtξ
x, ζax = Dxζ

a − atDxξ
t − axDxξ

x,

ζKt = Dtζ
K −KtDtξ

t −KxDtξ
x, ζKx = Dxζ

K −KtDxξ
t −KxDxξ

x,

where

Dt =
∂

∂t
+ at

∂

∂a
+ Kt∂K + ..., Dx =

∂

∂x
+ ax

∂

∂a
+ Kx∂K + ... .

For finding invariants one has to apply the following procedure. Let us

consider an invariant of order n, where it is assumed that J depends on the

variable a, its derivatives up to nth order, the function K and its derivatives up

to (n− 2) order. Invariants can be obtained by solving the equations

X̃e(J) = 0,

and relative invariants by solving the equations

X̃e(Jk)|(S)
= 0.

5.4 Method of solving

This section is devoted to finding sixth-order differential invariants. Let

J(a, at, ax, att, atx, axx, ..., axxxxxx, K, Kt, Kx, Ktt, Ktx, Kxx, ..., Kxxxx)

be a sixth-order differential invariant.

The prolonged operator X̃e is defined by (5.21). Splitting the equations

X̃e(J) = 0 with respect to p, q and its derivatives, one obtains a system of 43
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linear homogeneous equations. Some of these equations are of the following two

types. The first type is

Jx +
n∑

i=1

aiJyi
= 0, (5.22)

where J = J (x, y1, y2, ..., yn), and the coefficients ai (i = 1, 2, ..., n) are linear

functions of the independent variables y1, y2, ..., yi−1 which have the form

ai =
i−1∑

k=1

βi,k (x) yk + γi (x) .

The characteristic system for equation (5.22) is

dx

1
=

dy1

γ1 (x)
=

dy2

β2,1 (x) y1 + γ2 (x)
=

dy3

β3,1 (x) y1 + β3,2 (x) y2 + γ3 (x)
= · · · .

From the characteristic system one can obtain the general solution of (5.22).

The second type of equations is

xJx +
n∑

i=1

kiyiJyi
= 0, (5.23)

where ki (i = 1, 2, ..., n) are constant. The general solution of (5.23) is

J = J(J1, J2, ..., Jn), where Ji =
yi

xki
, (i = 1, 2, ..., n).

The calculations for obtaining the system of equations for finding invariants

and solving its equations are cumbersome. For these calculations we therefore used

the Reduce programs developed for solving the linearization problem of third-order

ordinary differential equation (Ibragimov, N.H. and Meleshko, S.V. (2005)).

5.5 Sixth-order invariants

After solving the equations of the first and second types the system is

reduced to the following system of equations

∂J

∂J2

J1 = 0, 6
∂J

∂J3

J3 + 5
∂J

∂J1

J1 + 7
∂J

∂J2

J2 = 0,
∂J

∂J2

J3 = 0, (5.24)
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where

J1 = λ/(8a5), J2 = (2
∂λ

∂t
a− 5

∂a

∂t
λ)/(16a7), J3 = (2

∂λ

∂x
a− 5

∂a

∂x
λ)/(8a6)

and J = (J1, J2, J3).

If λ = 0, then J1 = J2 = J3 = 0. This case was studied in (Johnpillai I.K.

and Mahomed F.M. (2001)). If λ 6= 0, then J1 6= 0. Because of the first equation

of (5.24), J does not depend on J2. Solving the second equation of (5.24), one

obtains the only invariant J5
3/J6

1 . This invariant was also obtained in (Morozov

O.I. (2003)) as an invariant with respect to contact transformations.

5.6 Seventh-order invariants

Similar to the previous section the system for finding invariants of seventh-

order is reduced to the following equations

24
∂J

∂J6

J2 + 6
∂J

∂J4

J3 + 5
∂J

∂J2

J1 = 0, (5.25)

9 ∂J
∂J6

J6 + 7 ∂J
∂J5

J5 + 6 ∂J
∂J3

J3 + 8 ∂J
∂J4

J4 + 5 ∂J
∂J1

J1 + 7 ∂J
∂J2

J2 = 0, (5.26)

3
∂J

∂J6

J4 + 2
∂J

∂J4

J5 +
∂J

∂J2

J3 = 0, (5.27)

where

J4 = (−5λtaxa− 4λxata− 5atxaλ + 15ataxλ + 2λtxa
2)/(8a8),

J5 = (−9λxaxa− 5axxaλ + 15ax
2λ + 2λxxa

2)/(8a7),

J6 = (−40atxxa
2λ− 4axxxλxa

3 + 30axxxaxa
2λ− 40λtata + λxa(−8atxa + 8atax

+6axxaxa− 3ax
3 − 8K) + 80atxaxaλ− 40attaλ + 100at

2λ

+40ataxxaλ− 80atax
2λ− 20axxxxa

3λ + 30axx
2a2λ

−75axxax
2aλ + 30ax

4λ + 80axKλ− 40Kxaλ + 8λtta
2)/(32a9).
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Taking the Poisson bracket of equation (5.25) and (5.27), one obtains the equation

∂J

∂J6

J3 = 0. (5.28)

Assuming λ 6= 0, equations (5.25) and (5.26) can be solved. The remaining

equation (5.27), (5.28) are reduced to the equations

2
∂J

∂J10

(5J8 − 3J7
2) + 15

∂J

∂J9

J10 = 0, (5.29)

∂J

∂J9

J7 = 0, (5.30)

where J = J(J7, J8, J9, J10), and

J7 =
J3

J1
6/5

, J8 =
J5

J1
7/5

, J9 =
5J1J6 − 12J2

2

5J1
14/5

, J10 =
5J1J4 − 6J2J3

5J1
13/5

.

Since equations (5.29), (5.30) contain no derivatives with respect to J7 and J8,

the variables J7 and J8 are invariants.

If J7 6= 0, then J does not depend on J9, and equation (5.29) becomes

2
∂J

∂J10

(5J8 − 3J7
2) = 0.

This equation shows that there is the additional invariant J10 which is obtained

for (5J8 − 3J7
2) = 0.

If J7 = 0, then one needs only to solve equation (5.29) which becomes

10
∂J

∂J10

J8 + 15
∂J

∂J9

J10 = 0.

If J8 6= 0, this equation yields the invariant

J11 = J9 − 3

4

J10
2

J8

·

The assumption J8 = 0 leads to the analysis of the equation

J10
∂J

∂J9

= 0.

If J10 = 0 then one only obtains the invariant J9.
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Conditions Additional invariant

J7 6= 0 5J8 − 3J7
2 6= 0 no

5J8 − 3J7
2 = 0 J10

J7 = 0 J8 6= 0 J11

J8 = 0 J10 6= 0 no

J10 = 0 J9

Table 5.1 Invariants for particular case

Remark. The invariants J7, J8, J10 and J11 are equal, up to immaterial constant

factors, to the invariants (5.9), (5.10), (5.12), (5.14) and (5.16) respectively, i.e.,

J7 = 81/5Λ1, J8 = 82/5Λ2, J10 = 83/5Λ3, J9 = 84/5Λ4, J11 = 84/5 Λ5

4Λ2
.



CHAPTER VI

EQUIVALENCE OF LINEAR SECOND

ORDER PARABOLIC EQUATIONS TO

CANONICAL FORMS

6.1 Introduction

The equivalence problem of a linear second-order parabolic partial differ-

ential equations in two independent variables

a1(t, x)ut + a2(t, x)ux + a3(t, x)u + uxx = 0 (6.1)

is considered in the thesis. Notice that equation as in (5.1) can be rewritten in

form (6.1). Recall that the well-known group of equivalence transformations for

equation (6.1) (given in Lie (1881)), i.e. the changes of the independent variables

t, x and the dependent variable u that do not change the form of equation (6.1),

is composed of the linear transformation of the dependent variable

v = uV (t, x) (6.2)

and the following change of the independent variables:

τ = H(t), y = Y (t, x), (6.3)

where V (t, x), H(t) and Y (t, x) are arbitrary functions obeying the invertibility

conditions, V (t, x) 6= 0, H ′(t) 6= 0 and Yx(t, x) 6= 0. Invariance of the form of

equation (6.1) means that the transformations (6.2)–(6.3) map equation (6.1) into
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an equation of the same form:

β1(τ, y)vτ + β2(τ, y)vy + β3(τ, y)v + vyy = 0. (6.4)

Equations (6.1) and (6.4), related by an equivalence transformation, are called

equivalent equations. Notice that in our calculation we let β1 = −b1, β2 =

−b2, β3 = −b3.

Let us show that any transformation

τ = H(t, x, u), y = Y (t, x, u), v = V (t, x, u). (6.5)

which maps equation (6.1) into an equation of the same form has the representa-

tion (6.2) and (6.3).

Using (4.11), we have that equation (6.1) is mapped into the equation of

the same form if the following relations are satisfied

a1 = 0, a2 = 0, a3 = 0, a4 = 0, a5 = 0, a6 = 0, a7 = 0, a8u = 0,

a9u = 0, a10u = 0, a11 = 0, a12 = 0, a13 = 0, a14 = 0, a15 = 0, a16u = 0,

(6.6)

where the representation of ai, (i = 1, 2, ..., 16) are given in Appendix A. From

the relations a11 = 0, a12 = 0, one has H2
xb1 = 0, H2

ub1 = 0. This implies that

Hx = 0, Hu = 0. (6.7)

Thus

Ht 6= 0. (6.8)

From a4 = 0, one obtains HtY
2
u = 0, which means that

Yu = 0. (6.9)

The equation a6 = 0 gives

Vuu = 0. (6.10)
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From equation (6.7)-(6.10), one gets

H = H(t), Y = Y (t, x), V = α(t, x)u + β(t, x). (6.11)

Substituting (6.11) into (4.11), one obtains the nonhomogenous linear equation

A1(t, x)ut + A2(t, x)ux + A3(t, x)u + uxx = A4, (6.12)

where

A1 = Y 2
x /(H ′b1),

A2 = (2αxH
′Yxb1 −H ′Yxxαb1 + H ′Y 2

x αb2 − αtY
2
x α)/(YxαH ′b1),

A3 = (αtY
3
x + αxxH

′Yxb1 − αxH
′Yxxb1 + αxH

′Y 2
x b2 − αxαtY

2
x

+H ′Y 3
x αb3)/(YxαH ′b1),

A4 = (βxH
′Yxxb1 − βtY

3
x − βxxH

′Yxb1 − βxH
′Y 2

x b2 + βxαtY
2
x

−H ′Y 3
x b3β)/(YxαH ′b1).

Equation (6.12) is the same form as (6.1) if and only if the function A4 = 0. This

condition can be considered as equation for the functions β. A particular solution

of this equation is β = 0. That is, any transformation which maps equation (6.1)

into an equation of the same form has the representation (6.2) and (6.3).

Lie (1881) obtained the classification of linear second-order partial differ-

ential equations (6.1). Ovsiannikov (1978) studied the group classification of

a nonlinear parabolic equation. Ibragimov (2002) found first and second order

semi-invariants of a parabolic partial differential equation (6.1). Johnpillai and

Mahomed (2001) showed that there are no first, second, third and fourth order

invariants other than constant and they obtained one relative invariant. Sixth

and seventh-order differential invariants of linear second-order parabolic partial

differential equation (6.1) under an action of the equivalence group of point trans-

formations (6.2)–(6.3) were found in chapter V. The paper (Ibragimov (2008))
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gives an extension of Euler’s method to linear parabolic equations with two inde-

pendent variables. The new method allowed deriving an explicit formula for the

general solution of a wide class of parabolic equations. Morozov (2003) studied

invariants of contact transformations for linear parabolic equations.

6.1.1 Canonical parabolic equations

According to Lie’s classification (Lie (1881)), the canonical forms of linear

second-order parabolic partial differential equations (6.4) are the heat equation

ut = uxx, (6.13)

the equation

ut = uxx + a(x)u, (6.14)

with arbitrary function a(x), and the equation

ut = uxx +
k

x2
u, (6.15)

where k is a nonzero constant. These equations posses additional symmetry

properties compared with the general case of linear parabolic equations. These

properties allow constructing additional exact solutions. Notice that a change of

the dependent and independent variables conserves symmetry properties. Hence

equivalent equations to (6.13),(6.14) also posses additional invariant solutions. For

example, the Block-Scholes equation is a linear parabolic equation which is equiv-

alent to the heat equation. Invariant solutions of the heat equation can be used

for Block-Scholes equation. Thus, there is interest to finding equations which are

equivalent to equation (6.13),(6.14) and (6.15).

As explained in chapter V, equation (6.4) is equivalent to the heat equation

(6.13) if and only if

λ = 0
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because we have changed the form of the equation to (6.4), λ and K are new of

the form

λ = (−8b1τyyyb
5
1 + 36b1τyyb1yb

4
1 − 4b1τyb1τb

5
1 + 28b1τyb1yyb

4
1

−80b1τyb
2
1yb

3
1 + 4b1ττyb

6
1 − 4b1ττb1yb

5
1 + 4b2

1τb1yb
4
1 + 8b1τb1yyyb

4
1

−64b1τb1yyb1yb
3
1 + 80b1τb

3
1yb

2
1 + 4b1yyyyyb

4
1 − 40b1yyyyb1yb

3
1

−64b1yyyb1yyb
3
1 + 220b1yyyb

2
1yb

2
1 + 288b2

1yyb1yb
2
1 − 810b1yyb

3
1yb1

+12b1yyb
7
1k + 405b5

1y + 20b1yKyb
7
1 + 8Kyyb

8
1)/b

10
1 ,

(6.16)

K = (2b1yb2y − b1yb
2
2 − 4b1yb3 + 2b2τb

2
1 − 2b2yyb1 + 2b2yb1b2 + 4b3yb1)/(2b

4
1).

The present chapter is devoted to obtaining conditions for equation (6.4)

to be equivalent to (6.14) or (6.15). The chapter is organized as follows.

6.2 Statement of the problem

Let us obtain a representation of the changed equations. For this we sup-

pose that u0(t, x) is a given function. Applying the inverse function theorem to

(6.3), there exist functions t = T (τ), x = X(τ, y) such that

t = H(T (τ)), y = Y (X(τ, y)). (6.17)

After substituting T (τ), X(τ, y) into equation (6.2), one obtains the transforma-

tion of the function u0(t, x):

v0(τ, y) = u0(T (τ), X(τ, y))V (T (τ), X(τ, y)),

Notice that the function v0(τ, y) satisfies the relation

v0(H(t), Y (t, x)) = u0(t, x)/V (t, x). (6.18)

Differentiating equation (6.18) with respect to t and x, one gets

v0τH
′ + v0yYt = (u0/V )t, v0yYx = (u0/V )x. (6.19)
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Solving linear system (6.19) with respect to the derivatives v0τ and v0y, one has

v0τ (τ, y) = 4−1(Yt(u0/V )x − Yx(u0/V )t),

v0y(τ, y) = −4−1H ′(u0/V )x,
(6.20)

where it assumed that 4 = −H ′Yx 6= 0. Differentiating second equation (6.20)

with respect to x, one obtains

v0yy = 4−3H ′((H ′(u0/V )x)4x −4(H ′(u0/V )x)x). (6.21)

Thus equation (6.4) becomes (6.1), where

a1 = ∆−1Y 3
x b1,

a2 = −∆−1V −1(2H ′VxYx −H ′YxxV −H ′Y 2
x V b2 + YtY

2
x V b1),

a3 = −∆−1V −1(H ′VxxYx −H ′VxYxx −H ′VxY
2
x b2 −H ′Y 3

x b3V

−VtY
3
x b1 + VxYtY

2
x b1).

(6.22)

6.3 Equivalence problem for equation (6.13)

This section studies equations (6.4) which are equivalent to equation (6.13).

Since for equation (6.13)

a1 = −1, a2 = 0, a3 = 0, (6.23)

equation (6.22) becomes

1 = −∆−1Y 3
x b1,

0 = 2H ′VxYx −H ′YxxV −H ′Y 2
x V b2 + YtY

2
x V b1,

0 = −∆−1V −1(H ′VxxYx −H ′VxYxx −H ′VxY
2
x b2 −H ′Y 3

x b3V

−VtY
3
x b1 + VxYtY

2
x b1).

(6.24)

The problem is to find conditions for the coefficients b1(τ, y), b2(τ, y), b3(τ, y)

which guarantee existence of the functions H(t), Y (t, x), V (t, x) transforming the
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coefficients of (6.4) into (6.23). Solution of this problem consists of the analysis

of compatibility of (6.24).

From the first equation of (6.24) one has

H ′ = b1Y
2
x . (6.25)

Differentiating equation (6.25) with respect to x, one finds

Yxx = −b1yY
2
x /(2b1). (6.26)

The second and the third equation of (6.24) become

Yt = (−4VxYxb1 + Y 2
x V (−b1y + 2b1b2))/(2b1V ), (6.27)

Vxx = (−b1yVxY
2
x + 2VtYxb1 − 2VxYtb1 + 2VxY

2
x b1b2

+2Y 3
x b1b3V )/(2Yxb1).

(6.28)

Comparing the mixed derivatives (Yt)xx − (Yxx)t = 0, one finds

Vtx = (4VtYtYxb
3
1 + 2VtY

3
x b2

1(b1y − 2b1b2)− 4VxY
2
t b3

1 + 4VxYtY
2
x b2

1(−b1y

+2b1b2) + VxY
4
x b1(−4b1yyb1 + 7b2

1y + 4b1yb1b2 − 4b2
1b

2
2 − 8b2

1b3)

+2YtY
3
x b1V (−b1yyb1 + 2b2

1y + 2b2
1b3) + Y 5

x V (−2b1yyyb
2
1 + 9b1yyb1yb1

−7b3
1y − 6b1yb2yb

2
1 + 10b1yb

2
1b3 + 4b2yyb

3
1 − 8b3yb

3
1 − 4b3

1b2b3)

+2Y 3
x H ′b1V (b1τyb1 − b1τb1y))/(8Y

2
x b3

1).

(6.29)

The equation (Vxx)t − (Vtx)x = 0 gives

Vtt = (−32V 2
t Y 3

x b4
1V + 128VtV

2
x Y 3

x b4
1 + 80VtVxYtY

2
x b4

1V

+8VtVxY
4
x b3

1V (3b1y − 10b1b2) + 8VtY
2
t Yxb

4
1V

2 − 16VtYtY
3
x b4

1b2V
2

+2VtY
5
x b2

1V
2(−b2

1y + 4b2
1b

2
2)− 64V 3

x YtY
2
x b4

1 + 32V 3
x Y 4

x b3
1(b1y + 2b1b2)

−32V 2
x Y 2

t Yxb
4
1V + 32V 2

x YtY
3
x b3

1V (b1y + 2b1b2) + 8V 2
x Y 5

x b2
1V (8b1yyb1

−9b2
1y − 4b1yb1b2 − 8b2yb

2
1 − 4b2

1b
2
2 + 24b2

1b3)− 64V 2
x Y 3

x b1τH
′b3

1V
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−8VxY
3
t b4

1V
2 + 4VxY

2
t Y 2

x b3
1V

2(b1y + 6b1b2) + 2VxYtY
4
x b2

1V
2(4b1yyb1

+5b2
1y − 4b1yb1b2 − 16b2yb

2
1 − 12b2

1b
2
2 + 24b2

1b3)− 32VxYtY
2
x b1τH

′b3
1V

2

+VxY
6
x b1V

2(−8b1yyyb
2
1 + 68b1yyb1yb1 − 73b3

1y − 26b2
1yb1b2 + 8b1yb2yb

2
1

+4b1yb
2
1b

2
2 + 72b1yb

2
1b3 − 16b2yyb

3
1 + 32b2yb

3
1b2 + 8b3

1b
3
2 − 48b3

1b2b3)

+8VxY
4
x H ′b2

1V
2(−b1τyb1 − b1τb1y + 4b1τb1b2) + 4Y 2

t Y 3
x b2

1V
3(−3b1yyb1

+6b2
1y + 2b2

1b3) + 2YtY
5
x b1V

3(−10b1yyyb
2
1 + 50b1yyb1yb1 + 6b1yyb

2
1b2

−43b3
1y − 12b2

1yb1b2 − 18b1yb2yb
2
1 + 48b1yb

2
1b3 + 12b2yyb

3
1 − 32b3yb

3
1

−8b3
1b2b3) + 12YtY

3
x H ′b2

1V
3(b1τyb1 − b1τb1y) + Y 7

x V 3(−8b1yyyyb
3
1

+50b1yyyb1yb
2
1 + 12b1yyyb

3
1b2 + 40b2

1yyb
2
1 − 195b1yyb

2
1yb1 − 54b1yyb1yb

2
1b2

−32b1yyb2yb
3
1 + 64b1yyb

3
1b3 + 113b4

1y + 42b3
1yb1b2 + 58b2

1yb2yb
2
1 − 98b2

1yb
2
1b3

−36b1yb2yyb
3
1 + 36b1yb2yb

3
1b2 + 64b1yb3yb

3
1 − 32b1yb

3
1b2b3 + 16b2yyyb

4
1

−24b2yyb
4
1b2 − 64b2yb

4
1b3 − 32b3yyb

4
1 + 32b3yb

4
1b2 + 8b4

1b
2
2b3 + 64b4

1b
2
3)

+2Y 5
x H ′b1V

3(4b1τyyb
2
1 − 7b1τyb1yb1 − 6b1τyb

2
1b2 − 4b1τb1yyb1 + 7b1τb

2
1y

+6b1τb1yb1b2 − 16b3τb
3
1))/(32Y 3

x b4
1V

2).

(6.30)

Comparing the mixed derivatives (Vtt)x − (Vtx)t = 0, one obtains

λ = 0, (6.31)

where λ is defined in (6.16). This condition guarantees that the overdetermined

system (6.24) is compatible. Moreover, the overdetermined system of equations

(6.25)-(6.39) is involutive under the condition (6.31). The condition (6.31) was

obtained in Johnpillai and Mahomed (2001).
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6.4 Equivalence problem for equation (6.14)

This section studies equations (6.4) which are equivalent to equation (6.14).

Since for equation (6.14)

a1 = −1, a2 = 0, a3 = a (x) , (6.32)

equations (6.22) become

1 = −∆−1Y 3
x b1,

0 = 2H ′VxYx −H ′YxxV −H ′Y 2
x V b2 + YtY

2
x V b1,

a = −∆−1V −1(H ′VxxYx −H ′VxYxx −H ′VxY
2
x b2 −H ′Y 3

x b3V

−VtY
3
x b1 + VxYtY

2
x b1).

(6.33)

The problem is to find conditions for the coefficients b1(τ, y), b2(τ, y), b3(τ, y)

which guarantee existence of the functions H(t), Y (t, x), V (t, x) transforming the

coefficients of (6.4) into (6.32). Solution of this problem consists of the analysis

of compatibility of (6.33).

From the first equation of equation (6.33), one has

H ′ = b1Y
2
x . (6.34)

Then

Yxx = −b1yY
2
x /(2b1). (6.35)

The second equation and the third equation of equation (6.33) can be solved with

respect to Yt and Vxx:

Yt = (−4VxYxb1 + Y 2
x V (−b1y + 2b1b2))/(2b1V ), (6.36)

Vxx = (−b1yVxY
2
x + 2VtYxb1 − 2VxYtb1 + 2VxY

2
x b1b2

+2Y 3
x b1b3V + 2Yxab1V )/(2Yxb1).

(6.37)
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Comparing the mixed derivatives (Yt)xx − (Yxx)t = 0, one finds

Vtx = (4VtYtYxb
3
1 + 2VtY

3
x b2

1(b1y − 2b1b2)− 4VxY
2
t b3

1 + 4VxYtY
2
x b2

1(−b1y

+2b1b2) + VxY
4
x b1(−4b1yyb1 + 7b2

1y + 4b1yb1b2 − 4b2
1b

2
2 − 8b2

1b3)

−8VxY
2
x ab3

1 + 2YtY
3
x b1V (−b1yyb1 + 2b2

1y + 2b2
1b3) + 4YtYxab3

1V

+Y 5
x V (−2b1yyyb

2
1 + 9b1yyb1yb1 − 7b3

1y − 6b1yb2yb
2
1 + 10b1yb

2
1b3

+4b2yyb
3
1 − 8b3yb

3
1 − 4b3

1b2b3) + 2Y 3
x b1V (b1τyH

′b1 − b1τb1yH
′

+b1yab1 − 2ab2
1b2)− 8Y 2

x axb
3
1V )/(8Y 2

x b3
1).

(6.38)

The equation (Vxx)t − (Vtx)x = 0 gives

Vtt = (−32V 2
t Y 3

x b4
1V + 128VtV

2
x Y 3

x b4
1 + 80VtVxYtY

2
x b4

1V + 8VtVxY
4
x b3

1V (3b1y

−10b1b2) + 8VtY
2
t Yxb

4
1V

2 − 16VtYtY
3
x b4

1b2V
2 + 2VtY

5
x b2

1V
2(−b2

1y

+4b2
1b

2
2)− 128VtY

3
x ab4

1V
2 − 64V 3

x YtY
2
x b4

1 + 32V 3
x Y 4

x b3
1(b1y + 2b1b2)

−32V 2
x Y 2

t Yxb
4
1V + 32V 2

x YtY
3
x b3

1V (b1y + 2b1b2) + 8V 2
x Y 5

x b2
1V (8b1yyb1

−9b2
1y − 4b1yb1b2 − 8b2yb

2
1 − 4b2

1b
2
2 + 24b2

1b3) + 64V 2
x Y 3

x b3
1V (−b1τH

′

+3ab1)− 8VxY
3
t b4

1V
2 + 4VxY

2
t Y 2

x b3
1V

2(b1y + 6b1b2) + 2VxYtY
4
x b2

1V
2

(4b1yyb1 + 5b2
1y − 4b1yb1b2 − 16b2yb

2
1 − 12b2

1b
2
2 + 24b2

1b3) + 16VxYtY
2
x b3

1V
2

(−2b1τH
′ + 7ab1) + VxY

6
x b1V

2(−8b1yyyb
2
1 + 68b1yyb1yb1 − 73b3

1y

−26b2
1yb1b2 + 8b1yb2yb

2
1 + 4b1yb

2
1b

2
2 + 72b1yb

2
1b3 − 16b2yyb

3
1 + 32b2yb

3
1b2

+8b3
1b

3
2 − 48b3

1b2b3) + 8VxY
4
x b2

1V
2(−b1τyH

′b1 − b1τb1yH
′ + 4b1τH

′b1b2

+5b1yab1 − 14ab2
1b2) + 4Y 2

t Y 3
x b2

1V
3(−3b1yyb1 + 6b2

1y + 2b2
1b3)

+8Y 2
t Yxab4

1V
3 + 2YtY

5
x b1V

3(−10b1yyyb
2
1 + 50b1yyb1yb1 + 6b1yyb

2
1b2

−43b3
1y − 12b2

1yb1b2 − 18b1yb2yb
2
1 + 48b1yb

2
1b3 + 12b2yyb

3
1 − 32b3yb

3
1

−8b3
1b2b3) + 4YtY

3
x b2

1V
3(3b1τyH

′b1 − 3b1τb1yH
′ − 4ab2

1b2)− 32YtY
2
x axb

4
1V

3

+Y 7
x V 3(−8b1yyyyb

3
1 + 50b1yyyb1yb

2
1 + 12b1yyyb

3
1b2 + 40b2

1yyb
2
1 − 195b1yyb

2
1yb1

−54b1yyb1yb
2
1b2 − 32b1yyb2yb

3
1 + 64b1yyb

3
1b3 + 113b4

1y + 42b3
1yb1b2

+58b2
1yb2yb

2
1 − 98b2

1yb
2
1b3 − 36b1yb2yyb

3
1 + 36b1yb2yb

3
1b2 + 64b1yb3yb

3
1

−32b1yb
3
1b2b3 + 16b2yyyb

4
1 − 24b2yyb

4
1b2 − 64b2yb

4
1b3 − 32b3yyb

4
1

(6.39)
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+32b3yb
4
1b2 + 8b4

1b
2
2b3 + 64b4

1b
2
3) + 2Y 5

x b1V
3(4b1τyyH

′b2
1 − 7b1τyb1yH

′b1

−6b1τyH
′b2

1b2 − 4b1τb1yyH
′b1 + 7b1τb

2
1yH

′ + 6b1τb1yH
′b1b2 − b2

1yab1

−16b3τH
′b3

1 + 4ab3
1b

2
2) + 16Y 4

x axb
3
1V

3(−b1y + 2b1b2)

+32Y 3
x b4

1V
3(−axx − 2a2))/(32Y 3

x b4
1V

2).

Equating (Vtt)x = (Vtx)t, one obtains

axxx = (Y 5
x λ3)/(16b5

1), (6.40)

where λ3 = −b10
1 λ. Notice that by virtue of λ 6= 0, one has λ3 6= 0. Because a

does not depend on t, differentiating (6.40) with respect to t, one has

Vt = (−20V 2
x b2

1λ3 + 2VxYxb1V (15b1yλ3 − 2λ3yb1) + Y 2
x λ4V

2

−20ab2
1λ3V

2)/(20b2
1λ3V ),

(6.41)

where

λ2 = −b1yyb1 + 2b2
1y − 2b1yb1b2 + 2b2yb

2
1 − 4b2

1b3,

λ4 = −10b1τb
2
1λ3 + 5b2

1yλ3 − b1yλ3yb1 − 10b1yb1b2λ3 + 2λ3τb
3
1

+2λ3yb
2
1b2 + 5λ2λ3.

Substitution of Vt into (6.38) and (6.39) gives

axx = (−16V 2
x Y 2

x b2
1λ5 − 8VxY

3
x b1λ6V + Y 4

x λ7V
2 + 40Yxaxb

3
1λ3V

2

(15b1yλ3 − 2λ3yb1))/(400b4
1λ

2
3V

2),
(6.42)

4Vxb1λ5 + Yxλ6V = 0, (6.43)

where

λ1 = 2b1τyb
3
1 − 2b1τb1yb

2
1 − 2b1yyyb

2
1 + 10b1yyb1yb1 − 2b1yyb

2
1b2 − 9b3

1y

+4b2
1yb1b2 − 6b1yb2yb

2
1 + 8b1yb

2
1b3 + 4b2yyb

3
1 − 8b3yb

3
1,

λ5 = −150b2
1yλ

2
3 + 25b1yλ3yb1λ3 + 150b1yb1b2λ

2
3 − 150b2yb

2
1λ

2
3

+10λ3yyb
2
1λ3 − 12λ2

3yb
2
1 + 300b2

1b3λ
2
3 + 75λ2λ

2
3,
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λ6 = −300b1yb
2
1b3λ

2
3 + 15b1yλ3λ4 + 40λ3yb

3
1b3λ3 + 12λ3yb1λ4,

−10λ4yb1λ3 + 25λ1λ
2
3,

λ7 = 140b1τb
2
1λ3λ4 − 300b2

1yb
2
1b3λ

2
3 − 55b2

1yλ3λ4 + 200b1yb3yb
3
1λ

2
3,

+40b1yλ3yb
3
1b3λ3 + 12b1yλ3yb1λ4 + 600b1yb

3
1b2b3λ

2
3

+110b1yb1b2λ3λ4 − 275b1yλ1λ
2
3 − b1yλ6 − 400b3τb

5
1λ

2
3

−400b3yb
4
1b2λ

2
3 + 50λ1yb1λ

2
3 − 80λ3yb

4
1b2b3λ3 − 24λ3yb

2
1b2λ4

+10λ3yb1λ1λ3 − 20λ4τb
3
1λ3 − 800b4

1b
2
3λ

2
3 − 400b2

1b3λ2λ
2
3

−50b1b2λ1λ
2
3 + 2b1b2λ6 − 70λ2λ3λ4 + 12λ2

4.

Differentiating (6.42) with respect to t, one has

64V 3
x Y 3

x b3
1(15b1yλ3λ5 − 14λ3yb1λ5 + 5λ5yb1λ3)

+16V 2
x Y 4

x b2
1V (120b1τb

2
1λ3λ5 − 60b2

1yλ3λ5 + 5b1yλ5yb1λ3

+120b1yb1b2λ3λ5 + 15b1yλ3λ6 − 28λ3yb1λ6 − 10λ5τb
3
1λ3

−10λ5yb
2
1b2λ3 + 10λ6yb1λ3 + 40b2

1b3λ3λ5 − 60λ2λ3λ5 + 14λ4λ5)

+4VxY
5
x b1V

2(260b1τb
2
1λ3λ6 − 130b2

1yλ3λ6 + 10b1yλ6yb1λ3

+260b1yb1b2λ3λ6 + 14λ3yb1λ7 − 20λ6τb
3
1λ3 − 20λ6yb

2
1b2λ3 − 5λ7yb1λ3

+40b2
1b3λ3λ6 − 10λ1λ3λ5 − 130λ2λ3λ6 + 28λ4λ6) + 480VxY

2
x axb

4
1λ3λ5V

2

+Y 6
x V 3(−140b1τb

2
1λ3λ7 + 70b2

1yλ3λ7 − 5b1yλ7yb1λ3 − 140b1yb1b2λ3λ7

+10λ7τb
3
1λ3 + 10λ7yb

2
1b2λ3 − 10λ1λ3λ6 + 70λ2λ3λ7 − 14λ4λ7)

+120Y 3
x axb

3
1λ3λ6V

3 = 0.

(6.44)

Substituting axx into (6.40), one finds

16V 2
x Yxb

2
1(15b1yλ3λ5 − 26λ3yb1λ5 + 10λ5yb1λ3) + 8VxY

2
x b1V

(−15b1yλ3λ6 − 24λ3yb1λ6 + 10λ6yb1λ3 + 40b2
1b3λ3λ5 + 2λ4λ5)

+Y 3
x V 2(45b1yλ3λ7 + 22λ3yb1λ7 − 10λ7yb1λ3 + 80b2

1b3λ3λ6

+250λ4
3 + 4λ4λ6) + 80axb

3
1λ3λ5V

2 = 0.

(6.45)

Further study depends on the value of λ5.



51

Case 1 : λ5 6= 0.

From equations (6.43) and (6.45), one finds

Vx = −Yxλ6V/(4b1λ5) (6.46)

ax = Y 3
x λ8/(80b3

1λ3λ
3
5), (6.47)

where

λ8 = 10λ7yb1λ3λ
2
5 − 45b1yλ3λ5λ

2
6 − 22λ3yb1λ

2
5λ7 − 22λ3yb1λ5λ

2
6

−10λ5yb1λ3λ
2
6 − 45b1yλ3λ

2
5λ7 + 20λ6yb1λ3λ5λ6 − 250λ4

3λ
2
5.

Equation (6.44) becomes

95b2
1yλ3λ

3
5λ7 − 280b1τb

2
1λ3λ

3
5λ7 − 280b1τb

2
1λ3λ

2
5λ

2
6 + 95b2

1yλ3λ
2
5λ

2
6

−22b1yλ3yb1λ
3
5λ7 − 22b1yλ3yb1λ

2
5λ

2
6 − 190b1yb1b2λ3λ

3
5λ7

−190b1yb1b2λ3λ
2
5λ

2
6 − 250b1yλ

4
3λ

3
5 + 45b1yλ3λ

2
5λ6λ7 + 45b1yλ3λ5λ

3
6

−b1yλ5λ8 + 44λ3yb
2
1b2λ

3
5λ7 + 44λ3yb

2
1b2λ

2
5λ

2
6 − 6λ3yb1λ

2
5λ6λ7

−6λ3yb1λ5λ
3
6 − 20λ5τb

3
1λ3λ5λ

2
6 + 40λ6τb

3
1λ3λ

2
5λ6 + 20λ7τb

3
1λ3λ

3
5

+500b1b2λ
4
3λ

3
5 + 2b1b2λ5λ8 + 140λ2λ3λ

3
5λ7 + 140λ2λ3λ

2
5λ

2
6

+250λ4
3λ

2
5λ6 − 28λ4λ

3
5λ7 − 28λ4λ

2
5λ

2
6 + λ6λ8 = 0.

(6.48)

Substituting Vx into (6.37), one has

λ6y = (15b1yλ3λ5λ6 − λ3yb1λ5λ6 + 5λ5yb1λ3λ6 − 20b2
1b3λ3λ

2
5

−λ4λ
2
5)/(5b1λ3λ5).

(6.49)

Comparing the mixed derivatives (Vt)x − (Vx)t = 0, one gets

40b1yb
2
1b3λ3λ

3
5 − 20b1τb

2
1λ3λ

2
5λ6 − 20b2

1yλ3λ
2
5λ6 + 2b1yλ3yb1λ

2
5λ6

+40b1yb1b2λ3λ
2
5λ6 + 15b1yλ3λ5λ

2
6 + 2b1yλ4λ

3
5 − 4λ3yb

2
1b2λ

2
5λ6

−2λ3yb1λ5λ
2
6 − 20λ5τb

3
1λ3λ5λ6 + 20λ6τb

3
1λ3λ

2
5 − 80b3

1b2b3λ3λ
3
5

−4b1b2λ4λ
3
5 + 10λ1λ3λ

3
5 + 10λ2λ3λ

2
5λ6 − 2λ4λ

2
5λ6 − λ8 = 0.

(6.50)
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Substituting ax into (6.42), one obtains

15b1yλ3λ5λ8 − 2λ3yb1λ5λ8 + 5λ12 + 2λ4
5λ7 + 2λ3

5λ
2
6 = 0, (6.51)

where

λ12 = 9b1yλ3λ5λ8 + 2λ3yb1λ5λ8 + 6λ5yb1λ3λ8 − 2λ8yb1λ3λ5.

Since a does not depend on t, the equation (ax)t = 0 gives

35b2
1yλ3λ

2
5λ8 − 10b1yλ3yb1λ

2
5λ8 − 160b1τb

2
1λ3λ

2
5λ8

−70b1yb1b2λ3λ
2
5λ8 + 5b1yλ12λ5 + 45b1yλ3λ5λ6λ8 + 20λ3yb

2
1b2λ

2
5λ8

−6λ3yb1λ5λ6λ8 − 60λ5τb
3
1λ3λ5λ8 + 20λ8τb

3
1λ3λ

2
5 − 10b1b2λ12λ5

−5λ12λ6 + 80λ2λ3λ
2
5λ8 − 16λ4λ

2
5λ8 = 0.

(6.52)

If conditions (6.48)-(6.52) are satisfied, then the system of equation (6.33) is

compatible. Thus, we have obtained that conditions (6.48)-(6.52) guarantee that

the parabolic equation (6.4) is equivalent to (6.14).

Case 2 : λ5 = 0.

From (6.43), one has that, λ6 = 0, and equation (6.45) becomes

λ7y = (45b1yλ3λ7 + 22λ3yb1λ7 + 250λ4
3)/(10b1λ3). (6.53)

Notice that the condition λ3 6= 0 implies λ7 6= 0. Differentiating axx in (6.42) with

respect to t, one gets

12Vxb1λ9 + Yxλ10V = 0, (6.54)

where

λ9 = 6λ3yb1λ7 − 45b1yλ3λ7 − 250λ4
3,

λ10 = 420b1yb1b2λ3λ7 − 840b1τb
2
1λ3λ7 − 210b2

1yλ3λ7 − 3500b1yλ
4
3

−11b1yλ9 + 60λ7τb
3
1λ3 + 7000b1b2λ

4
3 + 22b1b2λ9 + 420λ2λ3λ7

−84λ4λ7.
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From definition of λ9, one finds λ3y. Then (6.53) becomes

λ7y = (630b1yλ3λ7 + 3500λ4
3 + 11λ9)/(30b1λ3). (6.55)

Case 2.1: λ9 6= 0.

From (6.54), one finds

Vx = −Yxλ10V/(12b1λ9). (6.56)

Substituting Vx into (6.37) and (6.38), one has

λ10y = (45b1yλ10λ3λ7λ9 + 30λ9yb1λ10λ3λ7 − 360b2
1b3λ3λ7λ

2
9

−250λ10λ
4
3λ9 − λ10λ

2
9 − 18λ4λ7λ

2
9)/(30b1λ3λ7λ9),

(6.57)

ax = Y 3
x λ11, (6.58)

where

λ11 = (−12b1τb
2
1λ10λ

2
9 + 6b2

1yλ10λ
2
9 − 6b1yλ10yb1λ

2
9 + 6b1yλ9yb1λ10λ9

−12b1yb1b2λ10λ
2
9 − 3b1yλ

2
10λ9 + 12λ10τb

3
1λ

2
9 + 12λ10yb

2
1b2λ

2
9

+2λ10yb1λ10λ9 − 12λ9τb
3
1λ10λ9 − 12λ9yb

2
1b2λ10λ9 − 2λ9yb1λ

2
10

+24b2
1b3λ10λ

2
9 + 18λ1λ

3
9 + 6λ10λ2λ

2
9)/(144b3

1λ
3
9).

Differentiating (6.58) with respect to t, and substituting ax into (6.42), one gets

5400b1τb1yb
2
1λ10λ3λ7λ

3
9 − 10800b1τb

3
1b2λ10λ3λ7λ

3
9

−1800b1τb
2
1λ

2
10λ3λ7λ

2
9 − 2700b3

1yλ10λ3λ7λ
3
9

+135b2
1yλ9yb1λ10λ3λ7λ

2
9 − 145800b2

1yb
3
1λ11λ

2
3λ

2
7λ

3
9

+10800b2
1yb1b2λ10λ3λ7λ

3
9 + 2250b2

1yλ
2
10λ3λ7λ

2
9

−270b1yλ9τb
3
1λ10λ3λ7λ

2
9 − 540b1yλ9yb

2
1b2λ10λ3λ7λ

2
9

−90b1yλ9yb1λ
2
10λ3λ7λ9 + 291600b1yb

4
1b2λ11λ

2
3λ

2
7λ

3
9

−810000b1yb
3
1λ11λ

5
3λ7λ

3
9 − 3240b1yb

3
1λ11λ3λ7λ

4
9

+97200b1yb
3
1λ13λ

2
3λ

2
7λ

3
9 − 10800b1yb

2
1b

2
2λ10λ3λ7λ

3
9

−4500b1yb1b2λ
2
10λ3λ7λ

2
9 − 450b1yλ

3
10λ3λ7λ9
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+7500b1yλ
2
10λ

4
3λ

2
9 + 30b1yλ

2
10λ

3
9 − 2700b1yλ10λ2λ3λ7λ

3
9

+540b1yλ10λ4λ7λ
3
9 + 243b1yλ

3
7λ

3
9

+194400λ11τb
6
1λ

2
3λ

2
7λ

3
9 + 540λ9τb

4
1b2λ10λ3λ7λ

2
9

+90λ9τb
3
1λ

2
10λ3λ7λ9 + 540λ9yb

3
1b

2
2λ10λ3λ7λ

2
9

+180λ9yb
2
1b2λ

2
10λ3λ7λ9 + 15λ9yb1λ

3
10λ3λ7

+1620000b4
1b2λ11λ

5
3λ7λ

3
9 + 6480b4

1b2λ11λ3λ7λ
4
9

−194400b4
1b2λ13λ

2
3λ

2
7λ

3
9 − 540000b3

1λ10λ11λ
5
3λ7λ

2
9

−2160b3
1λ10λ11λ3λ7λ

3
9 − 32400b3

1λ10λ13λ
2
3λ

2
7λ

2
9

+291600b3
1λ11λ2λ

2
3λ

2
7λ

3
9 − 58320b3

1λ11λ3λ4λ
2
7λ

3
9

−15000b1b2λ
2
10λ

4
3λ

2
9 − 60b1b2λ

2
10λ

3
9

+5400b1b2λ10λ2λ3λ7λ
3
9 − 1080b1b2λ10λ4λ7λ

3
9

−486b1b2λ
3
7λ

3
9 − 2500λ3

10λ
4
3λ9 − 10λ3

10λ
2
9

+900λ2
10λ2λ3λ7λ

2
9 − 180λ2

10λ4λ7λ
2
9 − 81λ10λ

3
7λ

2
9 = 0,

(6.59)

600b3
1λ

2
3λ7λ13 − 10000b3

1λ11λ
5
3 − 40b3

1λ11λ3λ9 + 3λ2
7 = 0, (6.60)

where

λ13 = 3b1yλ11 − 2λ11yb1.

Therefore the conditions λ5 = 0, λ6 = 0, (6.55), (6.57), (6.59) and (6.60)

guarantee that the parabolic equation (6.4) equivalent to equation (6.14).

Case 2.2 : λ9 = 0.

From (6.54) and (6.55), it follow that

λ10 = 0,

λ7y = 7(9b1yλ7 + 50λ3
3)/(3b1). (6.61)

Therefore the conditions λ5 = 0, λ6 = 0, λ9 = 0, λ10 = 0 and (6.61) guarantee

that the parabolic equation (6.4) equivalent to equation (6.14).
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Theorem 6.1. The parabolic equation (6.4) is equivalent to equation (6.14) if and

only if the coefficients of (6.4) obey one of the following conditions:

(A) equations (6.48)-(6.52), in this case the functions H(t), Y (t, x), V (t, x) and

a(x) are obtained by solving involutive system of equations (6.34)-(6.36), (6.41),

(6.46), (6.47);

(B) equations λ5 = 0, λ6 = 0, (6.55), (6.57), (6.59), (6.60), in this case the

functions H(t), Y (t, x), V (t, x) and a(x) are obtained by solving involutive system

of equations (6.34)-(6.36), (6.41), (6.56), (6.58);

(C) equations λ5 = 0, λ6 = 0, λ9 = 0, λ10 = 0, (6.61), in this case the func-

tions H(t), Y (t, x), V (t, x) and a(x) are obtained by solving involutive system of

equations (6.34)-(6.37), (6.41), (6.42).

6.5 Equivalence problem for equation (6.15)

This section studies equations (6.4) which are equivalent to equation (6.15).

Since for equation (6.15), the coefficient is

a(x) = k/x2, (k 6= 0), (6.62)

we continue studying the various cases from the previous section.

Case 1 : λ5 6= 0.

Substituting a in (6.62) into (6.47), one has

k = −Y 3
x λ8x

3/(160b3
1λ3λ

3
5). (6.63)

Since k is constant, differentiating (6.63) with respect to x, one obtains

Yxλ12x− 6b1λ3λ5λ8 = 0. (6.64)
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Case 1.1 : λ12 6= 0.

In this case, one can find

Yx = 6b1λ3λ5λ8/(λ12x). (6.65)

Substituting Yx into (6.35), one has

3λ12yb1λ3λ5λ8 − 18b1yλ12λ3λ5λ8 − 6λ3yb1λ12λ5λ8

−12λ5yb1λ12λ3λ8 + 2λ2
12 = 0.

(6.66)

Comparing the mixed derivatives (Yt)x − (Yx)t = 0, one obtains

60λ12λ2λ3λ
2
5λ8 − 120b1τb

2
1λ12λ3λ

2
5λ8 + 105b2

1yλ12λ3λ
2
5λ8

−10b1yλ12yb1λ3λ
2
5λ8 + 10b1yλ3yb1λ12λ

2
5λ8 + 40b1yλ5yb1λ12λ3λ5λ8

−210b1yb1b2λ12λ3λ
2
5λ8 − 5b1yλ

2
12λ5 − 45b1yλ12λ3λ5λ6λ8

+20λ12τb
3
1λ3λ

2
5λ8 + 20λ12yb

2
1b2λ3λ

2
5λ8 + 10λ12yb1λ3λ5λ6λ8

−20λ3yb
2
1b2λ12λ

2
5λ8 − 22λ3yb1λ12λ5λ6λ8 − 20λ5τb

3
1λ12λ3λ5λ8

−80λ5yb
2
1b2λ12λ3λ5λ8 − 40λ5yb1λ12λ3λ6λ8 − 20λ8τb

3
1λ12λ3λ

2
5

+10b1b2λ
2
12λ5 + 5λ2

12λ6 − 12λ12λ4λ
2
5λ8 = 0.

(6.67)

Therefore the condition (6.48)-(6.52) and (6.66)-(6.67) guarantee that the

parabolic equation (6.4) equivalent to equation (6.15).

Case 1.2 : λ12 = 0.

Equation (6.64) implies λ8 = 0. Then (6.52) is the identity and equation (6.51)

and (6.48) become

λ7 = −λ2
6/λ5, (6.68)

λ6 = λ5(b1y − 2b1b2). (6.69)

Substituting λ6 into (6.49) and (6.50), one gets

λ6y = (15b2
1yλ3λ5 − b1yλ3yb1λ5 + 5b1yλ5yb1λ3 − 30b1yb1b2λ3λ5

+2λ3yb
2
1b2λ5 − 10λ5yb

2
1b2λ3 − 20b2

1b3λ3λ5 − λ4λ5)/(5b1λ3),
(6.70)
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b3
1y − 4b2

1yb1b2 + 4b1yb2yb
2
1 + 4b1yb

2
1b

2
2 − 8b1yb

2
1b3 + 10b1yλ2 − 8b2τb

4
1

−8b2yb
3
1b2 − 4λ2yb1 + 4λ1 = 0.

(6.71)

Therefore the conditions λ8 = 0, λ12 = 0, (6.68)-(6.70) and (6.71) guarantee that

the parabolic equation (6.4) equivalent to equation (6.15).

Case 2 : λ5 = 0.

Case 2.1 : λ9 6= 0.

Substituting a from (6.62) into (6.58), one has

k = −Y 3
x λ11x

3/2. (6.72)

Differentiating k with respect to t and x, one gets

45b2
1yλ11λ3λ7λ9 − 90b1yb1b2λ11λ3λ7λ9 − 15b1yλ13λ3λ7λ9

−60λ11τb
3
1λ3λ7λ9 + 30b1b2λ13λ3λ7λ9 + 250λ10λ11λ

4
3

+λ10λ11λ9 + 5λ10λ13λ3λ7 − 90λ11λ2λ3λ7λ9 + 18λ11λ4λ7λ9 = 0,

(6.73)

xYxλ13 − 6b1λ11 = 0, (6.74)

Case 2.1.1 : λ13 6= 0.

Solving (6.74) with respect to Yx, one obtains

Yx = 6b1λ11/(λ13x). (6.75)

Substituting Yx into (6.35), one has

0 = 3λ13yb1λ11 − 9b1yλ11λ13 + 2λ2
13. (6.76)

The requirement (Yt)x − (Yx)t = 0, leads to condition

225b2
1yλ11λ13λ3λ7λ9 − 180b1τb

2
1λ11λ13λ3λ7λ9

−90b1yλ13yb1λ11λ3λ7λ9 − 450b1yb1b2λ11λ13λ3λ7λ9

−90b1yλ10λ11λ13λ3λ7 − 45b1yλ
2
13λ3λ7λ9 − 180λ11τb

3
1λ13λ3λ7λ9
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+180λ13τb
3
1λ11λ3λ7λ9 + 180λ13yb

2
1b2λ11λ3λ7λ9

+30λ13yb1λ10λ11λ3λ7 + 90b1b2λ
2
13λ3λ7λ9 − 250λ10λ11λ13λ

4
3

−λ10λ11λ13λ9 + 15λ10λ
2
13λ3λ7 + 90λ11λ13λ2λ3λ7λ9

−18λ11λ13λ4λ7λ9 = 0.

(6.77)

Therefore the conditions (6.55), (6.57), (6.59), (6.60), (6.73), (6.76) and (6.77)

guarantee that the parabolic equation (6.4) equivalent to equation (6.15).

Case 2.1.2 : λ13 = 0.

Equation (6.74) and (6.60) imply λ11 = 0 and λ7 = 0. This contradicts λ7 6= 0.

Case 2.2 : λ9 = 0.

Equation (6.42) is

3Y 4
x λ2

7x
4 + 800b3

1λ
2
3k(25Yxλ

3
3x− 9b1λ7) = 0. (6.78)

Analyzing equation (6.78) one obtains that 25Yxλ
3
3x− 9b1λ7 6= 0. Hence,

k = −3Y 4
x λ2

7x
4/(800b3

1λ
2
3(25Yxλ

3
3x− 9b1λ7)). (6.79)

Differentiating k with respect to x, one has

675Yxb1λ
3
3λ

2
7x− 1875Y 2

x λ6
3λ7x

2 + 108b2
1λ

3
7 = 0. (6.80)

Differentiating (6.80) with respect to t and x, one gets

93750VxY
3
x b1λ

7
3x

2(13b1yλ7 + 70λ3
3) + 33750VxY

2
x b2

1λ
4
3λ7x

(−13b1yλ7 − 70λ3
3) + 5400VxYxb

3
1λ3λ

2
7(−13b1yλ7 − 70λ3

3)

+1875Y 4
x λ6

3λ7V x2(−220b1τb
2
1λ3 + 110b2

1yλ3 − 220b1yb1b2λ3

+105λ2λ3 − 21λ4) + 675Y 3
x b1λ

3
3λ

2
7V x(220b1τb

2
1λ3 − 110b2

1yλ3

+220b1yb1b2λ3 − 105λ2λ3 + 21λ4) + 108Y 2
x b2

1λ
3
7V (220b1τb

2
1λ3

−110b2
1yλ3 + 220b1yb1b2λ3 − 105λ2λ3 + 21λ4) = 0,

(6.81)
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3125Y 2
x λ6

3x
2(−39b1yλ7 − 220λ3

3) + 375Yxb1λ
3
3λ7x(117b1yλ7

+635λ3
3) + 135b2

1λ
2
7(52b1yλ7 + 285λ3

3) = 0.
(6.82)

Using (6.80) and (6.82), one finds

Yx = −3b1λ7/(25λ3
3x). (6.83)

Substituting Yx into (6.81) and equations Yxx = (Yx)x, Ytx = (Yx)t, (Yt)x = (Yx)t,

one obtains identities. Therefore the conditions λ5 = 0, λ6 = 0, λ9 = 0, λ10 = 0

and (6.61) guarantee that the parabolic equation (6.4) equivalent to equation

(6.15).

Theorem 6.2. The parabolic equation (6.4) is equivalent to equation (6.15) if and

only if the coefficients of (6.4) obey one of the following conditions:

(A) (6.48)-(6.52), (6.66)-(6.67), in this case the functions H(t), Y (t, x), V (t, x)

and k are obtained by solving involutive system of equations (6.34), (6.36), (6.41),

(6.46), (6.63), (6.65);

(B) λ8 = 0, λ12 = 0, (6.68)-(6.70), (6.71), in this case the functions

H(t), Y (t, x), V (t, x) and k are obtained by solving involutive system of equations

(6.34)-(6.36), (6.41), (6.46), (6.63);

(C) (6.55), (6.57), (6.59), (6.60), (6.73), (6.76), (6.77), in this case the functions

H(t), Y (t, x), V (t, x) and k are obtained by solving involutive system of equations

(6.34), (6.36), (6.41), (6.56), (6.72), (6.75);

(D) λ5 = 0, λ6 = 0, λ9 = 0, λ10 = 0, (6.61), in this case the functions

H(t), Y (t, x), V (t, x) and k are obtained by solving involutive system of equations

(6.34), (6.36), (6.37), (6.41), (6.79), (6.83).

Remark. Using an invariant of sixth-order one can conclude that if equation
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(6.4) is equivalent to (6.15) then it satisfies the following relation

3125/(3k) = 4(506250b4
1yλ3yb1λ

4
3 − 759375b5

1yλ
5
3 − 135000b3

1yλ
2
3yb

2
1λ

3
3

+18000b2
1yλ

3
3yb

3
1λ

2
3 − 1200b1yλ

4
3yb

4
1λ3 + 32λ5

3yb
5
1)/λ

6
3.

(6.84)

Example 1. Consider the Black-Scholes equation

vτ +
1

2
A2y2vyy + Byvy − Cv = 0, (6.85)

where A,B,C are constants. It has the form of equation (6.4) with the following

coefficients

b1 = −2/(A2y2), b2 = −2B/(A2y), b3 = 2C/(A2y2). (6.86)

For the coefficients (6.95) one obtains that λ = 0. Hence equation (6.94) is

equivalent to the heat equation. For finding a transformation mapping equation

(6.94) into the heat equation, one need to solve equations (6.25)-(6.28) for H(t),

Y (t, x), V (t, x).

Let us find the transformations which maps equation (6.94) into equation

(6.13). Substituting b1 into equation (6.26), one has

Y Yxx − Y 2
x = 0.

Thus the general solution is

Y = c1(t)e
c2(t)Ax,

where c1, c2 are arbitrary functions. Substituting Y into equation (6.25), one gets

H ′ = −2c2
2. (6.87)

From equations (6.27) and (6.28), one finds

Vx = V (−c′1 − c′2Ac1x + A2c1c
2
2 − 2Bc1c

2
2)/(2Ac1c2), (6.88)
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Vt = V (−c′21 − 2c′1c
′
2Ac1x + 2c′1A

2c1c
2
2 − 4c′1Bc1c

2
2 − c′22 A2c2

1x
2

+2c′2A
3c2

1c
2
2x− 2c′2A

2c2
1c2 − 4c′2ABc2

1c
2
2x− A4c2

1c
4
2 + 4A2Bc2

1c
4
2

−8A2Cc2
1c

4
2 − 4B2c2

1c
4
2)/(4A

2c2
1c

2
2).

(6.89)

Comparing the mixed derivatives (Vt)x − (Vx)t = 0, one gets

Ac2
1(c

′′
2c2 − 2c′22 )x + (c′′1c1c2 − c′21 c2 − 2c′1c

′
2c1) = 0.

Splitting this equation with respect to x, we have

c′′2c2 − 2c′22 = 0, (6.90)

c′′1c1c2 − c′21 c2 − 2c′1c
′
2c1 = 0. (6.91)

The general solution of equation (6.90) is

c2 = 1/(k1t + k0),

where k0 and k1 are arbitrary constants. Setting k0 =
√

2, k1 = 0, one has

c2 = 1/
√

2. Substituting c2 into (6.91), one has

c′′1c1 = c′21 .

Hence,

c1 = k4e
k3t,

where k3 and k4 are arbitrary constants. Substituting c1, c2 into equation (6.87)

and (6.88), one gives

H ′ = −1, (6.92)

Vx = −V (
B√
2A

− A

2
√

2
+

k3√
2A

). (6.93)

The general solution of equation (6.92) and (6.93) are

H = −t + k5,
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V = e
−( B√

2A
− A

2
√

2
+

k3√
2A

)x+c3(t)
,

where k5 is arbitrary constant and c3 is arbitrary function. Substituting c1, c2 and

V into (6.89), one obtains

c′3 = −(C +
A2

8
− B

2
+

B2

2A2
− k3

2
+

k3B

A2
+

k2
3

4A2
).

That is

c3 = −(C +
A2

8
− B

2
+

B2

2A2
− k3

2
+

k3B

A2
+

k2
3

4A2
)t + k6,

where k6 is arbitrary constant. Setting k3 = 0, k4 = 1, k5 = 0, k6 = 0. Thus,

the transformation which maps the Black-Scholes equation (6.94) into the heat

equation ut = uxx is

τ = −t, y = e(Ax/
√

2), v = ue−ρ(t,x),

where

ρ(t, x) = (
B√
2A

− A

2
√

2
)x + (C +

A2

8
− B

2
+

B2

2A2
)t.

Example 2. Consider the linear second-order parabolic partial differential equa-

tion

τvτ + yvy − (ey/ττ + 1)v − τ 3vyy = 0. (6.94)

It has the form of equation (6.4) with the following coefficients

b1 = 1/τ 2, b2 = y/τ 3, b3 = −(ey/ττ + 1)/τ 3. (6.95)

Coefficients of equation (6.95) satisfy conditions (A) in Theorem 1. Hence, the

parabolic equation (6.94) is equivalent to equation (6.14). For finding transfor-

mation H(t), Y (t, x), V (t, x) which mapping equation (6.94) into equation (6.14),

and a(x) one needs to solve equations (6.34)-(6.36), (6.41), (6.46) and (6.47).
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Substituting b1, b2, b3 into λ6, one has λ6 = 0. Thus equation (6.46) becomes

Vx = 0, i.e.,

V = V (t).

Substituting b1 into equation (6.35), one has Yxx = 0. Hence,

Y = H(t)(α(t)x + β(t)),

where α(t) and β(t) are arbitrary functions. From equation (6.47), one finds

a = α2eαx+β + C,

where C is arbitrary constant, which can chosen, for example C = 0. Substituting

V , Y , and a into (6.34), (6.41), (6.36), one obtains

H ′ = α2, (6.96)

V ′ = α2V/H, (6.97)

α′ = 0, β′ = 0. (6.98)

Since any particular solution for equations (6.96)-(6.98) can be used, we set α = 1,

β = 0. Hence, H = t, Y = tx, V = t and a(x) = ex. Therefore, one obtains the

following transformations

τ = t, y = tx, v = tu,

mapping equation (6.94) into the equation

ut = uxx + exu.

Example 3. Consider the linear second-order parabolic partial differential equa-

tion

τy2vτ + y(2τ 3 + y2)vy − 3τ 3v − τ 3y2vyy = 0. (6.99)
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It is an equation of the form (6.4) with the coefficients

b1 = 1/τ 2, b2 = (2τ 3 + y2)/(τ 3y), b3 = −3/y2. (6.100)

One can check that the coefficients (6.100) obey the conditions (D) in Theorem

2. Furthermore, they also satisfy condition (6.84). Thus, the parabolic equation

(6.99) is equivalent to equation (6.15). For finding a transformation mapping

equation (6.99) into equation (6.15), one need to solve equations (6.34), (6.36),

(6.37), (6.41), (6.79), (6.83) for H(t), Y (t, x), V (t, x) and k.

Substituting b1, b2, b3 into equation (6.83), one has

xYx − Y = 0.

Substituting the general solution of this equation

Y = c1(t)H(t)x (6.101)

into equation (6.79), one has k = 1, where c1(t) is an arbitrary function. From

equations (6.34) and (6.36), one obtains

H ′ = c2
1, (6.102)

2c1xVx + (c′1x
2 − 2c1)V = 0.

The general solution of the last equation is

V = c2(t)xe−(c′1/4c1)x2

.

Substituting the function V into (6.37), one gets

(c′′1c1c2 − 2c′21 c2)x
2 + (2c′1c1c2 − 4c′2c

2
1) = 0.

Splitting this equation with respect to x, we have

c1c
′′
1 = 2c′21 ,

2c1c
′
2 = c′1c2.

(6.103)
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The general solution of the system of ordinary differential equations (6.103) is

c1 = 1/(k1t + k2),

c2
2 = (1/(k3(k1t + k2))).

Substituting c1 into (6.102), one has

H ′ = 1/(k1t + k2)
2. (6.104)

Further study depends on quantity of k1.

Case k1 6= 0

The general solution of (6.104) is

H = k4 − 1/(k1(k1t + k2)).

Because of k1 6= 0, k3 6= 0 and k2, k4 are arbitrary constant. Setting k1 = 1,

k2 = 0, k3 = 1, k4 = 0. Therefore, one obtains the following transformations

τ = −1

t
, y = − x

t2
, v =

x2

√
t
e4x2/t3 .

mapping equation (6.99) into the equation

ut = uxx +
1

x2
u.

Case k1 = 0

For this case we have

c1 = 1/k2, c2
2 = 1/k2,

where k2 6= 0. The general solution of (6.104) is

H =
t

k2
2

+ k5.

where k5 is arbitrary constant. Setting k2 = 1, k5 = 0. Therefore, one obtains the

following transformations

τ = t, y = tx, v = xu,
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mapping equation (6.99) into the equation

ut = uxx +
1

x2
u.



CHAPTER VII

CONCLUSIONS

This thesis was devoted to the study of the equivalence problem for

parabolic second-order partial differential equations with two independent vari-

ables. The results obtained are separated into three parts.

The first result is the form of parabolic second-order partial differential

equations which are equivalent to a linear equation. It is proven that this form is

an invariant with respect to a change of the dependent and independent variables.

The second result of the thesis is related with obtaining invariants of the

linear second-order parabolic partial differential equations with respect to point

transformations. Differential invariants of sixth and seventh-order are obtained.

The third result is devoted to the equivalence problem for a linear second-

order parabolic partial differential equations to be equivalent to one of the canon-

ical equations. Conditions which guarantee that the second-order parabolic dif-

ferential equations is equivalent to one of the canonical forms are found.
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leurs applications, J. L’École Polytech. 59, pp. 7-16.

Meleshko, S.V. (1980). DP-conditions and the adjoin problem of different DP-

solutions. Chislennye metody mehaniki sploshnoi sredy (Novosi-

birsk) 11(6): 96-109.

Morozov, O.I. (2003). Contact Equivalence Problem for Linear Parabolic Equa-

tions, http://arXiv.org/abs/math-ph/0304045.
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APPENDIX A

COEFFICIENTS OF EQUATION (4.11)

a1 = Λ−1(2HxuHuHxVuYxb1 − 2HxuHuHxVxYub1 −HuuH
2
xVuYxb1 + HuuH

2
xVxYub1

+H3
uVxxYxb1 −H3

uVxYxxb1 + H3
uVxY

2
x b2 + H3

uY 3
x b3V −H2

uHxxVuYxb1

+H2
uHxxVxYub1 − 2H2

uHxVxuYxb1 + H2
uHxVuYxxb1 −H2

uHxVuY
2
x b2

−H2
uHxVxxYub1 + 2H2

uHxVxYxub1 − 2H2
uHxVxYuYxb2 − 3H2

uHxYuY
2
x b3V

+H2
uVuY

3
x −H2

uVxYuY
2
x + 2HuH

2
xVxuYub1 + HuH

2
xVuuYxb1

−2HuH
2
xVuYxub1 + 2HuH

2
xVuYuYxb2 −HuH

2
xVxYuub1 + HuH

2
xVxY

2
u b2

+3HuH
2
xY 2

u Yxb3V − 2HuHxVuYuY
2
x + 2HuHxVxY

2
u Yx −H3

xVuuYub1

+H3
xVuYuub1 −H3

xVuY
2
u b2 −H3

xY 3
u b3V + H2

xVuY
2
u Yx −H2

xVxY
3
u ),

a2 = Λ−1(2HtuHtHuVtYub1 − 2HtuHtHuVuYtb1 −HttH
2
uVtYub1 + HttH

2
uVuYtb1

+H3
t VuuYub1 −H3

t VuYuub1 + H3
t VuY

2
u b2 + H3

t Y 3
u b3V −H2

t HuuVtYub1

+H2
t HuuVuYtb1 − 2H2

t HuVtuYub1 + H2
t HuVtYuub1 −H2

t HuVtY
2
u b2

−H2
t HuVuuYtb1 + 2H2

t HuVuYtub1 − 2H2
t HuVuYtYub2 − 3H2

t HuYtY
2
u b3V

+H2
t VtY

3
u −H2

t VuYtY
2
u + 2HtH

2
uVtuYtb1 + HtH

2
uVttYub1 − 2HtH

2
uVtYtub1

+2HtH
2
uVtYtYub2 −HtH

2
uVuYttb1 + HtH

2
uVuY

2
t b2 + 3HtH

2
uY 2

t Yub3V

−2HtHuVtYtY
2
u + 2HtHuVuY

2
t Yu −H3

uVttYtb1 + H3
uVtYttb1 −H3

uVtY
2
t b2

−H3
uY 3

t b3V + H2
uVtY

2
t Yu −H2

uVuY
3
t ),

a3 = Λ−1(−2HtuHuHxVuYxb1 + 2HtuHuHxVxYub1 + 2HtxH
2
uVuYxb1

−2HtxH
2
uVxYub1 − 2HtHxuHuVuYxb1 + 2HtHxuHuVxYub1

+2HtHuuHxVuYxb1 − 2HtHuuHxVxYub1 + 2HtH
2
uVxuYxb1

−HtH
2
uVuYxxb1 + HtH

2
uVuY

2
x b2 + HtH

2
uVxxYub1 − 2HtH

2
uVxYxub1
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+2HtH
2
uVxYuYxb + 3HtH

2
uYuY

2
x b3V − 4HtHuHxVxuYub1

−2HtHuHxVuuYxb1 + 4HtHuHxVuYxub1 − 4HtHuHxVuYuYxb2

+2HtHuHxVxYuub1 − 2HtHuHxVxY
2
u b2 − 6HtHuHxY

2
u Yxb3V

+2HtHuVuYuY
2
x − 2HtHuVxY

2
u Yx + 3HtH

2
xVuuYub1 − 3HtH

2
xVuYuub1

+3HtH
2
xVuY

2
u b2 + 3HtH

2
xY 3

u b3V − 2HtHxVuY
2
u Yx + 2HtHxVxY

3
u

+2HxuHuHxVtYub1 − 2HxuHuHxVuYtb1 −HuuH
2
xVtYub1

+HuuH
2
xVuYtb1 − 2H3

uVtxYxb1 + H3
uVtYxxb1 −H3

uVtY
2
x b2 −H3

uVxxYtb1

+2H3
uVxYtxb1 − 2H3

uVxYtYxb2 − 3H3
uYtY

2
x b3V −H2

uHxxVtYub1

+H2
uHxxVuYtb1 + 2H2

uHxVtuYxb1 + 2H2
uHxVtxYub1 − 2H2

uHxVtYxub1

+2H2
uHxVtYuYxb2 + 2H2

uHxVxuYtb1 − 2H2
uHxVuYtxb1 + 2H2

uHxVuYtYxb2

−2H2
uHxVxYtub1 + 2H2

uHxVxYtYub2 + 6H2
uHxYtYuYxb3V + H2

uVtYuY
2
x

−3H2
uVuYtY

2
x + 2H2

uVxYtYuYx − 2HuH
2
xVtuYub1 + HuH

2
xVtYuub1

−HuH
2
xVtY

2
u b2 −HuH

2
xVuuYtb1 + 2HuH

2
xVuYtub1 − 2HuH

2
xVuYtYub2

−3HuH
2
xYtY

2
u b3V − 2HuHxVtY

2
u Yx + 4HuHxVuYtYuYx − 2HuHxVxYtY

2
u

+H2
xVtY

3
u −H2

xVuYtY
2
u ),

a4 = Λ−1(2HtuHtHuVuYxb1 − 2HtuHtHuVxYub1 − 2HtuHuHxVtYub1

+2HtuHuHxVuYtb1 + 2HtxH
2
uVtYub1 − 2HtxH

2
uVuYtb1 −HttH

2
uVuYxb1

+HttH
2
uVxYub1 −H2

t HuuVuYxb1 + H2
t HuuVxYub1 + 2H2

t HuVxuYub1

+H2
t HuVuuYxb1 − 2H2

t HuVuYxub1 + 2H2
t HuVuYuYxb2 −H2

t HuVxYuub1

+H2
t HuVxY

2
u b2 + 3H2

t HuY
2
u Yxb3V − 3H2

t HxVuuYub1 + 3H2
t HxVuYuub1

−3H2
t HxVuY

2
u b2 − 3H2

t HxY
3
u b3V + H2

t VuY
2
u Yx −H2

t VxY
3
u

−2HtHxuHuVtYub1 + 2HtHxuHuVuYtb1 + 2HtHuuHxVtYub1

−2HtHuuHxVuYtb1 − 2HtH
2
uVtuYxb1 − 2HtH

2
uVtxYub1 + 2HtH

2
uVtYxub1

−2HtH
2
uVtYuYxb2 − 2HtH

2
uVxuYtb1 + 2HtH

2
uVuYtxb1 − 2HtH

2
uVuYtYxb2

+2HtH
2
uVxYtub1 − 2HtH

2
uVxYtYub2 − 6HtH

2
uYtYuYxb3V

−2HtHuHxVtYuub1 + 2HtHuHxVtY
2
u b2 + 2HtHuHxVuuYtb1
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+4HtHuHxVuYtYub2 + 6HtHuHxYtY
2
u b3V + 2HtHuVtY

2
u Yx

+2HtHuVxYtY
2
u − 2HtHxVtY

3
u + 2HtHxVuYtY

2
u + 2H3

uVtxYtb1 + H3
uVttYxb1

−2H3
uVtYtxb1 + 2H3

uVtYtYxb2 −H3
uVxYttb1 + H3

uVxY
2
t b + 3H3

uY 2
t Yxb3V

−2H2
uHxVtuYtb1 −H2

uHxVttYub1 + 2H2
uHxVtYtub1 − 2H2

uHxVtYtYub2

+H2
uHxVuYttb1 −H2

uHxVuY
2
t b2 − 3H2

uHxY
2
t Yub3V − 2H2

uVtYtYuYx

+3H2
uVuY

2
t Yx −H2

uVxY
2
t Yu + 2HuHxVtYtY

2
u − 2HuHxVuY

2
t Yu

−4HtHuHxVuYtub1 − 4HtHuVuYtYuYx + 4HtHuHxVtuYub1),

a5 = Λ−1(−2HtuH
2
xVuYxb1 + 2HtuH

2
xVxYub1 + 2HtxHuHxVuYxb1

+2HtHxuHxVuYxb1 − 2HtHxuHxVxYub1 + 3HtH
2
uVxxYxb1 − 3HtH

2
uVxYxxb1

+3HtH
2
uVxY

2
x b2 + 3HtH

2
uY 3

x b3V − 2HtHuHxxVuYxb1 + 2HtHuHxxVxYub1

−4HtHuHxVxuYxb1 + 2HtHuHxVuYxxb1 − 2HtHuHxVuY
2
x b2

+4HtHuHxVxYxub1 − 4HtHuHxVxYuYxb2 − 6HtHuHxYuY
2
x b3V

−2HtHuVxYuY
2
x + 2HtH

2
xVxuYub1 + HtH

2
xVuuYxb1 − 2HtH

2
xVuYxub1

+2HtH
2
xVuYuYxb2 −HtH

2
xVxYuub1 + HtH

2
xVxY

2
u b2 + 3HtH

2
xY 2

u Yxb3V

−2HtHxVuYuY
2
x + 2HtHxVxY

2
u Yx + 2HxuHuHxVtYxb1 − 2HxuHuHxVxYtb1

−HuuH
2
xVtYxb1 + HuuH

2
xVxYtb1 −H2

uHxxVtYxb1 + H2
uHxxVxYtb1

−2H2
uHxVtxYxb1 + H2

uHxVtYxxb1 −H2
uHxVtY

2
x b2 −H2

uHxVxxYtb1

+2H2
uHxVxYtxb1 − 2H2

uHxVxYtYxb2 − 3H2
uHxYtY

2
x b3V + H2

uVtY
3
x

−H2
uVxYtY

2
x + 2HuH

2
xVtuYxb1 + 2HuH

2
xVtxYub1 − 2HuH

2
xVtYxub1

+2HuH
2
xVtYuYxb2 + 2HuH

2
xVxuYtb1 − 2HuH

2
xVuYtxb1 + 2HuH

2
xVuYtYxb2

−2HuH
2
xVxYtub1 + 2HuH

2
xVxYtYub2 + 6HuH

2
xYtYuYxb3V − 2HuHxVtYuY

2
x

−2HuHxVuYtY
2
x + 4HuHxVxYtYuYx − 2H3

xVtuYub1 + H3
xVtYuub1

−H3
xVtY

2
u b2 −H3

xVuuYtb1 + 2H3
xVuYtub1 − 2H3

xVuYtYub2 − 3H3
xYtY

2
u b3V

+H2
xVtY

2
u Yx + 2H2

xVuYtYuYx − 3H2
xVxYtY

2
u − 2HtxHuHxVxYub1

−2HtHuHxVxxYub1 + 2HtHuVuY
3
x ),
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a6 = Λ−1(2HtuHtHuVtYxb1 − 2HtuHtHuVxYtb1 + 2HtuHtHxVtYub1

+2HtxHtHuVtYub1 − 2HtxHtHuVuYtb1 −HttH
2
uVtYxb1 + HttH

2
uVxYtb1

−2HttHuHxVtYub1 + 2HttHuHxVuYtb1 + 2H3
t VxuYub1 + H3

t VuuYxb1

−2H3
t VuYxub1 + 2H3

t VuYuYxb2 −H3
t VxYuub1 + H3

t VxY
2
u b2 + 3H3

t Y 2
u Yxb3V

−2H2
t HxuVtYub1 + 2H2

t HxuVuYtb1 −H2
t HuuVtYxb1 + H2

t HuuVxYtb1

−2H2
t HuVtuYxb1 − 2H2

t HuVtxYub1 + 2H2
t HuVtYxub1 − 2H2

t HuVtYuYxb2

−2H2
t HuVxuYtb1 + 2H2

t HuVuYtxb1 − 2H2
t HuVuYtYxb2 + 2H2

t HuVxYtub1

−2H2
t HuVxYtYub2 − 6H2

t HuYtYuYxb3V − 2H2
t HxVtuYub1 + H2

t HxVtYuub1

−H2
t HxVtY

2
u b2 −H2

t HxVuuYtb1 + 2H2
t HxVuYtub1 − 2H2

t HxVuYtYub2

−3H2
t HxYtY

2
u b3V + 3H2

t VtY
2
u Yx − 2H2

t VuYtYuYx −H2
t VxYtY

2
u

+2HtH
2
uVtxYtb1 + HtH

2
uVttYxb1 − 2HtH

2
uVtYtxb1 + 2HtH

2
uVtYtYxb2

−HtH
2
uVxYttb1 + HtH

2
uVxY

2
t b2 + 3HtH

2
uY 2

t Yxb3V + 4HtHuHxVtuYtb1

+2HtHuHxVttYub1 − 4HtHuHxVtYtub1 + 4HtHuHxVtYtYub2

+2HtHuHxVuY
2
t b2 + 6HtHuHxY

2
t Yub3V − 4HtHuVtYtYuYx

+2HtHuVxY
2
t Yu − 2HtHxVtYtY

2
u + 2HtHxVuY

2
t Yu − 3H2

uHxVttYtb1

+3H2
uHxVtYttb1 − 3H2

uHxVtY
2
t b2 − 3H2

uHxY
3
t b3V + H2

uVtY
2
t Yx −H2

uVxY
3
t

+2HuHxVtY
2
t Yu − 2HuHxVuY

3
t − 2HtuHtHxVuYtb1 − 2HtHuHxVuYttb1

+2HtHuVuY
2
t Yx),

a7 = 2Λ−1(HtuHtHxVuYxb1 −HtuHtHxVxYub1 −HtuHuHxVtYxb1

−HtuH
2
xVtYub1 + HtuH

2
xVuYtb1 + HtxHtHuVuYxb1 −HtxHtHuVxYub1

+HtxH
2
uVtYxb1 −HtxH

2
uVxYtb1 + HtxHuHxVtYub1 −HtxHuHxVuYtb1

−HttHuHxVuYxb1 + HttHuHxVxYub1 −H2
t HxuVuYxb1 + H2

t HxuVxYub1

+2H2
t HuVxuYxb1 −H2

t HuVuYxxb1 + H2
t HuVuY

2
x b2 + H2

t HuVxxYub1−
2H2

t HuVxYxub1 + 2H2
t HuVxYuYxb2 + 3H2

t HuYuY
2
x b3V − 2H2

t HxVxuYub1

−H2
t HxVuuYxb1 + 2H2

t HxVuYxub1 − 2H2
t HxVuYuYxb2 + H2

t HxVxYuub1

−H2
t HxVxY

2
u b2 − 3H2

t HxY
2
u Yxb3V + H2

t VuYuY
2
x −H2

t VxY
2
u Yx
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−HtHxuHuVtYxb1 + HtHxuHuVxYtb1 + HtHxuHxVtYub1 −HtHxuHxVuYtb1

+HtHuuHxVtYxb1 −HtHuuHxVxYtb1 − 2HtH
2
uVtxYxb1 + HtH

2
uVtYxxb1

−HtH
2
uVtY

2
x b2 −HtH

2
uVxxYtb1 + 2HtH

2
uVxYtxb1 − 2HtH

2
uVxYtYxb2

−3HtH
2
uYtY

2
x b3V −HtHuHxxVtYub1 + HtHuHxxVuYtb1 + 2HtHuVtYuY

2
x

−2HtHuVuYtY
2
x + 2HtH

2
xVtuYub1 −HtH

2
xVtYuub1 + HtH

2
xVtY

2
u b2

+HtH
2
xVuuYtb1 − 2HtH

2
xVuYtub1 + 2HtH

2
xVuYtYub2 + 3HtH

2
xYtY

2
u b3V

−2HtHxVtY
2
u Yx + 2HtHxVxYtY

2
u + 2H2

uHxVtxYtb1 + H2
uHxVttYxb1

−2H2
uHxVtYtxb1 + 2H2

uHxVtYtYxb2 −H2
uHxVxYttb1 + H2

uHxVxY
2
t b2

+3H2
uHxY

2
t Yxb3V −H2

uVtYtY
2
x + H2

uVxY
2
t Yx − 2HuH

2
xVtuYtb1

−HuH
2
xVttYub1 + 2HuH

2
xVtYtub1 − 2HuH

2
xVtYtYub2 + HuH

2
xVuYttb1

−HuH
2
xVuY

2
t b2 − 3HuH

2
xY 2

t Yub3V + 2HuHxVuY
2
t Yx − 2HuHxVxY

2
t Yu

+H2
xVtYtY

2
u −H2

xVuY
2
t Yu + HtuHuHxVxYtb1),

a8 = Λ−1(−2HtuH
2
xVtYxb1 + 2HtuH

2
xVxYtb1 + 2HtxHtHxVuYxb1

+2HtxHuHxVtYxb1 − 2HtxHuHxVxYtb1 −HttH
2
xVuYxb1 + HttH

2
xVxYub1

+3H2
t HuVxxYxb1 − 3H2

t HuVxYxxb1 + 3H2
t HuVxY

2
x b2 + 3H2

t HuY
3
x b3V

−H2
t HxxVuYxb1 + H2

t HxxVxYub1 − 2H2
t HxVxuYxb1 + H2

t HxVuYxxb1

−H2
t HxVuY

2
x b2 −H2

t HxVxxYub1 + 2H2
t HxVxYxub1 − 2H2

t HxVxYuYxb2

−3H2
t HxYuY

2
x b3V + H2

t VuY
3
x −H2

t VxYuY
2
x + 2HtHxuHxVtYxb1

−2HtHxuHxVxYtb1 − 2HtHuHxxVtYxb1 + 2HtHuHxxVxYtb1

+2HtHuHxVtYxxb1 − 2HtHuHxVtY
2
x b2 − 2HtHuHxVxxYtb1

−4HtHuHxVxYtYxb2 − 6HtHuHxYtY
2
x b3V + 2HtHuVtY

3
x − 2HtHuVxYtY

2
x

+2HtH
2
xVtuYxb1 + 2HtH

2
xVtxYub1 − 2HtH

2
xVtYxub1 + 2HtH

2
xVtYuYxb2

+2HtH
2
xVxuYtb1 − 2HtH

2
xVuYtxb1 + 2HtH

2
xVuYtYxb2 − 2HtH

2
xVxYtub1

+2HtH
2
xVxYtYub2 + 6HtH

2
xYtYuYxb3V − 2HtHxVtYuY

2
x − 2HtHxVuYtY

2
x

+4HtHxVxYtYuYx + 2HuH
2
xVtxYtb1 + HuH

2
xVttYxb1 − 2HuH

2
xVtYtxb1

+2HuH
2
xVtYtYxb−HuH

2
xVxYttb1 + HuH

2
xVxY

2
t b2 + 3HuH

2
xY 2

t Yxb3V
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−2HuHxVtYtY
2
x + 2HuHxVxY

2
t Yx − 2H3

xVtuYtb1 −H3
xVttYub1 + 2H3

xVtYtub1

−2H3
xVtYtYub2 + H3

xVuYttb1 −H3
xVuY

2
t b2 − 3H3

xY 2
t Yub3V + 2H2

xVtYtYuYx

+H2
xVuY

2
t Yx − 3H2

xVxY
2
t Yu − 2HtxHtHxVxYub1 − 4HtHuHxVtxYxb1

+4HtHuHxVxYtxb1),

a9 = Λ−1(2HtuHtHxVtYxb1 − 2HtuHtHxVxYtb1 + 2HtxHtHuVtYxb1

+2HtxHtHxVtYub1 − 2HtxHtHxVuYtb1 − 2HttHuHxVtYxb1

−HttH
2
xVtYub1 + HttH

2
xVuYtb1 + 2H3

t VxuYxb1 −H3
t VuYxxb1 + H3

t VuY
2
x b2

+H3
t VxxYub1 − 2H3

t VxYxub1 + 2H3
t VxYuYxb2 + 3H3

t YuY
2
x b3v

+2H2
t HxuVxYtb1 − 2H2

t HuVtxYxb1 + H2
t HuVtYxxb1 −H2

t HuVtY
2
x b2

−H2
t HuVxxYtb1 + 2H2

t HuVxYtxb1 − 2H2
t HuVxYtYxb2 − 3H2

t HuYtY
2
x b3V

−H2
t HxxVtYub1 + H2

t HxxVuYtb1 − 2H2
t HxVtuYxb1 − 2H2

t HxVtxYub1

+2H2
t HxVtYxub1 − 2H2

t HxVtYuYxb2 − 2H2
t HxVxuYtb1 + 2H2

t HxVuYtxb1

−2H2
t HxVuYtYxb2 + 2H2

t HxVxYtub1 − 2H2
t HxVxYtYub2 − 6H2

t HxYtYuYxb3V

+3H2
t VtYuY

2
x −H2

t VuYtY
2
x − 2H2

t VxYtYuYx + 4HtHuHxVtxYtb1

+2HtHuHxVttYxb1 − 4HtHuHxVtYtxb1 + 4HtHuHxVtYtYxb2

+2HtHuHxVxY
2
t b2 + 6HtHuHxY

2
t Yxb3V − 2HtHuVtYtY

2
x + 2HtHuVxY

2
t Yx

+2HtH
2
xVtuYtb1 + HtH

2
xVttYub1 − 2HtH

2
xVtYtub1 + 2HtH

2
xVtYtYub2

−HtH
2
xVuYttb1 + HtH

2
xVuY

2
t b2 + 3HtH

2
xY 2

t Yub3V − 4HtHxVtYtYuYx

+2HtHxVuY
2
t Yx + 2HtHxVxY

2
t Yu − 3HuH

2
xVttYtb1 + 3HuH

2
xVtYttb1

−3HuH
2
xVtY

2
t b2 − 3HuH

2
xY 3

t b3V + 2HuHxVtY
2
t Yx − 2HuHxVxY

3
t

+H2
xVtY

2
t Yu −H2

xVuY
3
t − 2HtxHtHuVxYtb1 + 2HttHuHxVxYtb1

−2H2
t HxuVtYxb1 − 2HtHuHxVxYttb1),
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a10 = Λ−1(2HtxHtHxVtYxb1 − 2HtxHtHxVxYtb1 −HttH
2
xVtYxb1 + HttH

2
xVxYtb1

+H3
t VxxYxb1 −H3

t VxYxxb1 + H3
t VxY

2
x b2 + H3

t Y 3
x b3V −H2

t HxxVtYxb1

+H2
t HxxVxYtb1 − 2H2

t HxVtxYxb1 + H2
t HxVtYxxb1 −H2

t HxVtY
2
x b2

−H2
t HxVxxYtb1 + 2H2

t HxVxYtxb1 − 2H2
t HxVxYtYxb2 − 3H2

t HxYtY
2
x b3V

+H2
t VtY

3
x −H2

t VxYtY
2
x + 2HtH

2
xVtxYtb1 + HtH

2
xVttYxb1 − 2HtH

2
xVtYtxb1

+2HtH
2
xVtYtYxb2 −HtH

2
xVxYttb1 + HtH

2
xVxY

2
t b2 + 3HtH

2
xY 2

t Yxb3V

−2HtHxVtYtY
2
x + 2HtHxVxY

2
t Yx −H3

xVttYtb1 + H3
xVtYttb1 −H3

xVtY
2
t b2

−H3
xY 3

t b3V + H2
xVtY

2
t Yx −H2

xVxY
3
t ),

a11 = H2
xb1, a12 = H2

ub1, a13 = −2HuHxb1,

a14 = 2HtHub1, a15 = −2HtHxb1, a16 = H2
t b1.

where it assumed the jacobian

Λ = (HtVuYx −HtVxYu −HuVtYx + HuVxYt + HxVtYu −HxVuYt).

of (4.2) is not equal to zero.
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