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Abstract 
Learning from a very large data causes a performance problem even with the most 

efficient algorithm. Natural solution is to use a sample, but it is not obvious to determine the 
small but sufficient sample size. We explore two methods of progressive sampling: arithmetic and 
geometric. Progressive sampling is defined as a technique that starts with a small sample and 
repeatedly uses progressively larger samples until the performance of the resulting model does 
not further improve. The results of our studies show that geometric progressive sampling works 
well with the large data sets. 
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