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A Comparative Study of Techniques to Handle Missing Values in the Classification Task of Data Mining
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Abstract: We study and review the techniques for dealing with missing attribute values in data mining. Then, 
we conduct the experiments to observe the performance of classification algorithms on each strategy of 
missing-value substitution. The algorithms we used are naïve Bays, tree-based and instance-based classifiers. 
Four approaches of handling missing values are introduced to the numeric and nominal data sets taken from the 
UCI repository. The experimental results reveal the superior suggestive choice of ignoring numerical data 
instances with missing values, whereas replacing the unknown values with the symbol “?” produces a better 
classification results for the nominal data set.

Introduction: Data mining, also known as knowledge discovery in databases (KDD), is the process of 
extracting (or mining) useful knowledge from large volume of data. The different kinds of mined knowledge 
lead to the different tasks of data mining, for instance, concept description, association, classification, 
prediction, clustering, trend analysis. Among the diversity on mining tasks, classification is the most 
extensively studied one. Classification is the process of inducing a set of models from the training data. These 
models can describe and distinguish important data classes. The main purpose of inducing models is to use 
them predicting the class of the future data whose class label is unknown. 
     Obviously, data play an important role in the process of data mining. The quality of the collected data can 
directly improve the efficiency of the subsequent mining process. However, data collected in the real-world 
tend to be incomplete due to some values are missing. This might occur because the value is not relevant to a 
particular case, was not recorded when the data was collected, or is unspecified by users because of privacy 
concerns [1]. The incomplete data in which a large percentage of the entries are missing causes a problem since 
most data mining algorithms assume that the data is completely specified. 
The problem of missing values has been investigated since the last two decades [3,6]. The simple solution is 

to discard the data instances with some missing values [8]. A more sophisticated solution is to try to determine 
these values [4]. However, techniques to guess the missing values must be efficient, otherwise the replacement 
may introduce noise. 
In this paper, we empirically study the effect on the mining performance of different techniques for dealing 

with missing values. Several techniques to handle missing values have been discussed in the literature [2 ,4,6,7 ]. 
Some popular methods are as follows:
(1) Ignore and discard  the tuples with missing values: This is a simple solution, but not very effective. 

However, it is recommended if the tuple contains several attributes with missing values.
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