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LOCALIZATION

Computer networks currently play an important role and therefore require high
stability. Network management is thus needed to control its stability. Network
management consists of five elements which are fault management, performance
management, configuration management, accounting management and security
management. In this thesis, the emphasis is placed on fault management and
performance management which involves two tasks, namely, network monitoring and
fault localization. Network monitoring requires polling the target device and receiving
response from the device. The process is repeated continuously. As a result, a
considerable amount of traffic is generated, called polling overhead. Bandwidth which
would otherwise be used for actual data transfer, is wasted on accommodating polling
overhead. Furthermore, due to possible delays and malfunctioning devices, the
information received from the polling process may be incomplete, obsolete or even
incorrect. Thus the information obtained from polling can be considered as only a
partial observation of the network status. Based on such incomplete information, the
network management must decide if the network status is normal or abnormal. If the
latter case is observed, the network management must decide whether to repair the

device or poll for more information in locating the faulty device.



Therefore, the underlying aim of this thesis is to develop a network
monitoring and fault localization algorithm which performs well and requires low
polling overhead and low complexity, under a partial observable environment. The
proposed method is based on a reinforcement learning (RL) technique called the on-
policy Monte Carlo (ONMC) method. In a recent research, it is shown that this
method is able to learn to make good decisions under partial observation scenarios.
Numerical results are obtained for the small network and large network cases.
Simulation results from the two cases show that ONMC can reduce polling overhead
between 33 % to 86 % and up to 88 %, respectively, when compared with existing

polling schemes.
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