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CHAPTER I 
INTRODUCTION 

 

1.1 Background problems and significance of the study 

Agriculture is one of the essential activities in human society, especially in 
Thailand. In 2019, 46.54% of the country's total land area was used for agricultural 
purposes (Office of Agricultural Economics, 2019). The expected world population will 
reach over 9 billion in 2050 (FAO, 2009). Due to the increase in the global population, 
the demand for food production correspondingly increased by 35-56% (van Dijk, 
Morley, Rau, and Saghai, 2021). Thus, farmers need to increase their yields to serve the 
increasing demand. However, many causes hinder the increase of crop productivity, 
such as pests, pathogens, and weeds (Fried, Chauvel, Reynaud, and Sache, 2017). 

Weed invasion is one of the significant problems for crop health and 
productivity. Weeds compete with crops for nutrients, sunlight, moisture, and space. 
Loss of agricultural productivity due to weed infestation is the main problem of 
agricultural production (Oerke, 2006). In Thai agricultural production, yield loss from 
weed competition was 20% for rice (Chiranan, Anan, and Arunee, 2014), 22-43% for 
corn (Lueang-a-papong, 1998), and 20-80% for cassava (Jeamjamnanja, 
Phuddacharoen, Pulsa-nguan, Rojanaridpiched, and Saengkaewsuk, 1984; Onochie, 
1975).  

Cassava is one of the most important economic crops in Thailand. Thailand is 
the third-largest cassava producer and the largest exporter of cassava products globally 
(FAOSTAT Statistical Database, 2022). Cassava is a drought-tolerant crop that can be 
grown in dried soils and adapted well to various cultivating conditions (Howeler, 
Lutaladio, and Thomas, 2013). Although cassava is simple to grow, weeds and diseases 
dominantly affect the productivity of cassava yield (Wydra and Verdier, 2002). The 
period from germination to four months after planting is vital for cassava because its 
root system is young and weak. Weed control is usually done 2-3 times post- emergent  
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in this period. However, the weed will stop invading the cassava’s canopy expansion 
and tuber development.  

Weed control is crucial for increasing crop production, including many 
approaches to limiting invasion. Herbicides are widely used to control weed invasion 
in conventional agriculture practices. Typically, farmers spray herbicide over the whole 
field, even in less weed distribution or non-weed areas.  Overusing herbicides is a major 
concern in increasing cost, contaminated environment, and human health (Marin-
Morales, Ventura-Camargo, and Hoshina, 2013).  

According to the importing report from the Office of Agricultural Economics of 
Thailand (2023), herbicides were the highest volume and most costly from 2016  
to 2022 (Figure 1.1). More than 50% of all imported chemical substances were 
herbicides, valued at around 10,000 million Baths per year. Consequently, there were 
49,000-61,000 cases per year of pesticide intoxication, most of which were caused by 
herbicides (Tawatsin, 2015). 

 

 

Figure 1.1 Thailand imported dangerous chemical substances for agriculture between 
2016-2022. 
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To reduce the number of herbicides used in the fields, applying the herbicides 
only to the invasion area would reduce up to 40% of herbicides (Miller, 2003). 
However, accurate weed location is challenging and crucial for planning strategies to 
control weeds in the field. 

High-resolution images captured by Unmanned Aerial Vehicles (UAVs) are widely 
used in precision agriculture to monitor and map weeds in the fields. The UAVs offer 
great possibilities to acquire spatial data with high spatial resolutions in the range of 
centimeters which is fast, easy, and flexible to work in the field. The data from  
true color images from the UAVs can generate a map for presenting the growth state 
of their crops.  Also, their color indices can be used for distinguishing the type and 
spatial distribution of weeds in the field. (Gao et al., 2018; Gašparović, Zrinjski, Barković, 
and Radočaj, 2020; Lottes, Khanna, Pfeifer, Siegwart, and Stachniss, 2017; Peña, Torres-
Sánchez, de Castro, Kelly, and López-Granados, 2013).  

The mosaic images from the UAV are generated from several images taken at 
different times, which may cause inconsistencies in light conditions within the image. 
Moreover, the images taken from UAVs contained high resolution. An object in a high-
resolution image has a wide range of reflectance values. The heterogeneity in an object 
causes different results in the segmentation and classification process (Huang, Li, and 
Chen, 2018). Typically, very high-resolution UAV images must be done with image 
segmentation before the feature extraction and classification process (Tsouros, Bibi, 
and Sarigiannidis, 2019). 

Segmentation is a process for separating data into homogeneous regions by 
finding a similar pattern. The subgroups called image segments reduced the complexity 
of the image data.  Various approaches to segment images include threshold, edge, 
region, and cluster-based. Filtering is a technique of image enhancement techniques 
to reduce the heterogeneity of an object and diminish illumination problems (Pajares, 
Ruz, and de la Cruz, 2005). Mean shift is a filtering technique that reduces an object's 
heterogeneity and can produce a smoother image by removing noise pixels or small 
objects. Moreover, this technique provides the result with segmentation property 
through filtering (Morales, Torres, and Sossa, 2011; Rodríguez, Suarez, and Sossa, 2011). 
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Image classification is an essential process for identifying weeds and crops in 
fields. There are two main approaches, supervised and unsupervised classification.   
The supervised approach categorizes data based on the user's training. The advantages 
of this approach are summarized as follows: (1) the final classes can control and set 
to a specific purpose and specific region from the known identification,  
(2) the classification model is fitted to a specific area, (3) the final map did not face 
the matching spectral categories problem, and (4) the classification error can be correct 
by the training process (James B. Campbell and Wynne, 2011). There is a variety of 
supervised classification approaches applied for discriminating weeds in a crop field, 
for example, random forest (RF) (Gao et al., 2018), support vector machine (SVM) (Hall 
et al., 2018; Ishida et al., 2018), and deep learning (Huasheng Huang et al., 2018; 
Louargant et al., 2018; Pantazi et al., 2017). The potential of these approaches is based 
on training data that relies on the user's knowledge and experience. The training data 
could carefully collect quality and quantity aspects to produce an accurate classifier 
(Foody and Mathur, 2004; Ge, Bai, Wang, and Cao, 2012). Other limitations of this 
approach were that training data did not respond to the natural classes based on their 
spectral properties, and therefore the classifier model may not classify in other data 
spaces (James B. Campbell and Wynne, 2011). Also, the manual training data can be 
time-consuming, and the analyst should have good experience in the study area.  

In contrast, the unsupervised classification approach does not require training 
data, but the region's knowledge is still required. Generally, when the user specifies 
the number of groups or clusters, the algorithm defines subgroups or clusters from the 
homogeneous or pattern of data then the user will label the class to the cluster data 
later. The advantages of this approach are that it does not require training data, 
minimizes the opportunity for human error in conducting classes, and this approach 
can recognize small or unique classes (James B. Campbell and Wynne, 2011). The 
limitation of this technique is that result classes may not correspond with interest 
classes, and spectral properties of classes change over time (James B. Campbell and 
Wynne, 2011). There are many methods of unsupervised classification approach, for 
example, K-means clustering, fuzzy C-means clustering, Self-Organizing Map (SOM), and 
Gaussian Mixture Model.   
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K-means clustering is a simple and valuable unsupervised classification 
method. To perform the K-means clustering, the user has to specify the number of 
clusters (k) which is an important step. With the prior fixed number, K-means clustering 
can process automatically, so this method is widely applied in automatic detection.  
K-means clustering is usually applied together with another classifier in classification 
analysis. For example, K-means was used as a preprocessing to segment weed or plant 
areas from the image before classifying by SVM (Saha, 2019; Zhang, Guo, and Wang, 
2019), and K-means was used for clustering weed invasion levels in oat fields after 
classified by SVM (Gašparović et al., 2020). This method has some limitations: more 
clusters, more challenging to define the class name, and the result of clusters 
depending on the spectral properties, which change over time and region (James B. 
Campbell and Wynne, 2011). 

Nowadays, cameras or sensors are increasingly applied to agriculture. UAVs offer 
great possibilities to acquire data in the field, which are fast and easy at a lower price 
than in the past. Various companies provide services and solutions for agriculture, for 
example, crop health monitoring, weed invasion, fertilization, and pesticide spraying. 
There are numerous advantages and opportunities of remote sensing in precision 
agriculture and weed management, but there are some limits to user knowledge. Weed 
mapping is a crucial process for weed management. This process requires classification 
technic and knowledge of the user. As mentioned earlier, the classification process 
requests training data (supervised classification) or knowledge for defining number of 
clusters (unsupervised classification), which are limited to the researcher and 
specialists. Semi-automatic mapping is essential to distribute the advantages of UAVs 
and weed-controlling management to various users (Bansod, Singh, Thakur, and 
Singhal, 2017; LÓPez-Granados, 2011). 
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1.2 Research objectives 

This study aims to develop a semi-automatic classification process for 

classifying objects in cassava fields. The proposed classification process combines 

various preprocessing and classification techniques aimed at creating a streamlined 

and efficient workflow. The research objectives are as follows: 

(1) To develop processes of a semi-automatic classification process; 

(2) To investigate indices, mean-shift filtering parameters (spatial radius and 

color radius), and GSD for improving classification accuracy;  

(3) To examine the developed method with the varieties of cassava fields 
in Nakhon Ratchasima province. 
 

1.3 Scope and limitations of study 

1.3.1 Scope of study 
The following is the scope of the study: 
(1) The preprocessing and classification process of the proposed 

classification process involved using UAV imagery specifically taken in cassava fields. 
The cassava field images consist of three or four categories: 1) cassava, 2) weed, 3) soil, 
and 4) tree. 

(2) Images of cassava plots planted in Nakhon Ratchasima Province, 
recognized as the region with the highest cassava cultivation in Thailand were utilized 
in this study. 

(3) The cassava field images were taken approximately 3-4 months after 
the planting stage.  During this time, weeds heavily invade the field; therefore,  
it is crucial to implement weed control measures before the cassava canopies fully 
cover the field. 

(4) The preprocessing, classification, and accuracy assessment processes 
were implemented using Python. 

(5) The images tested in this study cover an area ranging from 3,092.98 
to 70,671.1 square meters, equivalent to 1.93 to 44.17 rai.  
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(6) UAV flight conditions were followed by Thai Remotely Piloted Aircraft 
(RPA) Regulations, including flying areas do not close to manned aircraft, persons, 
vehicles, instructions, or buildings at a distance less than 30 meters horizontally,  
not flying in restricted areas, and altitude of UAV flying was limited at 90 meters. 

1.3.2 Limitations of the study 
The following are the limitations of the study: 
(1) The proposed classification process focuses specially on common 

objects in cassava fields, cassava, weed, soil, and trees. Classification parameters and 

rules are exclusively defined for these specific categories. 

(2) The proposed classification process works well with cassava field 

images taken within the 3-4 month range. Accordingly, the images captured outside 

this timeframe may include young cassava plants that are too small to be accurately 

detected. Additionally, cassava plants older than 3-4 months tend to have larger and 

interconnected canopies, which can reduce the accuracy of the classification. 

(3) UAV Images captured under cloudy or significantly varying lighting 

conditions can lead to reduced efficiency in image classification. 

(4) The images of cassava fields exhibit significant variations in weed 
invasion levels, which can potentially lead to a decrease in classification accuracy. 

 

1.4 Benefits of the study 

1.4.1 Contribution to knowledge 
The study explored significant findings associated with the objectives of  

the research that presents a decent contribution to knowledge, which are: 
(1) An appropriate process of a semi-automatic classification of objects  

in cassava fields of the sensitive variations of the UAV images. This process shows  
a simplified method for the classification technique using UAV images. It reduces the 
repeating process and time from training objects in the supervised classification.  
The explored finding can be a typical guideline for the UAV image classification  
to distinguish objects in other conditions.   
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(2) The study found indices suitable for identifying objects on the UAV image 
for a specific classification purpose. Also, the parameters examined in this research 
provide knowledge of the condition to set appropriate parameters for UAV image 
classification processes. It would say that it presents a structured process for examining 
the indices regarding similar objects in the UAV image classification. It presents a set of 
parameters, window sizes of the filtering process for extraction objects, spectral 
properties of objects, and rules of classifying objects acquired in the UAV image 
classification.  

(3) This study explored the protocol for developing a classification process  
for UAV images, particularly suitable for identifying weeds in cassava fields in  
Nakhon Ratchasima province. The processes and parameters were tested in  
12 cassava fields with plenty of data and variations. Traditional cassava cultivation 
presents similarities in objects of the cassava fields, which consist of cassava, weeds, 
soil, and perhaps trees. The developed protocol presents higher accuracy than 
common techniques like K-means and Random Forest classification. Considering the 
benefit of short-time processing, it also discriminates weeds from cassava precisely. 
This explored protocol can be applied to the cassava fields in Nakhon Ratchasima 
province, the most productive area in Thailand, and other fields with similar objects 
existing in the fields.  

Regarding the knowledge contribution, the identified weed areas in the cassava 
field may be helpful for further classifying the specific weed species in the cassava 
field. The findings of this study initially shed light on the development of classifying 
objects with very detailed data on UAV images. 

1.4.2 Contribution to relevant stakeholders 
The results of this study contribute to the relevant stakeholders, government 

officers, and the private sector, as described in the following details. 
(1) Government officers, such as GIS experts in the Department of Agriculture, 

may consider the explored weed maps of the study area to pilot and educate farmers 
about weed control in only the highly invasive weed areas. This protocol can be done 
repeatedly to monitor the invasive patterns of weeds in cassava fields using UAV images 
at different times. The identified weed areas in cassava fields can be delivered to the 
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farmers to control the weed invasion in those specific areas. This proactive effort will 
support the government policy to limit imported herbicides to Thailand. Therefore, 
the farmers will obtain an alternative way to control weeds in their fields and save the 
budget for spraying herbicides in the entire field. Eventually, customers of cassava 
product lines will not suffer from high toxin accumulation according to this activity.   

(2) Private sectors, such as agricultural drone companies, may study the 
protocol of this research, which is able to create an extension of their service business 
in servicing the weed control in only highly invasive places in cassava fields.  
They probably monitor the invasive patterns of weeds in serviced cassava fields using 
the protocol of the explored semi-automatic classification, which can be done quickly 
and easily. 

 

1.5 State-of-the-art 

Very high-resolution images captured by UAVs are widely used in precision 

agriculture for weed monitoring and mapping. However, the process of capturing 

multiple images to create a map can introduce variations in lighting conditions. 

Additionally, the high resolution of UAV images leads to objects with a wide range of 

reflectance values, causing heterogeneity in the image analysis process. 

Image classification is a crucial step in identifying weeds and crops in the field. 

For very high-resolution images, classification involves several processes, including 

preprocessing, feature extraction, classification, and validation. Segmentation and 

filtering techniques are used to simplify the data and improve image quality by dividing 

the image into homogeneous regions. Features extracted from the image, such as 

specific indices for objects or classes, play a vital role in the classification process. 

There are two main approaches of the classification process: supervised and 

unsupervised classification. In supervised classification, the user provides training to 

categorize the data, while unsupervised classification does not require training but 

relies on knowledge of the region. The classification model can produce accurate 

results for a specific area based on training or spectral characteristics of the image. 
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Customizing the model to specific requirements is important. Table 1.1 summarizes 

the advantages and disadvantages of these classification approaches. 

 

Table 1.1 Advantages and disadvantages of the classification approach. 

Approach Advantages Disadvantages 

Su
pe

rv
ise

d 
cl

as
sifi

ca
tio

n 

• It can control and set to a 
specific purpose and 
specific region 

• Fitted to a specific area 

• The final map does not 
face the match the 
spectral categories 
problem 

• Classification errors can be 
corrected by the training 
process 

• The potential accurate results rely 
on training data that based on the 
user's knowledge and experience 

• Training data collect carefully in 
terms of quality and quantity 
aspects 

• Training data did not respond to 
the natural classes based on their 
spectral properties; thus, the 
classifier model may not classify in 
other data spaces   

Un
su

pe
rv

ise
d 

cl
as

sifi
ca

tio
n • Not required training data 

• Minimizing the opportunity 
for human error in 
conducting classes 

• Recognizing small or 
unique classes 

• Require specifies the number of 
groups or clusters 

• Require region's knowledge  

• Result classes may not 
correspond with interest classes 

• Spectral properties of classes 
change over time   

 

The developed classification process in this study, so called the proposed 

classification process, is a collection of prepossessing and classification techniques 

integrated to create a semi-automatic workflow. Various factors including indices, 

filtering parameters, and ground sample distance (GSD), are considered to ensure the 
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classification's reliability. The proposed classification process minimizes manual 

intervention in generating classification maps, distinguishing it from traditional 

supervised and unsupervised methods. Furthermore, the proposed process 

incorporates filtering and feature extraction steps, making it more user-friendly. Figure 

1.2 and Table 1.2 provide a comparison between the conventional classification 

approach and the proposed classification process. 

 

 

Figure 1.2 Flowchart of traditional supervised classification, traditional unsupervised 

classification, and proposed classification process. 
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Table 1.2 Process of traditional supervised classification, traditional unsupervised 

classification, and proposed classification process.  

Process 
Traditional 
Supervised 

Classification 

Traditional 
Unsupervised 
classification 

Proposed 
Classification 

Process 
Preprocessing    
- Resample Manual Manual Manual 
- Define tree in image  
   (with/without tree) - - Manual 

- Fill missing data Manual Manual Automatic 
- Filtering Manual Manual Automatic 
- Image segmentation Manual Manual - 
- Feature extraction and   
  selection (Indices) Manual Manual Automatic 

Classification    
- Model building and training Manual - - 
- Classification: select     
  classifier and define  
  parameters 

Manual Manual Automatic 

- Labelling classes - Manual Automatic 

 

The study identified the optimal features, parameters, and conditions required 

for accurate classification in this context through extensive experimentation. The 

proposed classification process was then applied to analyze various cassava field 

images, considering various conditions. The classification maps of twelve cassava plots 

exhibited the highest overall accuracies (OA) at 0.97 and the highest kappa coefficients 

at 0.96. The experiment conducted at the seven sample sites (selected from the 

twelve cassava plots) revealed that the proposed classification process achieved a 

level of accuracy that is comparable to supervised methods such as RF classification. 

However, RF classification requires users to manually select the sample set for training, 

features for classification, segmentation parameters, and RF classification parameters 

for each area. In contrast, the proposed classification process simplifies the user's role 

 



13 

by only requiring the definition of whether an image contains a tree or not, with the 

remaining processes being automated. This new classification process for objects in 

cassava fields using very-high-resolution images from UAVs provides accurate results 

while reducing the manual effort required from the user. These advantages make the 

proposed classification process a promising approach for achieving efficient 

classification in the domain of cassava fields. 

 

1.6 Study area 

The study areas are cassava fields located in Mueang district, Nakhon 
Ratchasima province, Northeastern region of Thailand. Nakhon Ratchasima is renowned 
for having the highest cassava harvested area and production in the country.  

Generally, the cultivation area of field crops or economic crops is often 
prepared in open areas, but some areas still have a tree in the field for some purposes. 
In the study of Vityakon and Prachaiyo (1992), it was found that the presence of trees 
in the plantation area was caused by the farmers in the past who changed the forest 
area to agricultural areas. Some of the trees were left at the edge of the plot or in the 
plot because it was a large tree or a tree that affected beliefs or presented of anthill 
(according to Thai belief, that is a place of holy things). The trees in the fields are used 
as food, fuel, animal feed, and a place for rest while farmers work in the fields.  
For cassava planting, the shade of the trees was used for placing cassava stems for  
2-3 months from harvesting to the new planting season, as seen in Figure 1.3.  
The trees in the fields are still present in current agriculture in Thailand. Figure 1.4 
shows agricultural areas with trees from different provinces in Thailand.  
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Source: Polthanee (2018) 
Figure 1.3 Cassava stems stored under trees. 
 

 

 

Figure 1.4 Agriculture areas with trees from different provinces in Thailand. 
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The study areas were selected to display the plantation culture in Thailand. 
The selected area includes twelve cassava plantation plots (plots 1-12), as shown in 
Figures 1.5-1.7. Each plot consists of three main components, including cassavas, 
weeds, and soil, and some plots contain trees inside and outside the cultivation area.  
The planting patterns of the study area varied; the growing condition, including soil 
type and water system. Plots 4, 5, and 11 were planted with a drip irrigation system. 
Each plot presented varied weed invasion levels and cassava and tree canopy sizes. 
Moreover, the light illumination of each image was dissimilar because of the different 
captured times. 
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Figure 1.5 Locations, overview, and samples of cassava plot 1-5. 
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Figure 1.6 Locations, overview, and samples of cassava plot 6-10. 
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Figure 1.7 Locations, overview, and samples of cassava plot 11-12. 
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The study areas were captured from two different sensors that contain different 
properties. The original GSD of the images was between 1.21-5.00 cm due to the flight 
altitude and sensor. The cassava canopy's average diameter and standard deviation 
(S.D.) were measured from the original image by randomly selecting 100 samples for 
each plot. The average cassava diameter varied between 52-88 centimeters, 
representing the difference in cassava size in the study area. The details of the study 
area are shown in Table 1.3.  
 
Table 1.3 Details of the study area. 

Plot 
Area 

(sq.m.) 
Area 
(rai) 

 Contain 
Tree 

Average cassava 
diameter (cm) 

S.D. (cm) 

1 19,826.8 12.39  ✓ 57.42 08.25 

2 27,816.8 17.39  ✓ 52.11 09.09 

3 70,671.1 44.17  ✓ 52.14 09.25 

4 56,636.6 35.40  ✓ 71.28 09.05 

5 55,741.4 34.84  ✓ 70.36 08.37 

6 5,918.68 3.70   76.22 15.31 

7 4,271.5 2.67   75.80 13.27 

8 36,776.5 22.99  ✓ 86.38 14.92 

9 11,657.5 7.29  ✓ 83.38 15.91 

10 22,928.2 14.33  ✓ 74.88 12.78 

11 3,092.98 1.93   65.26 11.56 

12 5,884.63 3.68   87.83 15.04 

 

The Cassava canopy size of the study area was plotted as a boxplot, as shown 
in Figure 1.8, to demonstrate the spread and skewness of the diameter data. Data from 
each plot were arranged and grouped into five elements to draw the box: minimum, 
maximum, median, first quartile, and third quartile. The line in the box represented 
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the median of the data for each plot, the lower and upper area from the median line 
presented the first and third quartile of the data, extended line from the box (whisker) 
illustrated the minimum and maximum data within 1.5 box height from the box, and 
dots beyond the whiskers present the outlier of the data. Cassava sizes in the study 
areas were between 52-88 centimeters. The study area shows the various canopy sizes 
of cassava, both within and between plots. 

 

 

Figure 1.8 Boxplot of canopy diameter of cassava in the study area. 

 
The cassavas were infested with weeds, and the trees covered part of the 

cassava and weed in the field. There are many types of weeds in the study area. 
Examples of images of weeds are shown in Figure 1.9. Weeds were presented as a 
single and patches around the cassavas. Cassavas and weeds are in different colors, 
textures, and leaves shades.  
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Figure 1.9 Weeds invasion in study area. 
 

Figure 1.10 presents the spectral values of cassava, weed, soil, and the tree in 
the study area. The red, green, and blue bands normalized from 0-255 and extracted 
to a polygon created based on virtual interpretation from the original image. Spectral 
values of each class were collected from pixels within the polygon and then averaged 
to represent the sample value. The boxplot of classes in the study area's red, green, 
and blue bands shows the high variation of digital number (DN) value in the class. 
Vegetation with green color in the study area shows lower value in red, green, and 
blue than non-vegetation components. Although the plot is a neighboring area, the 
value of all classes contained in each plot had different ranges within the class, 
representing the study area's diversity. 
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Figure 1.10 Boxplot of the spectral value of cassava in the study area. 

 



CHAPTER II 
RELATED CONCEPTS AND LITERATURE REVIEWS 

 
This section uses UAV images to explain concepts and theories for detecting 

weeds in crop fields. First, the importance of cassava and the processes for growing 
cassava were summarized in the topic of cassava. Details of RGB data and their 
indices are described in the spectral discrimination of vegetation because these are 
crucial components for weed discrimination. Finally, critical theories for developing 
the classifier were summarized, including image segmentation, mean-shift filtering, 
and K-means clustering. 
 

2.1 Cassava 

2.1.1 Important of cassava 
Cassava or tapioca (Manihot esculenta Crantz) is one of the most 

important economic crops in Thailand. Products of cassava are fresh root, starch, chip, 
and pellets. Most of them are raw materials in food, pharmaceutical, animal feed, 
sweeteners, textiles, monosodium glutamate (MSG), and ethanol. Thailand is the third-
largest cassava producer and the world's largest exporter of cassava products (FAOSTAT 
Statistical Database, 2022). Approximately 8 million tons of cassava were exported in 
2018, valued at around 74 billion bahts (Arthey, Srisompun, and Zimmer, 2018; Office 
of Agricultural Economics, 2021).  

In Thai agriculture, cassava has increased in the harvested area since 
the 1970s (Figure 2.1), covering more than 1.7 million hectares in 2021 (FAOSTAT 
Statistical Database, 2022; OAE, 2022). Figure 2.2 presents Thailand’s cassava 
production of 2020 at the provincial level, with most of the cassava produced in the 
Northeastern region. The five provinces that produced the highest cassava production 
included Nakhon Ratchasima (4.6 million tons), Kamphaeng Phet (2.3 million tons),  
Chaiyaphum (1.8 million tons), Kanchanaburi (1.6 million tons), and Ubon Ratchathani 
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 (1.5 million tons). Cassavas are called insurance crops because the farmer can harvest 
and sell them at any time, not only during the period as sugarcane (Polthanee, 2018). 
Thus, cassavas are an essential source of cash income for farmers.  
 

 
Figure 2.1 Cassava harvested area of Thailand. 
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Figure 2.2 Cassava production in Thailand. 

 

Nakhon Ratchasima province 
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2.1.2 Growing cassava 
Cassava is a drought-tolerant crop grown in dried soils and adapted well 

to various cultivating conditions (Howeler et al., 2013). Although cassava is simple to 
grow, weeds and diseases have dominantly affected the productivity of cassava yield 
(Wydra and Verdier, 2002). Cassava requires a long growing period; growth states are 
shown in Figure 2.3.  

 

 
Source: Plant protection research and development office (2016). 
Figure 2.3 Cassava growth stages. 
 

Typically, Thai farmers plant cassava before the rainy season (March-
April) or after the rainy season (November-December). The processes of cassava 
planting include cassava variety preparation, land preparation, pest control, and 
harvesting. Details of the processes are as follows:  

(1) Cassava varieties and preparing 
There are three groups of cassava planting in Thailand: sweet 

type (for direct consumption), bitter type (for processing), and ornamental type.  
Most cassavas planted in Thailand are bitter, have high starch content, and are usually 
used as raw industrial materials. The cassava species included Rayong 1, Rayong 3, 
Rayong 5, Rayong 7, Rayong 9, Rayong 11, Rayong 60, Rayong 72, Rayong 90,  
Kasetsart 50, Huay Bong 60, Huay Bong 80, Sriracha 1 and others (OAE, 2022).  
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Cassava is planted with stems cut about 20-35 centimeters from the middle of  
a healthy and free of deceases and pathogens cassava. Farmers always soak the stems 
in pesticides before planting to eliminate diseases and pathogens. 

(2) Land preparing 
Cassava requires a loose texture and well-drained soil to 

facilitate the growth of roots and clearing from weeds to prevent competition with 
young crops in its initial state. The land should dry for at least two weeks and till again 
to control weeds. The land should form into ridges (Figure 2.4) with a space of  
0.8-1 meter and a height of 30 centimeters. Cassava stems are usually planted at a 
distance of 0.8-1 meter between and within a row. 

 

 
Source:  Department of Agriculture (2001). 
Figure 2.4 Land preparation into ridges forms for cassava planting. 

 
(3) Pest management 

Cassavas are weak and require well-managed in the first four 
months after planting or until the cassava canopy is closed. Pest management is done 
according to the age range, as shown in Table 2.1. 
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Table 2.1 Pest management for cassava. 

Age 
(month) 

Pest Management 

0 
Mealy bug and Scale insect Soak stems in pesticides 
Stem bright disease Soak stems in fungicide 
Weeds Apply pre-emergent weed control 

1 
Witches’ broom and bright 
stem disease  

Remove stem and burn outside the fields 

2-3 

Red mite Apply insecticide 

Mealy bug  
Control by insects (parasitic wasps or 
green lacewing) or apply insecticide 

Anthracnose, root rot, and 
root-knot disease 

Apply fungicide 

Weeds 
Apply post-emergent herbicide or 
remove them with human labor 

4 

Anthracnose, root rot, and 
root-knot disease 

Apply fungicide 

Witches’ broom disease 
Remove the disease stem and burn 
outside the fields, and apply fungicides 
to the rest of the crops 

Weeds 
Apply post-emergent herbicide or 
remove them with human labor 

 

(4) Harvesting 
Cassava roots were harvested 8-14 months after being planted, 

and around 70 percent of cassavas in Thailand were harvested at 10-12 months (OAE, 
2022). Cassavas were harvested by cutting the stem above the ground at least  
30 centimeters and digging the roots out by hand or machine. Due to the growing 
conditions, average cassava yields are 21-23 tons per hectare (Arthey et al., 2018). 
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2.1.3 Weed control  

Weeds are a barrier to growing crops, which causes the loss of quality 
and quantity of crops. Not only snatching up the essential nutrients of crops, but weeds 
are also a habitat of pests, including aphids, mealybugs, scarlet mites, and 
phytoplasma, the causative agent of cassava bush disease (Plant protection research 
and development office, 2016). Because cassavas are slowly grown in the initial period, 
weeds have a high opportunity to compete with the young cassavas. An extreme 
invasion of weeds can cease the growth and reduce up to 80% of cassava yields 
(Jeamjamnanja et al., 1984).  

Controlling weeds is an essential process in cassava growing. The 
appropriate time for controlling weeds is in the early period before the canopy closes, 
at 3, 8, and 12 weeks after planting (Ekanayake, Osiru, and Porto, 1997). For the first  
3-4 months, cassava leaves, stems, roots, and tubers are produced. Several tubers 
developed in this period; thus, this was crucial for cassava. However, cassava cannot 
compete well with weeds in this period because the root system is young and weak. 
Weed competition, especially the fast-growing weeds, is obstructed for canopy and 
tubers development. After planting for four months, the tuber size is developed, the 
cassava canopy grows and connects to the neighbors, the canopy will shade, and most 
weeds cannot compete with cassava.  

Common approaches for controlling weeds in crops are physical control 
(removal by mowing, mulching, tilling, burning, grazing, or by hand), cultural practices 
(tillage, irrigation), and chemical control (use of chemical substances). Herbicides, 
chemical substances used for weed control, are often used to control weed in a large 
field or when lacking labor. Weed controlling costs one-third of the total cost of 
cassava growing (Plant protection research and development office, 2016), which is 
trending to increase due to the increasing price of herbicides (McGeeney, 2022). 

Herbicides for weed control in crops are applied by spray equipment 
using human labor, which has some limitations, including difficulty accessing the 
complex area with the terrain and managing the number of herbicides, and the effect 
of herbicides on human health has been a concern. Recently, UAV spray technology 
has been developed to serve agricultural purposes, including pesticide and herbicide 
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applications. Regarding the combined advantages of UAV spraying and weed 
identification systems, herbicide control becomes more cost-effective and safer for 
farmers’ health.  
 

2.2 Spectral discrimination of vegetation 

The relation of electromagnetic radiation with plants varies with the radiation 
wavelength. Each vegetation type has a signature spectral pattern that can identify its 
species. Also, the same plant leaves will exhibit significant differences in how they 
reflect light depending on health and vigor (Woolley, 1971). The amount of radiation 
reflected from plants is inversely related to radiation absorbed by plant pigments and 
varies with the wavelength of incident radiation (Mulla, 2013). The reflectance of 
vegetation in various spectrum wavelengths is shown in Figure 2.5. 

The study of vegetation is mainly based on near infrared (NIR) wavelength 
because it has a strong reflectance, as seen in Figure 2.5, which can clearly show the 
differences in plants. However, a sensor for collecting the NIR data was more costly 
and more difficult to mount to UAVs because it is not available with optical sensors. 
Moreover, the NIR-based images were difficult to verify the anomaly of vegetation 
without comparing it to natural color (G. E. Meyer and Neto, 2008). According to the 
visible spectral, the reflectance of plants is shared the same pattern but is different in 
percent of reflectance due to the different colors and shades of leaves (Gates, Keegan, 
Schleter, and Weidner, 1965), which refer to plant species and health of the plant. 
These properties make the optical sensors able to separate objects also plant types. 
The studies of Bah, Hafiane, and Canals (2018); Gao et al. (2018); Gašparović et al. 
(2020); Huasheng Huang et al. (2018); Lottes et al. (2017); Subeesh et al. (2022); 
Woebbecke, Meyer, Bargen, and Mortensen (1995) showed that the low-cost RGB 
sensor was applied for weed identification. 
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Source: Smith (2012). 
Figure 2.5 Reflectance spectra of different types of green vegetation compared to a 

spectral signature for senescent leaves. 
 
RGB-color images with red (R), green (G), and blue (B) channels have been used 

to detect information in plants such as stress, disease, and type (Chaudhary, Chaudhari, 
and Godara, 2012; Hall et al., 2018; Lameski, Zdravevski, Trajkovik, and Kulakov, 2017; 
Zakaluk, Sri Ranjan, and Ranjan, 2008). The data provided from UAV images are DN 
values, while the signature of objects is presented by reflectance spectra value. The 
DN data can represent the trend of the reflectance value. Thus, the indices calculated 
from the DN data also provided qualities of the object’s spectral signature (Candiago, 
Remondino, De Giglio, Dubbini, and Gattelli, 2015).  

The index is a spectral transformation of two or more bands designed to 
enhance the contribution of vegetation properties. Indices have been widely used for 
evaluating vegetation cover, growth dynamics, and biomass (Jinru and Su, 2017). Using 
color indices in crop and weed detection has various advantages. For example, the 
indices highlighted green color from the images, less sensitive in light conditions and 
can extract information which challenging to distinguish and compare by humans (G. 
E. Meyer and Neto, 2008). 
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The UAV image quality is susceptible to illumination; rapid changes in weather 
conditions may cause non-smooth light in the images. Several studies in weed 
detection using UAV images have developed the processes of image processing 
techniques to solve illumination problems. Illumination issues play an essential role 
in the classification process. Color indices have been proven to reduce illumination 
problems in normal light conditions (Hamuda, Glavin, and Jones, 2016). However, the 
indices vary depending on crop types and intense light conditions (Hamuda et al., 
2016). The widely used RGB-based indices showing plant and soil properties are shown 
in Table 2.2. 
 
Table 2.2 Spectral indices based on RGB values to distinguish vegetation and non-

vegetation. 

Index Equation Dominant Reference 

Excess Red (ExR)  1.4 × 𝑟 − 𝑔 
red spectrum 

extraction 
G. Meyer, Hindman, 
and Laksmi (1999) 

Excess Green (ExG)  2𝑔 − 𝑟 − 𝑏 
green spectrum 

extraction 
Woebbecke et al. 

(1995). 

Excess Blue (ExB) 1.4 × 𝑏 − 𝑔 
blue spectrum 

extraction 
Guijarro et al. (2011) 

Excess Green minus 
Excess Red (ExGR) 

𝐸𝑥𝐺 − 𝐸𝑥𝑅 highlight vegetation 
G. E. Meyer and Neto 

(2008) 

Normalized Green Red 
Difference Index (NGRDI) 

𝐺 − 𝑅

𝐺 + 𝑅
 

vegetation 
discrimination 

Tucker (1979) 

Green Leaf Index (GLI) 2𝐺 − 𝑅 − 𝐵

2𝐺 + 𝑅 + 𝐵
 

vegetation 
discrimination 

Louhaichi, Borman, and 
Johnson (2001) 

Visual Atmospheric 
Resistance Index (VARI) 

𝐺 − 𝑅

𝐺 + 𝑅 − 𝐵
 

vegetation 
discrimination 

Gitelson, Kaufman, 
Stark, and Rundquist 

(2002) 
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Table 2.2 Spectral indices based on RGB values to distinguish vegetation and non-
vegetation (Continued). 

Index Equation Dominant Reference 

Brightness Index (BI) √
𝐺2 + 𝑅2

2
 soil discrimination 

Mathieu, Pouget, 
Cervelle, and Escadafal 

(1998) 

Color Index (CI) 𝑅 − 𝐺

𝑅 + 𝐺
 soil discrimination 

Escadafal and Huete 
(1991) 

 
where: 
𝑅, 𝐺, 𝐵 is digital number of red, green, and blue channels (0-255) 

𝑟 =
𝑅∗

𝑅∗+𝐺∗+𝐵∗
, 𝑔 =

𝐺∗

𝑅∗+𝐺∗+𝐵∗
 , 𝑏 =

𝐵∗

𝑅∗+𝐺∗+𝐵∗
 

𝑅∗ =
𝑅

255
 , 𝐺∗ =

𝐺

255
 , 𝐵∗ =

𝐵

255
 

 
2.3 Image segmentation 

Image segmentation is a process for segmenting or grouping the objects in the 
images. Segmentation is an essential process for image processing applications, which 
is applied in many fields, such as medicine, object recognition, and agriculture. In the 
agricultural field, the segmentation process is mainly used to segment plants from the 
background (soil and sky) and segment plant types (crop and weed). Segmentation is 
an important process in image analysis since the segmentation results impact the 
analysis's quality and performance in automatic processing (Morales et al., 2011). 

There are various ways to categorize image segmentation approaches, for 
example, thresholding, edge-based, region-based, clustering, watershed, Partial 
Differential Equation (PDE), Artificial Neural Network (ANN), and neural network. The 
main approaches were summarized as follows: 
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(1) Edge Based  
Segmentation based on edge detection is a method for locating the 

boundary of objects. The edges or boundaries were identified from the rapid change 
of intensity or pixel brightness value, then connected to form closed object 
boundaries. The edge location was detected by following one of these criteria (Kaur 
and Kaur, 2014; Narkhede, 2013): 

1) the first derivative of intensity is larger than the threshold, or 
2) the second derivative of intensity is zero crossing. 
This approach was sensitive to noise. Thus, it requires an image 

enhancement process to reduce or remove noise (Kuruvilla, Sukumaran, Sankar, and 
Joy, 2016; Narkhede, 2013). There are many techniques for detecting edges, for 
example, Sobel, Laplacian, Canny, and Laplacian of Gaussian detection.  

(2) Threshold-based 
Image segmentation based on thresholding is the simplest method for 

segmentation. The threshold values are calculated from a binary image, which can be 
manually defined or automatically calculated from the image. The threshold value is 
the criteria for separating pixels of an image into the region or separating objects from 
the background. This approach is suitable for segmenting the light object on a shaded 
background but is sensitive to light illumination (Kuruvilla et al., 2016).  

(3) Region-based 
Segmentation based on region is a process of partitioning an image into 

a region. Regions are used to represent the whole object or some part of the object 
in the image (Kuruvilla et al., 2016). The region-based segmentation used value 
similarity (which contains grey value differences and variance) and spatial proximity 
(which contains Euclidean distance and compactness of a region) for partitioning pixels 
(Narkhede, 2013). This approach also requires the thresholding technique. There are 
two main types of region-based segmentation: region growing and splitting and 
merging. Some researchers grouped the watershed method and clustering method in 
the region-based segmentation approach because these methods produced 
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segmentation based on the similarity of pixel data (Raja, Abdul KhadiRr, and Ahamed, 
2009). 

(4) Cluster-based 
Image segmentation based on clustering is a method for grouping 

objects using similarity properties. Pixels with similar characteristics were grouped 
together to form clusters. There are two main types of clusters: hard clustering and 
soft clustering. A pixel belongs to only one cluster in the hard, complex clustering 
type. An example of a hard clustering type is K-means clustering. While soft clustering 
is more flexible, a pixel is partitioned into a cluster; thus, one pixel can belong to more 
than one cluster. Fuzzy C-means is an example of a soft clustering type. 

Segmentation is an essential process for digital image processing, especially 
high-resolution images. This process aims to remove the complexities of the image and 
or enhance or edit the image's appearance.  However, implementing each method is 
suitable for different images and purposes of use. There are some advantages and 
disadvantages of each segmentation approach summarized in Table 2.3. 
 
Table 2.3 Advantages and disadvantages of the segmentation approach. 

Approaches Advantages Disadvantages 

Edge-based 

• Results are similar to the 
human perspective 

• Suit for image with good 
contrast between objects 

• Not suited for images with ill-
defined edges or many edges 

• Sensitive to noise 
• Difficult to produce close 

curve boundary 

Threshold-
based 

• Fast processing 
• Noncomplex for computational 
• Not require prior information 

• Sensitive to noise  
• Depending on histogram 

peaks 
• Not suited for images with 

unapparent peak (broad or 
flat) 
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Table 2.3 Advantages and disadvantages of the segmentation approach (Continued). 

Approaches Advantages Disadvantages 

Region-based 

• Suit for image with good 
contrast between objects 

• Work well with the 
homogeneous region 

• Consider spatial information 
• Provide region continuity result 

• Require more time and 
memory for computational 

• Not suited for images with 
noise  
 

Cluster-based 

• Fast processing for a small 
number of clusters 

• Eliminate noise  
• Can process automatically 

• Difficult for the high-value 
clusters  
 

 
These segmentation approaches are based on an iterative technic with stop 

criteria limitations. The stop criteria require much memory or involve threshold 
parameters that are difficult to optimize (Tian, Hsiao-Chun, and Huang, 2014). Mean-
shift filtering is a non-parametric method. This method uses entropy as a stop criterion 
for the iterative process. The entropy of the region or group was reduced in an iterative 
process until it reached a stable value (convergence) when the image became 
homogeneous. The study of Rodríguez et al. (2011) proved that the results from mean-
shift filtering were similar to results obtained by segmentation; the image presented 
natural aspects and still preserved details of the original images. Dorin Comaniciu and 
Meer (2002) and Grenier, Revol-Muller, and Gimenez (2006) also state that mean-shift 
filtering gives products close to products from clustering-based segmentation. Thus, 
segmentation can be obtained directly through filtering (Morales et al., 2011; Rodríguez 
et al., 2011).  
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2.4 Mean shift filtering 
Mean shift is a non-parametric iterative algorithm developed by Fukunaga and 

Hostetler (Fukunaga and Hostetler, 1975) and has been widely used for filtering and 
clustering analysis in computer vision and image processing. The mean shift shows a 
high potential for edge preservation in filtering and segmentation processes (D. 
Comaniciu and Meer, 1999). The mean-shift method considers the image's geometric 
and photometric during the process (Song, Gu, Cao, and Viberg, 2006). The theory of 
the mean-shift algorithm and mean-shift filtering summarized by Li (2012) are described 
below. 

The mean-shift algorithm can be considered a gradient ascent on the density 
function. This problem can be written as: 

∇𝑓(𝑥) = 0 (1) 

Using a non-parametric kernel-based probability density function estimation to 
solve the problem in equation (1), the quantity m(x) is called the mean-shift vector as 
the following: 

𝑚(𝑥) =  𝑥[𝑡+1] − 𝑥[𝑡] =
∑ 𝑔 (𝑑2(𝑥[𝑡], 𝑥𝑖 , 𝐻)) . 𝑥𝑖

𝑛
𝑖=1

∑ 𝑔 (𝑑2(𝑥[𝑡], 𝑥𝑖, 𝐻))𝑛
𝑖=1

− 𝑥[𝑡] (2) 

Where 𝑡 is the iteration variable, 𝑑 is Mahalanobis distance, 𝑥[0] is set to a given 
𝑥𝑖, and 𝑔(. ) is a weight function deriving from the kernel function.  

The procedures of mean-shift filtering are described as follows. Let 𝑥 = (𝑥𝑠, 𝑥𝑟) 
be vector and bandwidth matrix 𝐻 composed of [𝐻𝑠, 𝐻𝑟]. Where subscript 𝑠 and 𝑝 
represent spatial and range (pixel value) of vector and bandwidth matrix. The 
bandwidth matrix can be defined as 

𝐻 = [
𝐻𝑠 0
0 𝐻𝑟

] = [
ℎ𝑠

2 ∙ 𝐼𝑝 0

0 ℎ𝑟
2 ∙ 𝐼𝑞

]   (3) 

where ℎ𝑠 is the scalar value of spatial bandwidth, ℎ𝑟 is the scalar value of range 
bandwidth, 𝐼 is the identity matrix, 𝑝 is the number of spatial dimensions, and 𝑞 is the 
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number of range dimensions of an image. For the three-layer image, 𝑝 and 𝑞 are 2 and 
3, respectively. 

The kernel in one-dimensional is expressed as: 

𝐾(𝑥) =  [𝑥𝑠, 𝑥𝑟] =  
𝑐

(ℎ𝑠)
𝑝 ∙ (ℎ𝑟)

𝑞
𝐾 (‖

𝑥𝑠

ℎ𝑠
‖

2

) ∙ 𝐾 (‖
𝑥𝑟

ℎ𝑟
‖

2

) (4) 

A color image that includes three feature space components is taken to 
illustrate the procedures of mean-shift filtering. Let {𝑥𝑖}𝑖=1,2,…,𝑛 and {𝑧𝑖}𝑖=1,2,…,𝑛 be the 
original and the filtered image points in the 𝑑-dimensional feature space, respectively. 
The mean-shift filtering algorithm can be summarized as: 

(1)  Initialize 𝑥[0] to a given 𝑥𝑖, 

(2)  Initialize a bandwidth matrix  𝐻 = 

[
 
 
 
 ℎ𝑠

2 0

0
0
0
0

ℎ𝑠
2

0
0
0

0 0
0

ℎ𝑟
2

0
0

0
0

ℎ𝑟
2

0

0
0
0
0

ℎ𝑟
2
]
 
 
 
 

, 

(3)  Compute 𝑥[𝑡+1] the following equation (2) until convergence, 
(4)  Assign to 𝑧𝑖 the spatial position of 𝑥𝑖 and the range value of 

𝑥[𝑡+1], so 𝑧𝑖 = ((𝑥𝑖)𝑠, (𝑥
[𝑡+1])

𝑟
), 

(5)  Iterate the above steps for each point 𝑥𝑖 of the image. 

The method operates by defining the window (kernel) from geometric (spatial 
radius) and photometric (color or pixel value). The pixels in the window were 
neighbors. The window slides in the image and analyzes the neighborhood’s mean, 
then shifts the target pixel with the mean value. These processes will iterate until the 
mean value is not changed or convergence, which corresponds to the object of 
interest.  The resulting image is smoothed, and the noise is reduced. Mean shift filtering 
is highly adaptive to object shape and size, which makes it an extensive method for 
detecting and tracking in computer vision applications (Khattak, Raja, Anjum, and 
Qasim, 2015). The kernel size only controls the mean-shift and requires less manual 
intervention than other algorithms (Zhou, Wang, and Schaefer, 2011). Moreover, this 
method is computationally efficient, fast processing, and robust to variations of object 
shape (Dorin Comaniciu and Meer, 2002; Xiang, 2009).  
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While the mean-shift method has several advantages, limitations should be 
considered. The convergence to the local than the global maximum, especially in 
images with multiple objects. The performance of the mean-shift method was 
impacted by the parameter (bandwidth), which is based on the size and contrast of 
objects (Morales et al., 2011). However, the size of the mean-shift kernel is essential. 
However, there is no method for selecting the optimum kernel size (Collins, 2003).  
Finding an optimal kernel size of mean-shift filtering to the interest object is 
challenging. 
 

2.5 K-means clustering 

Clustering is a technique for finding subgroups or clusters in the dataset based 
on the homogeneous character of the dataset without training or supervision. K-means 
clustering is one of the most popular unsupervised classifications. K-means clustering 
is an approach for partitioning data into clusters. The K-means clustering algorithm 
requires the user to specify the desired number of clusters (k). It then assigns each 
observation in the dataset to one of the k clusters. The objective of K-means clustering 
is to minimize the summation of within-cluster variation. 

Gareth, Daniela, Trevor, and Robert (2015) summarized the principle of K-means 
clustering as follows. The within-cluster variation 𝑊(𝐶𝑘) is estimated from the different 
observation data and a mean value of the cluster, the calculation starts from: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝐶1, … , 𝐶𝑘

 {∑ 𝑊(𝐶𝑘)

𝐾

𝑘=1

} (5) 

where 𝐶𝑘 contains the indices of the observation data in each cluster. The sum of 
within-cluster variation could be as small as possible. The square Euclidean distance 
was the method for finding the minimized value of equation (5), defined as 

𝑊(𝐶𝑘) =  
1

|𝐶𝑘|
∑ ∑(𝑥𝑖𝑗 − 𝑥𝑖′𝑗)

2

𝑝

𝑗=1𝑖,𝑖′∈𝐶𝑘

, (6) 
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where |𝐶𝑘| is the number of observation data in cluster k and 𝑝 is the number of 
features of observation data. Then replace the Euclidean function with the mean for 
feature 𝑖 in the cluster 𝐶𝑘 as expressed in (7), and the within-cluster variation function 
becomes (8) 

𝑥̅𝑘𝑗 = 
1

|𝐶𝑘|
∑ 𝑥𝑖𝑗

𝑖∈𝐶𝑘

 (7) 

  

1

|𝐶𝑘|
∑ ∑(𝑥𝑖𝑗 − 𝑥𝑖′𝑗)

2 = 2 ∑ ∑(𝑥𝑖𝑗 − 𝑥̅𝑘𝑗)
2

𝑝

𝑗=1𝑖∈𝐶𝑘

𝑝

𝑗=1𝑖,𝑖′∈𝐶𝑘

 (8) 

K-means clustering aims to minimize the summation of within-cluster variation 
in equation (6). The processes for solving the problem are described as follows: 

(1) Define the number of clusters (k), then random k numbers as an initial 
cluster centroid. Figure 2.6 (1) represents the process of clustering data with k=3; red, 
green, and blue points are the random initial centroids for each cluster. 

(2) Defined Voronoi diagram from the partition of the distance between 
cluster centroids and created boundary around the centroids. Regions of each centroid 
are presented in color corresponding to the color of the centroid, as shown in Figure 
2.6 (2). Assign the observation data to the closest centroid; the data within the same 
region are clustered. 

(3) Compute the new cluster centroid for each cluster. The cluster's 
centroid is a new mean value of the observation in the cluster of 𝑝 features. The new 
centroids moved to a new position, as presented in Figure 2.6 (3). 

(4) Repeat processes (2) and (3) until the cluster centroid does not change, 
resulting in the final clustering process presented in Figure 2.6 (4). 

 

 



41 

 
Source: Weston.pace (2007) 
Figure 2.6 Processes of K-means clustering. 

 

Even with the process's simplicity and fewer tuning parameters, K-means 
clustering has some problems. The random initialization trap is the main problem for 
this method. The random value for the initial centroid is essential to find the optimum 
centroid, but it can be a local optimum. Figure 2.7 shows an example of the random 
initialization trap. The three clusters' results were presented in different colors, sizes, 
and members of each cluster were different due to the initial centroid. The within-
cluster variation value was calculated based on the centroid and member of the 
cluster. These plots in Figure 2.7 showed that the final cluster with the within-cluster 
variation value of the same dataset processing multiple times produced different 
clusters with distinct within-cluster variation values. Thus, processing multiple times 
with different random initial centroids is necessary. Then select the best solution with 
the smallest within-cluster variation value to solve the problem. 
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Source: Gareth et al. (2015) 
Figure 2.7 K-means clustering of the same dataset with k=3. Each plot shows the 

clustering result using a different set of initial centroids, and the number 
above the plot is the within-cluster variation. 

 

2.6 Previous studies of weed detection 

This section provides a review of weed classification using UAV images, 

summarizing the studies conducted by other researchers in this field. It highlights the 

input features, processes, and results employed in these studies. Moreover, the gaps 

of the previous are discussed.  
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Peña, Torres-Sánchez, de Castro, Kelly, and López-Granados (2013) developed 

the process for mapping weed in Early-Season Maize Fields. An automated object-

based image analysis (OBIA) procedure was developed using a six-band multispectral 

camera (visible and near-infrared range) on a series of UAV images to generate a weed 

map for a maize field. The procedure consists of three phases: 1) classifying crop rows 

using a dynamic and auto-adaptive classification approach, 2) distinguishing between 

crops and weeds based on Normalized Difference Vegetation Index (NDVI) threshold 

and crop rows, and 3) generating a weed infestation map in a grid structure. The 

estimation of weed coverage through image analysis yielded promising results, with R-

squared value of 0.89 and a root mean square error of 0.02. A map categorizing weed 

coverage into three categories was produced, achieving an overall accuracy of 86%. In 

the experimental field, 23% of the area was weed-free, and 47% had low weed 

coverage (<5% weeds), indicating significant potential for reducing herbicide application 

or other weed-related operations. Nevertheless, the classification of vegetation and 

background through the use of NDVI number is subject to variation depending on the 

specific image and geographical area. 

The study of Pérez-Ortiz et al. (2015) introduces a weed mapping system in 

sunflower crop that utilizes vegetation indices derived from RGB and NIR sensors, as 

well as crop rows, with various classification methods including K-means, Repeated K-

means, K-nearest neighbor, linear SVM, kernel SVM, and semi-supervised SVM. The 

semi-supervised method is developed based on SVM classification and incorporates 

both labeled and unlabeled data. The results demonstrate that the semi-supervised 

method achieves the highest performance, and the inclusion of NIR data contributes 

to improved classification accuracy. However, the semi-supervised classification 

requires training data, even if the study mentions using a smaller amount of data. 

The study of P. Lottes, R. Khanna, J. Pfeifer, R. Siegwart, and C. Stachniss (2017) 

focuses on developing a classification system for identifying weeds in sugar beet fields. 

The system incorporates an index to differentiate vegetation from the background and 

utilizes crop rows in the classification process. The classifier is based on RF 
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classification. The testing involved three different sensors: two RGB sensors and one 

RGB+NIR sensor. The system effectively identifies sugar beets and weed species in 

images of sugar beet farms, benefiting from crop rows and spatial relationships. It 

performs well even in challenging conditions such as overlapping plants and can 

detect weeds within the rows. Furthermore, the inclusion of an additional NIR channel 

improves vegetation detection and classification performance. The study utilizes very 

high-resolution images, ranging from 0.2 to 5 mm/pixel, captured at low altitudes (2-

15 m). These images contain a significant amount of data and require substantial 

processing time. This method also requires threshold of index for separate background 

and training data for training RF classification model, which should be done manually. 

The study of Gao et al. (2018) focuses on developing a classification process 

for mapping weeds in early growth state maize fields from RGB images. The method 

utilizes pixel-based identification of crop rows and detects inter-row weeds, which are 

automatically labeled and used as training data for RF classification. The segmented 

image is then inputted into the RF classification to classify intra-row weeds. The process 

incorporates various geometry features such as length-to-width ratio and asymmetry, 

obtained through the OBIA technique. The overall accuracy (0.945) and Kappa value 

(0.912) metrics demonstrate that the RF classifier exhibits strong generalization ability. 

The OBIA approach was employed for segmentation and feature generation, resulting 

in high-quality inputs for image classification. However, users are required to manually 

set parameters, select specific information, and perform the processing steps. The 

input image has a high resolution of 1.78 mm/pixel, which requires significant time for 

acquisition and analysis. 

De Castro et al. (2018) developed an automatic RF-OBIA algorithm for early 

weed mapping between and within crop rows using UAV imagery. In this study, an 

automatic classifier based on RF and OBIA approach was developed and tested in the 

early stages of sunflower and cotton cultivation. The image underwent segmentation, 

Digital Surface Model (DSM) extraction, and shadow removal. Vegetation was 

differentiated from the soil using the NIR/G ratio, which was automatically calculated. 
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Crop rows were detected by analyzing the length-to-width ratio of the targets after 

merging. Weeds outside the crop rows were identified based on their location, while 

weeds within the crop rows were detected using RF classification. The RF model was 

trained using a predefined dataset of classes, and object features obtained from the 

segmentation were used for classification. The combination of UAV imagery and RF-

OBIA showcased in this study enables accurate weed mapping, both between and 

within crop rows, with a high weed detection accuracy of 87.9%. The images were 

captured with a high overlap of 93% to facilitate 3D reconstruction of the crops and 

obtain crop height information. However, this approach is time-consuming due to the 

extended duration required for flying the UAV and the subsequent mosaic process. 

The input features for classification are derived from segmented objects, requiring users 

to manually set parameters, select specific information, and perform processing steps. 

Louargant et al. (2017) evaluated hierarchical self-organising maps for weed 

mapping using UAV multispectral imagery. This study introduces hierarchical map 

classifiers for mapping the spatial distribution of S. marianum weed. The classifiers 

utilize features derived from a combination of spectral information from multispectral 

images and textural information. Three hierarchical map classifiers, namely Supervised 

Kohonen Network (SKN), Counter-propagation Artificial Neural Network (CP-ANN) and 

XY-Fusion network (XY-F) were employed to classify the data into S. marianum and 

other plants. The results demonstrate that the CP-ANN classification map achieved the 

highest accuracy, reaching 98.87%. Nevertheless, the input image resolution of 0.5 m 

is not suitable for detecting small patches of weeds. 

Gašparović et al. (2020) developed an automatic method for weed mapping in 

oat fields based on UAV imagery. In this study, four classification algorithms were used 

to create weed maps: manual RF (using pixel-based RF and object-based methods) 

and automatic RF (using pixel-based and object-based methods). These algorithms 

applied for weeds and bare soil extraction. The automatic methods used the top 0.1% 

of NGRDI values for weeds and BI values for bare soil as training data sets. The K-means 

algorithm was then applied to estimate the presence of weeds and bare soil in areas 
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without weeds or soil. The automatic object-based classification method achieved the 

highest accuracy, with an overall accuracy of 89.0% for subset A and 87.1% for subset 

B. The automatic classification methods were well-developed, using at least 0.25% of 

the scene size as the training dataset to ensure optimal performance of the random 

forest classification algorithm in all expected scenarios. The automatic training 

approach in this study, selecting 0.1% of the index, may be affected by color variation 

and noise. The presence of white flowers of weed interferes with the BI index, as 

mentioned by the authors. 

Khan et al. (2021) developed a semi-supervised framework for UAV based 

crop/weed classification. In this study, the development of an optimized semi-

supervised learning approach is proposed, offering a method for crop and weed 

classification at early growth stage. The proposed algorithm based on Generative 

Adversarial Network (GAN), the framework consists of a generator that provides extra 

training data for the discriminator, which distinguishes weeds and crops using a small 

number of image labels. The proposed system was evaluated on the RGB images of 

pea and strawberry plots. Nonetheless, the inclusion of training data remains essential, 

even if the study mentions utilizing a smaller dataset. The outcomes of this approach 

involve sub-images that are categorized as either weed or crop, rather than providing 

precise pixel coordinates for weed locations. 

Su et al. (2022) analyzed spectral and developed process for mapping of 

blackgrass weed by leveraging machine learning and UAV multispectral imagery. In this 

study, spectral indices based on multispectral data were generated. The RF classifier 

with Bayesian hyperparameter optimization was employed to classify blackgrass weed 

in wheat fields. The results demonstrated high accuracy, especially when using the 

triangular greenness index (TGI) composed of Green-NIR. The feature selection process 

reduced the number of features while yielding better results compared to using all 

the produced features. Additionally, incorporating spatial information from the Guided 

Filter enhanced the classification outcome by improving results and reducing noise. 
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However, the classification based on RF requires training data for training classification 

model. 

Previous research has shown that weed mapping in crop fields is crucial for 

decision-making and management. Researchers are actively exploring new methods for 

weed detection and trying to find suitable parameters for classification. These efforts 

indicate a shift towards semi-automatic or fully automatic weed detection processes. 

However, most weed mapping methods rely on supervised classification, requiring 

training data. Thresholding methods, on the other hand, depend on variable indices 

affected by factors like area, time, and lighting conditions, making it difficult to 

determine optimal values. This research aims to develop a semi-automatic 

classification process tailored for classifying objects in cassava fields. It combines 

various preprocessing and classification techniques to establish an efficient workflow. 

 



CHAPTER III 
RESEARCH METHODOLOGY 

 
This chapter presents details of the research methodology, including  

(1) conceptual framework, (2) data and materials, and (3) research procedures. The 
specific details are as follows. 
 

3.1 Conceptual framework 

The conceptual framework of this research is designed to address the research 
objectives outlined in section 1.2. The research framework consists of three main steps, 
as depicted in Figure 3.1. Firstly, the development of classification processes, which 
includes preprocessing and classification, referred to as the proposed classification 
process, is in line with objective (1). Adjusting and validating the proposed classification 
process across various test sites to identify the appropriate parameter settings 
correspond to objective (2). Lastly, applying the adjusted proposed classification 
process to the study area aligns with objective (3).  

The first part of the conceptual framework focuses on developing a 
classification process for objects in cassava fields. The preprocessing stage includes 
feature extraction, filtering, and clustering. After preprocessing, rule-based classification 
methods are applied to produce a classification map. The chosen preprocessing and 
classification methods prioritize simplicity and semi-automatic processing to reduce 
the chance of human errors. 

The second part involves adjusting and validating the proposed classification 
process to identify suitable parameters for classifying cassava field images. Various 
parameters, such as indices, filtering parameters, and GSD, were tested in selected 
testing sites within the study area.    Suitable parameters were selected based on the 
classification results and statistical test accuracy. The chosen parameter set was then 
implemented in the proposed classification process.   
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Lastly, the proposed classification process with adjusted parameters was 
implemented across all study areas. Furthermore, the input images were divided into 
various sizes to assess the effectiveness of the proposed classification process in terms 
of accuracy and processing time. 
 

 

Figure 3.1 Conceptual framework. 
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3.2 Data and materials  

3.2.1 Image acquisition 
Images were acquired in 2018-2021 with two different sensors, as shown 

in Table 3.1. Images of study plots 1-5 were taken by a built-in optical sensor (sensor 

model FC6310) in DJI Phantom 4 Pro quadcopter. The sensor provides twenty million 

pixels with a 1-inch CMOS sensor, the focal length is 8.8 mm, the field of view (FOV) 

of 84°, and the image size is 5472x3648 pixels. Images of study plots 6-12 were 

captured using a DJI Phantom 4 built-in optical sensor (sensor model FC330).   

The UAV’s sensor is a 1/2.3-inch CMOS sensor with effective pixels of 12.4 million 

pixels, a focal length of 3.6 mm, an FOV of 3.6 mm, a FOV of 94°, and an image size of 

4000×3000 pixels. Table 3.1 shows the details of the sensors used in this study.  

The sensor FC6310 and FC330 capture photos in the visible light spectrum in red, 

green, and blue (RGB). The coordinates of photos acquired from GPS/GLONASS satellite 

positioning systems, the navigation system of both UAV platforms. Images of each plot 

were taken from the separated flight; thus, the light conditions differed. The UAV 

images were processed and mosaiced by Pix4Dmapper software. The DN values were 

normalized from 0 to 255 on each red, green, and blue layer and stored in 8 bits with 

GeoTiff format. 

The study areas were captured from two different sensors, as mentioned 

above. The original GSD of the images was between 1.21-5.00 cm due to the flight 

altitude and sensor. The acquisition details of the study area are shown in Table 3.2.  
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Table 3.1 Details of sensors. 

Model FC6310 FC330 

Sensor 1-inch CMOS 1/2.3-inch CMOS 

Effective pixels (Million) 20 12.4 

Focal length (mm) 8.8 3.6 

field of view (FOV) (°) 84 94 

Sensor width (mm) 13.2 6.17 

Sensor height (mm) 8 4.55 

Image width (pixel) 5472 4000 

Image height (pixel) 3648 3000 

 

Table 3.2 Acquisition details of the study area. 

Plot Sensor Taken date Taken Time Original GSD (cm) 

1 FC6310 4/28/2018 11:00 1.413 

2 FC6310 4/28/2018 11:25 1.267 

3 FC6310 4/28/2018 12:40 1.398 

4 FC6310 4/28/2018 12:20 1.291 

5 FC6310 4/28/2018 12:00 1.369 

6 FC330 5/21/2021 11:20 5.00 

7 FC330 5/21/2021 11:20 5.00 

8 FC330 5/21/2021 11:20 5.00 

9 FC330 5/21/2021 11:20 5.00 

10 FC330 5/21/2021 11:20 5.00 

11 FC330 9/5/2018 12:01 1.21 

12 FC330 7/5/2021 12:03 4.414 
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3.2.2 Processing software 
The procedure of this experiment, which includes calculating indices, 

filtering data, clustering, labeling, and assessing accuracy, was implemented using the 

Python language. The experimentation was conducted on a system with Microsoft 

Windows 10, a 64-bit operating system equipped with 64.0 GB of Random Access 

Memory (RAM), and powered by a 3.60 GHz Core i9-9900KF CPU processor. 

 

3.3 Research Procedures 

The research procedure consists of three main parts: (1) development of 

classification processes, (2) adjustment and validation of the proposed classification 

process, and (3) application of the adjusted proposed classification process to  

the study areas. Each part is described in detail below. 

3.3.1 Developing classification 
The workflow diagrams in Figure 3.2 illustrate the processes involved in 

developing the classification. This part of the research addresses the first objective. 
The classification was performed using unsupervised classification techniques. The UAV 
images were classified into three or four classes, which may include cassava, weed, 
soil, and/or tree, depending on the components present in the input image.  

Previous research demonstrates the positive impact of mean-shift 
filtering on classification accuracy, particularly when considering the size and pixel 
values of objects (Boonrang, Sritarapipat, and Piyatadsananon, 2021). Hence, in this 
study, the input images and mean-shift algorithm parameters were fine-tuned 
individually to identify the most suitable input image and parameters for each class. 
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Figure 3.2 Workflow of processes for developing the proposed classification process. 
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The development of the classification involves four main processes, 
which are described below. 

(1) Input producing 
The R, G, and B layers of the UAV image were used as input for 

calculating various indices, such as ExR, ExG, ExB, ExGR, NGRDI, GLI, VARI, BI, and CI, 
using the equations provided in Table 2.2. These RGB and indices data were then 
combined to create a three-layer input image for future processes.  

(2) Filtering 
The three-layer input images were filtered by mean-shift filtering 

method. User needs to set two main parameters, namely the spatial window radius 
(sp) and the color window radius (sr). The algorithm iteratively performs mean shift 
calculations on the input image pixels, considering the following conditions: 

(𝑥, 𝑦): 𝑋 − 𝑠𝑝 ≤ 𝑥 ≤ 𝑋 + 𝑠𝑝, 𝑌 − 𝑠𝑝 ≤ 𝑦 ≤ 𝑌 + 𝑠𝑝 , (9) 

‖(𝑅, 𝐺, 𝐵) − (𝑟, 𝑔, 𝑏)‖ ≤ 𝑠𝑟 (10) 

where (𝑅, 𝐺, 𝐵) and (𝑟, 𝑔, 𝑏) represent the color vectors at the pixel locations (𝑋, 𝑌) 

and (𝑥, 𝑦), respectively. The mean-shift algorithm computes the average spatial value 
(𝑋′, 𝑌′) and the average color vector (𝑅′, 𝐺′, 𝐵′) to serve as the neighborhood center 
for the next iteration. It is worth noting that the algorithm is independent of the color 
space used, allowing for the utilization of any three-component color space.  

(3) Clustering  
The filtered images were classified using the K-means algorithm, 

a clustering approach implemented in the scikit-learn library (Pedregosa et al., 2011). 
The K-means clustering algorithm utilizes the K-means++ method, which improves the 
selection of initial centroids by considering the maximum distance from the nearest 
centroid to address the random initialization trap problem (Arthur and Vassilvitskii, 
2006). This enhancement increases the likelihood of selecting new centroids from 
different clusters.  
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The number of clusters was determined based on the expected 
cluster results, as outlined in Table 3.3. For soil classification, the expected clusters 
were soil, vegetation, and background. In tree classification, the anticipated clusters 
were trees, non-trees, and backgrounds. In cassava and weed classification, soil and 
tree pixels were removed from the image, and the remaining pixels were used in  
the proposed classification. The expected cassava and weed classification clusters 
included cassava, weed, soil and tree pixels, and background. 
 
Table 3.3 Number of clusters in the K-means clustering process. 

Class Number of clusters Expected cluster result 

Soil 3 Soil, vegetation, and background 

Tree 3 Tree, not tree, and background 

Cassava and weed 4 
Cassava, Weed, pixel of soil and tree, 

and background 

 
(4) Labeling 

The K-means clustering process partitions pixels into distinct 

cluster numbers, with each cluster having unique spectral values. These clusters are 

expected to represent pixels belonging to the same type or class, enabling the use of 

cluster values to assign cluster names. Instead of relying on spectral values,  

the classification rules are designed based on the trends observed in the spectral 

values of the classes. This approach recognizes that different images may exhibit 

varying spectral values and emphasizes using spectral value patterns for classification 

purposes. 
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3.3.2 Adjusting and validating classification 

This section aims to enhance the performance of the developed 

classification process by adjusting the parameters in the algorithm. The classifier  

is applied to various testing areas to assess its accuracy, kappa coefficient,  

and statistical significance. For the testing, study sites are selected from the study area 

and include four classes (cassavas, weeds, soil, and trees) as well as areas with three 

classes (cassavas, weeds, and soil). Eight study sites from different plots are chosen  

to test the performance of the proposed classifier's algorithms and fine-tune  

the parameters before applying them to the entire study area. Each study site covers 

an area of 40 x 50 square meters, as depicted in Figure 3.3. 

The overall accuracy and the kappa coefficient are used. Reference 

points are generated through visual interpretation of the UAV images prior to  

the classification process. These validation points are randomly selected and 

distributed throughout the study area. The number of validation points for each class 

is presented in Table 3.4. 

Furthermore, the performance of the developed classification process 

is compared with that of traditional classification methods. Specifically, the Random 

Forest (RF) method, which represents supervised classification, and the K-means 

clustering method, which represents unsupervised classification, are used for 

comparison. Prior to classification, the test sites are segmented using eCognition 

software. For the RF method, a classification model is generated using three layers and 

different variables of the RF classifier. The best-performing model is selected, and the 

image is then classified accordingly. It is important to note that this model creation 

process is conducted for each individual area. In the case of the K-means clustering 

method, the same set of inputs as the RF method is used, and the resulting clusters 

are visually labeled based on the majority of cluster data. The overall accuracy,  

kappa coefficient, producer’s accuracy, and user’s accuracy obtained from  

the developed classification process are compared with those obtained from the RF 

and K-means clustering methods. 
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Figure 3.3 Testing sites for adjusting and validating classification. 
 

Table 3.4 Referent points of the testing site for the accuracy assessment process. 

Study site 1 2 3 4 5 6 7 8 

Cassava 100 100 100 100 100 100 100 100 

Weed 100 100 100 100 100 100 100 100 

Soil 100 100 100 100 100 100 100 100 

Tree 65 65 75 30 35 20 - - 

Total 365 365 375 330 335 320 300 300 
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The study sites were tested to search for suitable 3-layer combination 
input, filtering parameters, and GSD for the proposed classification process. Details of 
varying input data, filtering parameters, and GSD of input image are described  
as follows. 

 
(1) Input data 

The input data is generated in three layers based on the 
specifications of the mean-shift filtering method. This involved assigning one index to 
each of the three layers, such as BI-BI-BI, and using three different indices, such as  
R-G-B, R-G-ExG, and ExG-ExGR-GLI. There are 232 combination images, each of which 
serves as input for the filtering process.  

 
(2) Filtering parameters 

The input images were enhanced using mean-shift filtering under 
various conditions, with the parameters of the filtering process determined based on 
the size of the object of interest. The sizes of the sp (spatial radius) and sr (color radius) 
parameters of the filtering window vary depending on the target object's characteristics, 
which can vary in size and color compared to the image. For soil classification,  
the sp and sr values ranged from 20 to 80 and 5 to 25, respectively. As for tree 
classification, the combination images were subjected to two rounds of mean-shift 
filtering, each with a different set of parameters. In the first filtering round, which targets 
trees consisting of multiple pixels, sp and sr values were extended to 20-100 and  
5-50, respectively. The second round of filtering helped eliminate small pixels around 
the trees, with sp and sr values set at 20-60 and 40-50, respectively. The sp and sr 
parameters were set to 20-80 and 10-25 for cassava and weed classification, 
respectively. Table 3.5 displays the parameters used in the filtering process. 

 
 
 
 
 

 



59 

Table 3.5 Mean-shift parameters for the filtering process. 

Class/ 
Parameter 

Soil Tree  
1st filtering 

Tree 
2nd filtering 

Cassava and 
weed 

sp 20, 40, 60, 80 20, 40, 60, 80, 100 20,40,60 5, 10, 15, 20, 25 

sr 5, 10, 15, 20, 25 
5, 10, 15, 20, 25, 
30, 35, 40, 45, 50 

40,50 10, 15, 20, 25 

 
(3) GSD of the input image 
 Very high-resolution images captured by UAVs, which have 

centimeter-level precision, contain a substantial amount of information represented 
by a large number of pixels. Consequently, processing such images can be time-
consuming. The UAV input images were resized using the nearest neighbor method 
from their original GSD range of 1.2-5.0 cm to GSDs of 1.5, 5, 10, 20, 30, 40, and 50 cm. 
The purpose of testing different GSD sizes for the input images was to identify the most 
suitable GSD for classification in the cassava field.  
 

3.3.3 Applying classification 
The proposed classification process used optimal parameters from 

section 3.3.2. The study area was resampled to an appropriate GSD from section 3.3.2 

and classified using the adjusted process. This adjusted classification process will be 

applied to the study area, which consists of 12 cassava plots. The robustness and 

limitations of the developed classification method will be revealed by examining  

the various components and physical properties of the study plots. 

As the developed image classification relies on the K-means clustering 

method, the input data values influence the classification results. A discriminant test 

was conducted to evaluate the effect of input data values on the performance of  

the developed classification method. It involved comparing the results obtained from 

using the entire image data with those obtained after splitting the image into two 

pieces. 
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The classification results’ accuracy from study plots was measured using 

referent points generated from the original GSD images by visual interpretation.  

These points are randomly selected and distributed in the study plots. The ratio  

of referent points to the area is 27-70 points per area (rai). Details of referent points 

are shown in Table 3.6. 

 

Table 3.6 Referent points for evaluating the classification results. 

Plot 
Referent point Area  

(sq.m.) 
Area 
(rai) 

Ratio 
(point/rai) Cassava Weed Soil Tree Total 

1 167 116 197 49 529 19,826.8 12.39 43 

2 171 138 236 55 600 27,816.8 17.39 35 

3 345 345 402 80 1,172 70,671.1 44.17 27 

4 448 448 448 - 1,344 56,636.6 35.40 38 

5 364 364 364 - 1,092 55,741.4 34.84 31 

6 81 64 55 - 200 5,918.7 3.70 54 

7 40 40 40 - 120 4,271.5 2.67 45 

8 231 231 231 - 693 36,776.5 22.99 30 

9 130 100 63 - 293 11,657.5 7.29 40 

10 149 143 143 - 435 22,928.2 14.33 30 

11 45 45 45 - 135 3,093.0 1.93 70 

12 50 50 50 - 150 5,884.6 3.68 41 

 

 

 

 



CHAPTER IV 
RESULTS AND DISCUSSION 

 
This chapter presents the results and findings of the study, which were obtained 

by following the research procedures and objectives. The results report encompasses 
three main sections: (1) findings in the development of the classification process,  
(2) results of adjusting and validating the classification process, and (3) results of 
applying the adjusted proposed classification process in the study areas. The following 
sections provide detailed descriptions of each set of results. 

 

4.1  Finding in developing the classification process  
The classification development in this research comprises four main processes: 

input selection, mean-shift filtering, clustering, and labeling. These processes were 
tested numerous times to determine the most appropriate steps, and the results 
obtained throughout the development are summarized as follows. 

4.1.1 Input data 
The R, G, and B layers of the UAV image were processed and normalized 

within the range of 0-255. Boxplots were created to represent the spectral values  
of sample classes from R, G, B, and indices, indicating each class’s spectral values 
range. Figure 4.1 shows spectral overlap between classes and within classes for all 
indices, making it challenging to separate classes using a single index. The original data 
from the blue, green, and red channels exhibit a wider range of values than their 
respective indices. 

A total of 232 different combination images were generated by 
combining three different R, G, B, and indices combinations for each class's 
classification process. These combined images were then used in the filtering and 
clustering processes. The results obtained from the same filtering parameters and 
cluster number in clustering process were examined to assess the potential of the 
combined images.
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Figure 4.1 Boxplot of the spectral value of classes. 
 

The results of different combination images using filtering parameters 
sp=20 and sr=20 and number of clusters 3 (the result shows two clusters because  
the other cluster is background data) are shown in Figure 4.2. Among the combinations, 
the clustering results from R-G-B (Figure 4.2(b)), R-B-CI (Figure 4.2(c)), and G-ExB-VARI 
(Figure 4.2(d)) demonstrate effective separation between vegetation and soil. On the 
other hand, the combination of ExB-NGRDI-VARI (Figure 4.2(e)) and ExG-ExB-ExGR  
(Figure 4.2(f)) can identify trees and some small groups of vegetation in the image. 

Based on these results, it is evident that the choice of parameter values 
has distinct effects on different indices. The image comprises red, green, or blue layers 
with a wide spectrum value range. When a small sp value is used during the filtering 
process, it becomes difficult to distinguish individual plants. However, in the case of 
the composite image derived from the 3-index, which has a narrower range, employing 
the same value makes it possible to identify a tree pixel. These findings indicate that 
the choice of image combination has an impact on the clustering results. 
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Figure 4.2 Original RGB image (a) and results from clustering process from different 
indices combination: R-G-B (b), R-B-CI (c), G-ExB-VARI (d), ExB-NGRDI-VARI (e), 
and ExG-ExB-ExGR (f). 
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4.1.2 Filtering 
In the classification preprocessing, a mean-shift filtering algorithm was 

employed to eliminate intensity and illumination variations, and the non-entity 
heterogeneity within objects. The bandwidth selection, which includes spatial window 
radius (sp) and color window radius (sr), plays a crucial role in this algorithm. The filtering 
results using different mean-shift parameters are shown in Figure 4.3. For the R-G-B 
combination images (Figure 4.3(a)), changes in the parameters had a minimal effect. 
However, the ExG-ExGR-BI combination image (Figure 4.3(b)) exhibited noticeable 
changes with increased sr values, resulting in higher smoothness and the removal of 
small objects. 

The impact of the mean shift filtering process on the input image varied 
depending on the parameters and the combination used. While the R-G-B combination 
image showed slight changes with increased sr values due to its broad spectral range, 
the ExG-ExGR-BI combination image underwent rapid changes due to its smaller spectral 
range, as observed in the boxplot in Figure 4.1. 

It is important to note that the filtering process may lead to the loss of 
certain information, including noise and outlier data. To evaluate this, the NGRDI-GLI-BI 
combination was tested under three conditions: (1) unfiltered image, (2) filtering once 
with sp=80 and sr=30, and (3) filtering twice with sp=80, sr=30, and sp=30, sr=30, 
respectively, followed by clustering the images into three groups. The impact of the 
mean shift filtering process is clearly visible in Figure 4.4, where objects were removed 
in the filtered images compared to the unfiltered image (Figure 4.4(a)). Furthermore, 
applying the filtering process twice helped eliminate small objects around the tree,  
as shown in Figure 4.4(d). 
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Figure 4.3 Result of filtered R-G-B combination image (a) and ExG-ExGR-BI 
   combination image (b) from various filtering parameters. 

(a) 

(b) 
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The selection of filtering parameters significantly impacts the clustering 
results, as demonstrated in Figure 4.4. The tree class can be effectively identified  
by using appropriate parameters. Due to objects with different sizes within each class. 
The filtering parameters were tailored individually for each specific class. This approach 
treated the size of sp and sr as distinct class characteristics. As a result, filtering the 
images with suitable parameters can enhance the quality of clusters and improve  
the overall classification outcome. 

 

 
 

Figure 4.4 Effect of filtering on clustering results: UAV input image (a) and clustering 
results from unfiltered image (b), one-time filtering (c), and two-time filtering 
(d). 
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4.1.3 Clustering 
The results from the filtering process were applied in the clustering 

process to distinguish subgroups, which can label classes in the following process.  
The K-means clustering algorithm was employed to cluster the filtered images.  

Figure 4.5 provides the results of the clustering process, which applied 
various k values on different images. Different colors represent the clusters in the 
resulting image. The results indicate that using k=2 effectively separates vegetation  
and soil. However, when k=4 was applied, the clustering outcome was highly 
influenced by lighting conditions, resulting in mixed clusters of cassava, weed, and tree. 
Employing a high number of clusters in the process generated diverse groups with 
distinct values, making it challenging to assign class names to the clusters. 

The results of the clustering process highlight that the outcomes of the 

clusters are influenced by the lighting conditions present within each image,  

which may vary across different images. Moreover, employing a higher number of 

clusters further complicates the task of assigning appropriate class names to the 

clusters. 
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Figure 4.5 Clustering results from applying a different number of cluster (k): UAV input 
image (a) and (b) and the result of applying k=2 (c) and (d), and k=4 (e) and 
(f). 
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4.1.4 Classification rules 
The clustering results provided specific values for each cluster, which 

served as thresholds for classifying classes. However, variations in illumination and light 
conditions across different images affected the pixel values. The trend of spectral 
values for each class was utilized instead to label classes accurately. Classification 
rules were established based on the properties of each class. This approach allowed 
for an automatic process that was not dependent on varying numbers or light 
conditions. 

The combination of indices was filtered with different parameters and 
then clustered to separate pixels in the image into distinct classes. An example of  
the clustering result can be seen in Figure 4.6, where different indices combinations 
produced two clusters with distinct pixel values. The values of these clusters were 
collected from various indices combinations and presented as trends (low and high)  
in Table 4.1.  

 

 
 

Figure 4.6 Example of pixel value from clustering result: layer NGRDI from  
NGRDI-GLI-BI combination (a) and layer B from B-ExB-BI combination (b). 
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Table 4.1 Spectrum characteristics of objects after the clustering process. 

Index 
Clustering 

for soil 
Clustering  
for tree 

Clustering for cassava  
and weed 

Cassava Weed 

R high low low high 

G high low low high 

B high low low high 

ExR high low low high 

ExG low high high low 

ExB high low low high 

ExGR low high high low 

NGRDI low high high low 

GLI low high high low 

VARI low high high low 

BI high low low high 

CI high low low high 

 
Table 4.1 categorizes the indices into two groups based on their spectral 

values. The first group, consisting of R, G, B, ExR, ExB, BI, and CI, exhibit high spectral 
values for soil and weed while demonstrating low values for trees and cassava.  
On the other hand, the second group, comprising ExG, ExGR, NGRDI, GLI, and VARI, 
displays opposite characteristics compared to the first group. Consequently, 
classification rules were established separately for each class, considering their specific 
properties and input indices. These classification rules are presented as simple if-else 
statements in Table 4.2, considering the spectral characteristics outlined in Table 4.1. 
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Table 4.2 The rules set for the classification process. 

Index Soil Tree cassava and weed 

R, G, B, 
ExR, ExB, 
BI, CI 

If the pixel value is 
high 

Then the class is 
Soil 

 

If the pixel value is 
low 

Then the class is 
Tree 

If the pixel value is low 
Then the class is 

Cassava 
If the pixel value is 
high 

Then the class is 
Weed 

ExG, ExGR, 
NGRDI, 
GLI, VARI 

If the pixel value is 
low 

Then the class is 
Vegetation 

 

If the pixel value is 
high 
Then the class is 
Not the tree 

If the pixel value is 
high 
Then the class is 
Cassava 

If the pixel value is low 
Then the class is Weed 

 

4.2  Results of adjusting and validating classification process  

This section presents the results of implementing the developed classification 
process across various study sites. The classification process includes preprocessing 
and classification steps, and the protocol for the proposed classification process is 
provided in Appendix A. Different parameters and ground sample distances (GSDs) were 
tested, and the obtained results are documented and discussed in the following 
section. 

4.2.1 Soil classification 
The filtered images of various combinations were clustered into three 

clusters. These clusters were further classified into two classes, with the third cluster 
representing "no data". The result of this process presents pixels of soil and vegetation 
mixed with cassava, weed, and trees. Different conditions were tested across all study 
sites to optimize the classification performance, and the overall accuracy and kappa 
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coefficient were measured. Each classification condition's average and standard 
deviation (S.D.) were calculated. Table 4.3 shows the condition that produces  
the highest kappa coefficient of each GSD, which is selected for future steps.  

 
Table 4.3 Selected soil classification condition of each GSD. 

GSD  
(cm) 

Combination 
Mean-shift parameter Kappa coefficient 

sp sr Average S.D. 

1.5 ExB-BI-CI 5 15 0.9419 0.0305 

5 B-VARI-CI 5 10 0.9513 0.0358 

10 R-B-CI 10 5 0.9346 0.0738 

20 B-VARI-CI 20 5 0.8940 0.0629 

30 R-B-CI 15 5 0.8282 0.1008 

40 R-ExG-CI 20 5 0.7450 0.1336 

50 R-B-CI 20 5 0.6651 0.1304 

 

Among the different GSDs tested, the soil map generated using GSD  
5 cm exhibited the highest average kappa coefficient with a small standard deviation 
(S.D.). This was followed by the results obtained from images with GSD 1.5 cm, 10 cm, 
20 cm, 30 cm, 40 cm, and 50 cm, respectively. The accuracy of soil classification 
decreased with increasing GSD from 5 cm to 50 cm.  

Based on the selected parameters for each GSD, it was observed that 
different values of sp yielded high accuracy for soil classification. This observation 
supports the notion that the soil class does not have a precise shape, making it 
challenging to determine the optimal sp value. On the other hand, using a small value 
of sr resulted in high accuracy. This is because the indices combined in the input have 
a smaller spectral range, enabling the differentiation of vegetation from the soil. 

Among the indices used, the Color Index (CI) consistently showed 
favorable results for soil classification. It is sensitive to variations in soil color and 
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composition, making it capable of distinguishing soil from other elements in an image 
(Escadafal and Huete, 1991). It measures the color difference between an image's red 
and green components, allowing for the quantification of color variations specific  
to soil and vegetation. One of the advantages of the CI index is its relatively lower 
sensitivity to vegetation cover. Therefore, the CI index is a valuable choice, especially 
for distinguishing between soil and vegetation. 
 

4.2.2 Tree classification 
Combination images for tree classification were filtered in two rounds 

using different mean-shift parameter sets. The filtered images were then clustered into 
three groups using K-means clustering, labeled as trees, not trees, and background. 
Like the soil classification process, the average kappa coefficients and S.D. were 
calculated for each parameter set across all study sites. Table 4.4 presents  
the conditions that yielded the highest kappa coefficient for each GSD, which were 
chosen for further steps. 
 
Table 4.4 Selected tree classification condition of each GSD. 

GSD  
(cm) 

Combination 
Mean-shift parameter Kappa coefficient 
sp1 sr1 sp2 sr2 Average S.D. 

1.5 ExG-ExB-GLI 40 40 40 60 0.8371 0.1594 

5 ExB-NGRDI-VARI 60 20 20 40 0.8744 0.0750 

10 VARI-VARI-VARI 40 20 20 40 0.8653 0.0865 

20 VARI-VARI-VARI 20 20 20 40 0.8681 0.1158 

30 VARI-VARI-VARI 20 20 20 40 0.8373 0.0948 

40 ExG-ExB-CI 40 20 20 40 0.6849 0.1002 

50 ExR-ExB-CI 20 20 20 50 0.4879 0.2027 
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The results of tree classification showed that images with a GSD of  
5 cm achieved the highest accuracy, followed by GSDs of 20, 10, 30, 1.5, 40, and  
50 cm, respectively. The results in Table 4.4 show that the large values of sp and sr 
get high accuracy in tree classification, suggesting that the size of the filtering window 
should align with the size of the object. Since tree canopies are larger sp value  
can effectively smooth the tree pixels. Additionally, the spectral range of trees is wider 
compared to other classes within the same index, making a higher sr value useful  
for smoothing tree pixels. 

The VARI index had a beneficial effect on tree classification. It is 
specifically designed for vegetation analysis to reduce the influence of atmospheric 
conditions and variations in illumination on reflectance measurements. The VARI index 
is computed by dividing the difference between the green and red bands by dividing 
it by the sum of the red, green, and blue bands. Vegetation typically exhibits higher 
reflectance in the green band and lower reflectance in the red band due to 
chlorophyll’s absorption of red light. By quantifying the difference in reflectance 
between these two bands and normalizing it, the VARI index enhances the sensitivity 
to vegetation, enabling more accurate discrimination between vegetation and other 
land cover types. 

The condition that produced the highest average kappa coefficient  
for each GSD was selected and combined with the soil classification results to generate 
a mask layer for the classification of cassava and weed. However, the proposed 
classification process did not perform well in test site 6. Therefore, manual 
classification was employed to generate the tree map for future processes. 
 

4.2.3 Cassava and weed classification 
The combination images for cassava and weed classification were 

filtered, then removed pixels of soil and tree. The remaining pixels were then clustered 
into four groups using K-means clustering. The clusters were labeled as cassava,  
and weed, no data, and background. Similar to soil and tree classification, the average 
kappa accuracies and standard deviations were calculated for each parameter set 
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across all study sites. Table 4.5 displays the conditions that yielded the highest kappa 
values for each GSD, which were selected for further analysis.  

The highest kappa value was observed for the GSD of 1.5 cm, followed 
by GSDs of 5, 10, 20, 30, 40, and 50 cm, respectively. As the GSD increased, the accuracy 
of cassava and weed classification decreased.  
 
Table 4.5 Selected cassava and weed classification condition of each GSD. 

GSD  
(cm) 

Combination 
Mean-shift parameter Kappa coefficient 

sp sr Average S.D. 

1.5 G-ExR-GLI 15 25 0.8317 0.1007 

5 G-ExR-ExG 10 20 0.8226 0.1045 

10 G-VARI-CI 15 10 0.7771 0.1378 

20 G-ExR-ExG 20 10 0.7441 0.1290 

30 G-B-ExR 25 10 0.6483 0.1501 

40 G-ExG-ExGR 5 5 0.5858 0.1649 

50 R-G-ExGR 20 10 0.5084 0.1739 

 

The selected filtering window size parameters, sp, and sr, played 
a significant role in capturing the properties of cassava. The sp parameter, chosen 
specifically for the GSD of 5 cm with a spatial window of 10 pixels, corresponded  
to the average size of cassava canopies, ranging from 52 to 88 centimeters. This result 
indicated that the sp parameter was related to the size of the focus object. In contrast, 
the sr parameter responded to the spectral values of cassava in the indices.  

Green and Excess Red (ExR) help discriminate cassava and weed.  
The green band reflects the amount of green light absorbed and reflected by plants. 
Different plant species may have distinct green reflectance patterns due to leaf 
structure, density, and pigmentation variations. By considering the reflectance in  
the green band, it becomes possible to capture these differences and discriminate 
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between different types of plants. On the other hand, the ExR index measures  
the excess amount of red light reflected by plants compared to their reflectance  
in the green band. This index is particularly useful in distinguishing plant species that 
exhibit varying absorption properties of chlorophylls a and b in their leaves (Virtanen, 
Constantinidou, and Tyystjärvi, 2022). 
 

4.2.4 Classification in all classes 
The selected soil, tree, cassava, and weed maps were arranged in  

a specific order. The class labeling order began with trees, followed by soil, cassava, 
and weed. The tree class was placed as the top layer due to the smooth values 
observed within the class, as illustrated in Figure 4.7. The chosen conditions for each 
GSD are presented in Table 4.6.  
 

 
Result from soil classification  Result from tree classification 

Figure 4.7 Results of soil classification and tree classification from GSD of 5 cm. 
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Table 4.6 Selected condition for classification. 

GSD 
(cm) Class Input 

Mean-shift parameter 

sp1 sr1 sp2 sr2 

1.5 
Tree ExG-ExB-GLI 40 40 40 60 
Soil ExB-BI-CI 5 15 - - 
Cassava-weed G-ExR-GLI 15 25 - - 

5 
Tree ExB-NGRDI-VARI 60 20 20 40 
Soil B-VAR-CI 5 10 - - 
Cassava-weed G-ExR-ExG 10 20 - - 

10 
Tree VARI-VARI-VARI 40 20 20 40 
Soil R-B-CI 10 5 - - 
Cassava-weed G-VARI-CI 15 10 - - 

20 
Tree VARI-VARI-VARI 20 20 20 40 
Soil B-VARI-CI 20 5 - - 
Cassava-weed G-ExR-ExG 20 10 - - 

30 
Tree VARI-VARI-VARI 20 20 20 40 
Soil R-B-CI 15 5 - - 
Cassava-weed G-B-ExR 25 10 - - 

40 
Tree ExG-ExB-CI 40 20 20 40 
Soil R-ExG-CI 20 5 - - 
Cassava-weed G-ExG-ExGR 5 5 - - 

50 
Tree ExR-ExB-CI 20 20 20 50 
Soil R-B-CI 20 5 - - 
Cassava-weed R-G-ExGR 20 10 - - 
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The classification accuracies and kappa coefficients were calculated 
for different GSDs, revealing varying levels of accuracy. The OA ranged from 0.6430  
to 0.8628, while the kappa coefficients ranged from 0.5178 to 0.8226, as shown in 
Table 4.7. A bar chart in Figure 4.8 illustrates the trend of decreasing accuracy and 
increasing S.D. with higher GSD values. The processing time for classification significantly 
decreases when working with high GSD images, as it relates to the number of pixels in 
the image. The highest classification accuracy was achieved with an OA of 0.9628 and 
a kappa coefficient of 0.8226 using an input image GSD of 5 cm. The OA and kappa 
coefficient from the 5 cm GSD were similar to those obtained with a 1.5 cm GSD,  
but there was a notable difference in processing time. 
 
Table 4.7 Overall accuracy, Kappa coefficient, and processing time of classification 

map. 

GSD 
(cm) 

Overall accuracy Kappa coefficient Processing time 
(minute) 

Average S.D. Average S.D. Average S.D. 

1.5 0.8624 0.0714 0.8128 0.1018 12.7858 3.8646 

5 0.8628 0.0722 0.8226 0.0834 1.1970 0.4797 

10 0.8411 0.0832 0.7876 0.1153 0.3189 0.0756 

20 0.8445 0.1003 0.7843 0.1349 0.1981 0.0199 

30 0.7682 0.0978 0.6761 0.1351 0.2287 0.0166 

40 0.7140 0.1158 0.6038 0.1572 0.1951 0.0163 

50 0.6430 0.1393 0.5178 0.1723 0.1948 0.0162 
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Figure 4.8 Overall accuracy (OA), Kappa coefficient, and processing time of 
classification map. 

 

The Producer's Accuracy (PA) and User's Accuracy (UA) values for each 
class (cassava, weed, soil, and tree) are reported for different GSDs, as shown in  
Tables 4.8 and 4.9 and Figures 4.9 and 4.10. The PA values range from 0.6951 to 0.8331 
for cassava, 0.6332 to 0.8857 for weed, 0.7434 to 0.9439 for soil, and 0.5397 to 0.9812 
for trees. The UA values range from 0.5663 to 0.9150 for cassava, 0.5338 to 0.7813  
for weed, 0.7000 to 0.9888 for soil, and 0.8239 to 0.9508 for tree. 

The PA values represent the accuracy of correctly identifying pixels or 
samples belonging to a specific class, while the UA values represent correctly 
classifying pixels or samples as a specific class. The variation in PA and UA values across 
different GSDs suggests that the classification performance can be influenced by  
the level of detail captured in the images. As the GSD increases, meaning larger pixel 
sizes and lower spatial resolution, the classification accuracy may decrease due to  
the reduced ability to distinguish fine details and features within the image. Conversely, 
smaller GSDs with higher spatial resolution may result in higher accuracy as more 
detailed information is available for classification. 
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Table 4.8 Producer’s accuracy (PA) of classification map. 

GSD 
(cm) 

Cassava Weed Soil Tree 

Average S.D. Average S.D. Average S.D. Average S.D. 

1.5 0.8331 0.1532 0.8857 0.0868 0.9000 0.1062 0.9812 0.0364 

5 0.8220 0.1353 0.8592 0.0830 0.9439 0.0473 0.9703 0.0494 

10 0.7881 0.1583 0.8017 0.1608 0.9541 0.0538 0.9467 0.0655 

20 0.7921 0.1636 0.7612 0.0948 0.8871 0.0725 0.9723 0.0348 

30 0.7146 0.1651 0.6814 0.1356 0.8550 0.1064 0.9717 0.0379 

40 0.7183 0.1642 0.6410 0.1516 0.7905 0.1241 0.7610 0.1978 

50 0.6951 0.1651 0.6322 0.1215 0.7438 0.1200 0.5397 0.2737 

 
Table 4.9 User’s accuracy (UA) of classification map. 

GSD 
(cm) 

Cassava Weed Soil Tree 

Average S.D. Average S.D. Average S.D. Average S.D. 

1.5 0.9150 0.0639 0.7438 0.1919 0.9888 0.0136 0.8258 0.2103 

5 0.8900 0.0355 0.7813 0.1877 0.9888 0.0136 0.8692 0.1349 

10 0.8538 0.0655 0.7325 0.2187 0.9588 0.0930 0.8806 0.1480 

20 0.7700 0.0773 0.7400 0.1916 0.9738 0.0256 0.8605 0.1598 

30 0.6925 0.0871 0.6750 0.2210 0.9225 0.0742 0.8239 0.1570 

40 0.6200 0.1242 0.6388 0.2101 0.8325 0.1371 0.8467 0.1578 

50 0.5663 0.1888 0.5338 0.2168 0.7000 0.1452 0.9508 0.0801 
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Figure 4.9 Producer’s accuracy (PA) of classification results. 
 

 

Figure 4.10 User’s accuracy (UA) of classification results. 
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The combined classification maps of the study site with different GSDs 
were arranged in a specific order, starting with the tree class, followed by soil, cassava, 
and weed, respectively. The classification results for each class and GSD are presented 
in appendix B. The classification maps indicate that the filtering process has a drawback 
at the edges of the image, particularly with higher GSD values. It occurs because  
the sliding window or kernel-based techniques used in filtering do not have a complete 
neighborhood for the pixels at the image boundaries. Consequently, incomplete 
filtering occurs, resulting in the potential loss of information (Bankhead, 2022). 

A paired-sample t-test was performed to compare the average 

accuracies of the two groups. The t-test aimed to assess the differences in classification 

results between GSD 1.5 cm and other GSDs. The classification accuracies for each GSD, 

including OA, Kappa coefficient, PA, and UA for cassava, weed, soil, and tree, and the 

processing time for eight areas were evaluated. The results of the paired-sample t-test, 

comparing the results from GSD 1.5 with the other GSDs (5, 10, 20, 30, 40, and 50 cm), 

are presented in Table 4.10. A one-tailed t-test was conducted to compare the 

classification accuracies between GSD 1.5 cm and other GSDs. The null hypothesis 

assumed no statistically significant difference between the results. The significance 

level was set at 0.05, critical values for the t distribution shown in Appendix C. 

The findings presented in Table 4.10 demonstrate a significant 
difference in classification accuracies between GSD 1.5 cm and GSD 20, 30, 40, and  
50 cm. However, there is no significant difference in classification accuracies between 
GSD 1.5 cm and GSD 5 cm or 10 cm. Additionally, the processing time of GSD 5-50 cm 
significantly differs from the processing time of GSD 1.5 cm. GSD 5 cm and 10 cm 
exhibit high classification performance and shorter processing time, with slightly better 
results observed for GSD 5 cm. As a result, GSD 5 cm is selected for future processes.  
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Table 4.10 Result of statistical paired t-test between the result from GSD 1.5 cm and 

the other GSDs. 

Tested value GSD (cm) 
t-value 

  

5 10  20 30 40 50 

OA -0.6084 0.8521 1.3789 2.1017* 2.1997* 2.2269* 

Kappa 0.6499 0.8620 1.4364 2.1980* 2.2741* 2.2999* 

PA cassava 0.4883 1.4929 1.2726 2.1226* 2.0903* 2.2104* 

PA weed 1.2129 1.6986 2.1310* 2.3421* 2.3524* 2.4023* 

PA soil -1.0950 -1.8150 0.3679 1.0680 1.8148 2.0469* 

PA tree 0.6075 1.0024 0.6553 0.4627 1.7266 1.9171* 

UA cassava 1.1087 1.6680 2.1174* 2.2398* 2.3486* 2.2370* 

UA weed -0.6897 0.2226 0.1085 1.4654 1.9350* 2.0202* 

UA soil 0.0000 0.7906 0.9716 1.6303 1.9390* 2.2891* 

UA tree -0.8358 -0.7425 -0.4440 0.0276 -0.3985 -1.4849 

Processing time 2.5480* 2.5419* 2.5437* 2.5430* 2.5435* 2.5435* 

t(0.05,7) = 1.895       

* t-test shows a significant (p-value<0.05) difference between GSD 1.5 cm and 
comparison GSD. 

 
The chosen input images, mean-shift parameters, number of clusters, 

and classification rules utilized in the proposed classification process demonstrated  
a consistently high average accuracy across study sites 1-8. This provides evidence of 
the strong performance and robustness of the proposed classification process when 
applied in diverse areas. The cassava and weed classification error mainly occurred 
near the tree, the shadow area. The GSD of the input image plays a crucial role in  
the classification results, the higher the GSD shows the lower the classification 
accuracy. However, applying the fine GSD in classification takes more processing time.   
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In order to assess the classification performance, the traditional 

classification methods were evaluated. The process involves combining three indices 

at a GSD of 5 cm and segmenting them using eCognition software. These segmented 

indices are then used as input for the classification process, with RF method 

representing the supervised approach and K-means representing the unsupervised 

approach. The classification was tested in seven test sites, specifically sites 1-5 and  

7-8. The training data was collected from each site and used to generate separate  

RF classification models that were applied individually to each study site. In the case 

of K-means clustering, the clusters were labeled through visual interpretation, and the 

class assignment was based on the majority of pixels within each cluster. 

Table 4.11 shows the input and classification results obtained through 
these methods. The RF and K-means classification methods achieved their highest 
accuracy when applied with different inputs. The results indicate the importance of 
developing customized classification models for each specific area. The OA and kappa 
coefficients of seven test sites are presented in Figures 4.11-4.12. Classification results 
of the traditional methods present in Appendix D. 

The average classification accuracies were compared using a one-
tailed paired t-test at a significance level 0.05. The test was conducted on a sample 
with 6 degrees of freedom, examining the differences in accuracy between RF, K-means 
classification, and the proposed classification process. The results showed a statistically 
significant difference between the K-means and proposed classification results. 
However, no significant difference was observed between the RF and proposed 
classification results. These findings indicate that the proposed classification process 
achieved accuracy comparable to the supervised classification and outperformed  
the unsupervised classification—additionally, the proposed process required less 
manual intervention and user-provided data. 
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Table 4.11 Input data and classification results of the RF, K-means classification,  
and the proposed classification process. 

Test 
site 

Input for RF 
and K-means 
classification 

RF K-means 
Proposed 

classification 
OA Kappa OA Kappa OA Kappa 

1 G-GLI-VARI 0.8082 0.7402 0.7753 0.6958 0.8356 0.7771 

2 R-B-NGRDI 0.7589 0.6759 0.4192 0.2471 0.7616 0.6786 

3 R-G-ExGR 0.8687 0.8185 0.6448 0.5235 0.8896 0.8467 

4 G-BI-CI 0.8720 0.8281 0.4960 0.3425 0.8533 0.8027 

5 ExR-ExB-BI 0.8848 0.8404 0.4545 0.2823 0.9000 0.8609 

7 R-ExG-ExGR 0.9300 0.8950 0.8200 0.7300 0.9469 0.8750 

8 R-B-ExB 0.9933 0.9900 0.8900 0.8350 0.9733 0.9600 

Average 0.8737 0.8269 0.6428 0.5223 0.8801 0.8411 

S.D. 0.0765 0.1015 0.1902 0.2369 0.0711 0.0900 

t-value 0.3034 0.6979 2.5273* 2.3923* - - 

t(0.05,6) = 1.943       

* t-test shows a significant (p-value<0.05) difference between result from proposed 
classification process and traditional classification process. 
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Figure 4.11 Overall accuracy of RF, K-means, and the proposed classification process. 

 

 
Figure 4.12 Kappa coefficient of RF, K-means, and the proposed classification process. 
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4.3 Results of Applying the proposed classification process 

The proposed classification process was refined by adjusting the optimal 
parameters identified in the previous step, as documented in Table 4.12.  
The classification procedure, utilizing the selected parameters, is illustrated in Figure 
4.13. The classification process begins with resampling the image to a GSD of 5cm using 
nearest neighbor method. Then, each class is classified individually, starting with soil 
classification followed by tree classification. The soil and tree classification results are 
combined and applied in the cassava and weed classification step. The outputs from 
soil, tree, cassava, and weed classification are integrated to generate a classification 
map, from which the weed can be extracted to create a weed map for other related 
applications. 
 
Table 4.12 The parameters of the proposed classification process. 
 

Process Parameter 

Image GSD (cm)  5 

Soil classification 

Input B-VARI-CI 

Filtering sp = 5, sr = 10 

Clustering k = 3 

Tree classification 

Input ExB-NGRDI-VARI 

Filtering (first filtering) sp = 60, sr = 20 

Filtering (second filtering) sp = 20, sr = 40 

Clustering k = 3 

Cassava and weed 
classification 

Input G-ExR-ExG 

Filtering sp = 10, sr = 20 

Clustering k = 4 

 
The proposed classification process was implemented to classify 12 cassava 

plots, with the option to classify either three or four classes. The images were divided 
into two sections to compare the processing results between analyzing and processing 
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the entire area separately. The classification accuracies for the obtained results can be 
found in Table 4.13. Figures 4.14-4.15 present, and charts depicting the obtained OA 
and kappa coefficients. 

 

 
 

Figure 4.13 Proposed classification process workflow with selected parameters. 
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The proposed classification process for classifying four classes (for images 
containing trees) was successfully applied to plots 1, 2, and 3 but encountered 
difficulties with plots 4, 5, 8, 9, and 10. In these plots, the average canopy diameter  
of cassava was larger, and the cassava canopies were connected, making it challenge  
to separate the trees from the cassava.  The trees were removed from the images  
to generate classification maps for these plots, and the remaining pixels were classified 
into three classes (cassava, weed, and soil).  

The OA of the classification maps ranged from 0.6161 to 0.9867, while the kappa 
coefficients ranged from 0.4262 to 0.9800. Most classification maps achieved OA and 
kappa coefficients above 0.7 and 0.6, respectively. The OA, kappa coefficient,  
and processing time for the entire area and processing with two pieces of the input 
image was found to be quite similar in accuracies and processing time. 
 
Table 4.13 Overall accuracy (OA), kappa coefficient, and processing time of 

classification results. 

Plot 
Area 
(rai) 

Process the entire area Process two pieces 

OA Kappa time (min) OA Kappa time (min) 

1 12.39 0.7467 0.6344 5.15 0.7448 0.6313 5.01 

2 17.39 0.7950 0.7025 8.21 0.7817 0.6824 8.15 

3 44.17 0.8217 0.7445 18.32 0.8148 0.7347 19.23 

4 35.4 0.8981 0.8471 10.02 0.8936 0.8404 9.27 

5 34.84 0.8443 0.7665 10.11 0.8416 0.7624 10.00 

6 3.70 0.6350 0.4570 1.08 0.6300 0.4494 2.02 

7 2.67 0.8417 0.7625 1.02 0.8417 0.7625 1.12 

8 22.99 0.8038 0.7056 5.48 0.8975 0.8463 9.15 

9 7.29 0.8840 0.8215 2.12 0.8737 0.8056 2.19 

10 14.33 0.6161 0.4262 3.44 0.7356 0.6048 3.59 

11 1.93 0.8963 0.8444 1.04 0.9037 0.8556 1.12 

12 3.68 0.9867 0.9800 1.02 0.9867 0.9800 1.39 
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Figure 4.14 Overall accuracy of classification results. 
 

 

Figure 4.15 Kappa coefficient of classification results. 
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Producer’s accuracy (PA) and user’s accuracy (UA) were calculated to classify 
images into four classes: cassava, weed, soil, and tree. The PA and UA data  
are presented in Tables 4.14-4.15. The classifier was tested on 12 cassava plots. 
Reference points evaluated on the classification maps, and the number of points in 
each class is presented in Table 3.6. The PA of class cassava was in the range of  
0.3356-0.9600, class weed was in the range of 0.5245-1.0000, class soil was in the range 
of 0.9915-1.0000, and class tree was in the range of 0.8182-0.8776 for classification 
results from the entire area and two pieces process. In comparison, the UA was in the 
range of 0.5435-1.0000 for class cassava, 0.4412-0.9804 for class weed, 0.7076-0.9804 
for class soil, and 0.9714-1.0000 for class tree.  Charts of producer’s and user’s 
accuracies are in Figures 4.15-4.16.  
 
Table 4.14 Producer’s accuracy (PA) of the results in classification. 

Plot 
Process the entire area Process two pieces 

Cassava Weed Soil Tree Cassava Weed Soil Tree 

1 0.5449 0.5603 0.9949 0.8776 0.5389 0.5603 1.0000 0.8571 

2 0.6784 0.6087 0.9831 0.8182 0.6199 0.6087 0.9915 0.8182 

3 0.8377 0.5942 0.9975 0.8500 0.8290 0.5768 1.0000 0.8500 

4 0.8571 0.8415 0.9955 - 0.8571 0.8281 0.9955 - 

5 0.8324 0.7005 1.0000 - 0.8187 0.7060 1.0000 - 

6 0.3704 0.6563 1.0000 - 0.3704 0.6406 1.0000 - 

7 0.7500 0.7750 1.0000 - 0.8000 0.7250 1.0000 - 

8 0.5844 0.8268 1.0000 - 0.8398 0.8528 1.0000 - 

9 0.8154 0.9000 1.0000 - 0.8077 0.8800 1.0000 - 

10 0.3356 0.5245 1.0000 - 0.5168 0.6993 1.0000 - 

11 0.8444 0.8444 1.0000 - 0.8667 0.8444 1.0000 - 

12 0.9600 1.0000 1.0000 - 0.9600 1.0000 1.0000 - 
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Table 4.15 User’s accuracy (UA) of the results in classification. 

Plot 
Process the entire area Process two pieces 

Cassava Weed Soil Tree Cassava Weed Soil Tree 

1 0.9192 0.5909 0.7076 1.0000 0.9184 0.5909 0.7061 1.0000 

2 0.7682 0.7119 0.8140 0.9783 0.7571 0.7059 0.7932 0.9783 

3 0.8281 0.8300 0.7909 0.9855 0.8195 0.8257 0.7852 0.9714 

4 0.9771 0.8549 0.8745 - 0.9771 0.8588 0.8593 - 

5 0.7932 0.8252 0.9077 - 0.7926 0.8107 0.9123 - 

6 0.6122 0.4516 0.9483 - 0.6000 0.4505 0.9322 - 

7 0.8108 0.7561 0.9524 - 0.7805 0.7838 0.9524 - 

8 0.8333 0.6702 0.9390 - 0.9065 0.8455 0.9390 - 

9 0.9636 0.7895 0.9130 - 0.9459 0.7788 0.9130 - 

10 0.5435 0.4412 0.8266 - 0.7778 0.5952 0.8512 - 

11 0.9268 0.8444 0.9184 - 0.9286 0.8636 0.9184 - 

12 1.0000 0.9804 0.9804 - 1.0000 0.9804 0.9804 - 

 
 

 



93 

 

Figure 4.16 Producer’s accuracy of classification results from processing the entire 
area and two pieces. 
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Figure 4.17 User’s accuracy of classification results from processing the entire area 
and two pieces. 
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The results demonstrate that the proposed classification process exhibited 
strong performance in accurately identifying soil and trees. However, it showed lower 
to moderate accuracy in identifying cassava and weed. Plots 6 and 8 displayed less 
accurate classification results, with kappa coefficients below 0.7. These plots showed 
significant variations in weed invasion levels, as shown in Figure 1.5. Moreover, there 
was a wide range of differences in the diameter of the cassava canopy within these 
plots, as illustrated in Figure 1.7. 

The input images were processed using two approaches: processing the entire 
area and splitting the input image into two separate pieces. Subsequently, the 
proposed classification process was applied to both sets. Table 4.12 presents the 
classification accuracies for both sets, while Appendix E displays confusion matrix and 
classification maps for plots 1-12 for processing by both approaches. 

The classification results for the two different image sizes yielded similar 
accuracy. However, there were notable differences in the results for plot 8 and plot 
10 (Appendix E, Figure E8 and E10). These cassava plots have non-smooth lighting 
conditions in the image, which has a noticeable impact on the classification outcomes 
when processed the entire area. Splitting the images into two sections resulted in 
increased accuracy compared to processing the entire area as a single entity.  
By employing a clustering algorithm that utilizes input data to generate a Voronoi 
partition for grouping purposes, the process of splitting the input image led to the 
formation of smaller and distinct input groups. Consequently, the diverse input data 
generated disparate clusters. By partitioning the input data into smaller groups,  
the clustering algorithm can efficiently handle localized data, ultimately leading to 
enhanced classification performance.  

The maps demonstrate that classification using different image sizes generates 
highly similar results. However, certain maps exhibit non-smoothness in the 
classification of objects, as observed in plot 10 (Appendix E, Figure E10). It contributes 
to the classification process relying on clustering and variations in the input data can 
lead to the formation of different clusters.   

The weed present in the plot can be extracted from the classification map, 
which can be utilized in future applications for weed management. The weed map can 
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be found in Appendix F. Figures F1 to F12 illustrate the weed maps for plots 1 to 12, 
showcasing the best classification accuracy achieved between processing the entire 
area and splitting it into two pieces. 

The study results suggest that the proposed classification process may not work 
well in areas with varying cassava canopy sizes, diverse weed invasion levels,  
and lighting conditions. These factors can negatively impact classification accuracy, 
resulting in less desirable outcomes. However, a potential solution to these challenges 
is splitting the input image into smaller segments with similar physical properties. 
The separation can enhance the classification accuracy by allowing the clustering 
algorithm to handle localized variations within each cluster better handle localized 
variations within the cluster.  

 



CHAPTER V 
CONCLUSION AND SUGGESTIONS 

 
This chapter presents the summary of the findings and results of the study. This 

study was undertaken to design a semi-automatic classification process for classifying 
objects in cassava fields from very high-resolution UAV images. The summary of results 
includes the finding in developing the classification process, the results of adjusting 
and validating the classification process, and the result of applying the adjusted 
proposed classification process in the study areas. Moreover, this chapter provided 
suggestions for the study for future work. Details are described as follows. 

 

5.1  Conclusion  
In this experiment, various RGB and RGB-based indices were applied as input 

for the classification image. The images were taken from UAV which contained very-
high spectral resolution and various color values; the image needs to be enhanced  
to reduce the heterogeneity and noise for other processes. The selected method for 
enhancing images was mean-shift filtering. The three layers from RGB and indices were 
combined to produce a three-layer image that matched the requirement of the mean-
shift filtering algorithm. According to the classification results, different classes reached 
high accuracy when applying different combination images. Therefore, the combination 
of indices was evaluated as a significant feature of the classification process.  

In the process of adjusting parameters, various indices demonstrated their 
performance in separating classes. The Color Index (CI) emerged as a reliable index  
for soil classification, effectively differentiating soil from other elements in an image 
due to its sensitivity to soil color and composition (Escadafal and Huete, 1991). 
Notably, the CI index is less influenced by vegetation cover, making it valuable  
for distinguishing between soil and vegetation.
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For tree classification, the VARI index proves to be a valuable tool. It accounts 

for atmospheric conditions and illumination variations, which can impact reflectance 

measurements. By enhancing sensitivity to vegetation, the VARI index improves 

discrimination among different types of vegetation and other land cover categories. 

The Green and Excess Red (ExR) indices play a crucial role in differentiating 

cassava and weed. The green band reflects the green light absorbed and reflected  

by plants, enabling discrimination based on leaf structure, density, and pigmentation. 

The ExR index measures the excess red light reflected by plants compared to their 

reflectance in the green band, aiding in distinguishing plant species with varying 

chlorophyll absorption properties (Virtanen et al., 2022). 

The application of mean-shift filtering aimed to improve image quality  

by adjusting parameters to find an appropriate set. The adjusting and validating 

classification process results demonstrated that using suitable parameters allowed for 

the quick and accurate detection of interesting objects. The filtering process effectively 

detected differences in spectral value and size, underscoring the importance of 

selecting optimal parameter values to achieve the best results. 

In soil classification, the optimal values for sp and sr were determined to be  

5 and 10, respectively. The use of various sp values resulted in high accuracy, indicating 

the soil class's lack of a well-defined shape, making it difficult to determine the exact 

sp value. Conversely, employing a small sr value yielded high accuracy allowing  

for better differentiation between vegetation and soil by considering the narrower 

spectral range of the combined indices used. 

In tree classification, higher accuracy was achieved using larger values of sp and 

sr in the filtering process. For the first filter, a sp value of 60 and a sr value of 20 were 

found to be optimal, while for the second filter, a sp value of 20 and a sr value of 40 

yielded good results. These findings suggest that the size of the filtering window should 

correspond to the size of the tree canopy. Given that tree canopies are typically larger, 

using a larger sp value effectively smoothed the tree pixels. Additionally, trees exhibit 
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a wider spectral range than other classes within the same index, making a higher sr 

value advantageous for smoothing tree pixels. 

The selected filtering window size parameters for cassava and weed 

classification were sp=10 and sr=20. The sp parameter was specifically chosen based 

on a GSD of 5 cm and a spatial window of 10 pixels, aligning with the average size  

of cassava canopies ranging from 52 to 88 centimeters. This finding indicates that  

the sp parameter is related to the size of the targeted object. Additionally, the sr 

parameter was responsive to the spectral values of cassava in the indices, further 

enhancing the accuracy of the classification. 

K-means clustering was utilized for classifying different classes, demonstrating 

its potential in extracting and separating these classes. The number of clusters (k) 

played a crucial role in controlling the clustering outcome, making it essential to adjust 

this parameter correctly. This study designs cluster results consisting of four clusters: 

cassava, weed, soil, and tree. However, achieving accurate classification for all classes 

in a single attempt was challenging, necessitating separate or hierarchical processes. 

For soil classification, k=3 was used to separate soil, vegetation, and background data. 

In tree classification, k=3 was employed to cluster tree, non-tree, and background. 

Lastly, cassava and weed classification utilized k=4 to classify cassava, weed, pixels of 

soil and tree, and background data. The cluster results were influenced by the number 

of clusters and the properties of input data, as evident from the variations observed 

in the classification outputs with different input and image sizes, even within the same 

area. 

The spectral properties of the clusters varied, with the centroid of each cluster 

being influenced by the input data. Different combinations of indices resulted  

in distinct centroid values even within the same class. The spectral value trends were 

flexibly applied to label the classes to accommodate different input images and study 

sites with varying DN values due to light conditions. For labeling the soil class in image 

of GSD 5 cm, the trend of the cluster's spectral value centroid in index B was utilized, 

where the cluster with high values was labeled as soil and the rest as vegetation.  
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The spectral value centroid in the ExB index was used in tree classification, with low 

values labeled as tree and the remaining as non-tree. As for labeling cassava and weed, 

the G index was employed, where cassava exhibited low G values and weed showed 

high G values. 

The results obtained from adjusting and validating the classification process 

highlight the importance of using different parameters for classifying objects in  

the fields. Objects in the fields have distinct sizes and spectral properties, necessitating 

specific parameters for accurate identification and analysis. Additionally, the accuracy 

of the classification results is influenced by the image’s Ground Sample Distance (GSD). 

The image with finer GSDs tends to yield higher accuracy but requires more processing 

time. In contrast, a GSD of 5 cm demonstrates a comparable classification accuracy  

to that of a GSD of 1.5 cm, as evidenced by high values in OA and kappa coefficient, 

with a significance level of 0.05 determined by a t-test. Additionally, it significantly 

reduces processing time. Hence, employing an image with a GSD of 5 cm ensures both 

accuracy and time efficiency. 

The performance of traditional classification methods: RF and K-means, were 

compared to the results obtained from the proposed classification process. The results 

from the proposed classification process showed significantly higher accuracy than  

the K-means method, as determined by a t-test at a significance level of 0.05.  

In contrast, the proposed classification process yielded high accuracy comparable 

results to RF. Furthermore, the proposed process demonstrated a reduced 

requirement for manual intervention and user-provided data.  

The proposed classification process was evaluated in 12 distinct cassava plots, 

employing two approaches: processing the entire area and splitting the image into two 

pieces. For most plots, both approaches produced comparable levels of accuracy.  

In the four-class classification, the highest accuracy achieved was 0.8217 for OA and 

0.7445 for the kappa coefficient. For the three-class classification, the accuracy reached 

0.9867 for OA and 0.9800 for the kappa coefficient. On the other hand, employing  

the split image process led to improved accuracy. Specifically, in specific plots,  
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the implementation of this approach resulted in a notable increase in accuracy,  

with improvements of 0.1195 for OA and 0.1786 for the kappa coefficient. 

The study's findings reveal that the proposed classification process successfully 

identified soil and trees. However, it demonstrated lower to moderate accuracy  

in identifying cassava and weed. The study suggests that the classification process may 

encounter difficulties in areas with varying canopy sizes, diverse weed invasion,  

and lighting conditions. Splitting the input image into smaller segments can improve 

accuracy by handling local differences. However, it's important to consider that  

the results can still be affected by lighting conditions and the level of weed invasion 

in the image. 

This study demonstrates that using color indices, mean-shift filtering, K-means 

clustering, and rules can effectively classify and generate weed maps in cassava fields. 

One advantage of this approach is its ability to detect different vegetation species using 

images captured by various RGB sensors. Additionally, the classification method does 

not rely on training data, allowing it to be applied to different areas of cassava images. 

The parameters in the proposed classification process were carefully chosen to suit 

the classification objectives in cassava fields. Furthermore, the proposed classification 

process encompasses preprocessing and weed classification, reducing the need  

for extensive manual intervention. Lastly, the method operates in a semi-automatic 

manner, making it suitable for applications in precision agriculture. 

 

5.2  Suggestions  

(1) Cloud cover during UAV flights can affect image illumination, potentially 

leading to misclassification in the results, as seen in plot 8. It is recommended to avoid 

capturing images in cloudy conditions. To improve classification accuracy, it is advisable 

to capture images around noon to minimize the impact of shadows. 

(2) The analysis of the classification results demonstrates that plots with 

varying levels of weed invasion in cassava substantially impact classification accuracy. 
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Splitting the image into smaller sizes can enhance the classification results.  

Further testing is recommended to assess the effect of varying the size of the spliced 

images. 

(3) The process of applying the proposed classification process to the 

image is shown in Figure 5.1. When the accuracy of classification results is lower than 

0.7 or 70%, the image should split before classification. 

 

 

Figure 5.1 Classification process for processing the entire image and splitting image. 

 

(4) Since the classification map can be integrated with other agriculture 

applications, such as spraying systems, which require accurate position. Therefore, the 

georeferencing process is needed. The ground control points (GCPs) should be applied 

during the image acquisition process. 
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(5) Although the coordination of weed patches can be identified and 

transferred to applicable with the drone service, personal accessibility is essential to 

weed management in the cassava fields. A guiding map with row numbers representing 

the cassava row is necessary for this activity. Counting the row automatically with 

coding in Python would be possible by setting the rule to define the first canopy in 

cassava rows. Therefore, codes of row numbering on cassava maps are recommended 

for future work. This suggestion will be helpful to smart farmers who would like  

to access the weed patches to control the invasion areas. 

(6) The proposed classification processes can also be applied to high-

resolution satellite images for the semi-automatic classification of objects. By adapting 

the proposed processes to high-resolution satellite data, it becomes possible to get 

the advantages of remote sensing technology and extend the application of  

the classification method to a wider range of scenarios.  

(7) For future studies, the automatic classification process can be enhanced 

by splitting the proposed classification process into two programs. One program can 

focus on classifying images of cassava plots that contain trees, while the other program 

can be dedicated to classifying images of cassava plots that do not contain trees.  

These enhancements can reduce the need for manually defining trees during  

the classification process. 
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Protocol for applying the proposed classification process: 
 

This protocol processes the entire image of a cassava field, including cassava, 
weeds, soil, and trees. It generates a classification map specifically for cassava aged  
3-4 months. 
 
1. Data Preparation: 

1.1 Resize images to a Ground Sample Distance (GSD) of 5 cm using the 
nearest neighbor method. 

1.2  Normalize pixel values of the UAV image to a range of 0-255 for the red, 
green, and blue layers. Store the images in 8-bit GeoTIFF format. 

1.3  Create a boundary shapefile to define the area for classification. 
Figure A1 shows example of input for the proposed classification process,  

the input consist of UAV image, which is in the .tif format, and the shapefile boundary, 
which is in the .shp format. 

 

 

Figure A1 Example of UAV image and boundary shapefile for the proposed 
classification process. 
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2. Classification Process: 
2.1 Create two folders to store the input and output files. 
2.2  Place the UAV image and the shapefile boundary into the input folder. 
2.3  To run the "Classification.exe" file, you can follow these steps: 

1) Locate the "Classification.exe" file on your computer. 
2) Execute the "Classification.exe" file by double-clicking on it. After 

launching, the command line window will appear, displaying in Figure A2.  
 

 

Figure A2 Visual interface of Classification.exe. 
 

2.4 In the command line window, enter the path location of the input 
folder and the output folder in step 2.1. Press the "Enter" key to move on to the next 
step. 

2.5  Specify the classification system information as follows: 
1) For images that contain trees, assign 1. 
2) For images that do not contain trees, assign 0. 

 2.6  Press the "Enter" key , the software interface will be displayed as shown 
in Figure A3. The results of the classification process will consist of the classification 
map and the weed map. 
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Figure A3 Software interfaces during the processing. 
 

The example of output results from the classification using Classification.exe 
present in Figure A4. The classification map consists of three classes labeled as class 
number 1-3 in the three-class classification. In the four-class classification, it contains 
four classes labeled as number 1-4. These numbers have specific meanings:  
class 1 represents cassava, class 2 represents weed, class 3 represents soil, and 
 class 4 represents trees. 
 

 

Figure A4 Examples of output from the proposed classification process. 

 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX B 
RESULTS OF CLASSIFICATION FOR VARIOUS GSDs 
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Figure B1 Classification results of test site 1. 
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Figure B2 Classification results of test site 2. 
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Figure B3 Classification results of test site 3. 
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Figure B4 Classification results of test site 4. 
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Figure B5 Classification results of test site 5. 
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Figure B6 Classification results of test site 6. 
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Figure B7 Classification results of test site 7. 
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Figure B8 Classification results of test site 8 

 



 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX C 
T-DISTRIBUTION TABLE OF CRITICAL VALUES  
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Table C1 Critical values (percentiles) for the t distribution. 
 

One-tailed α 0.10 0.05 0.025 0.01 0.005 0.0005 

Two-tailed α 0.20 0.10 0.05 0.02 0.01 0.001 

df       

1 3.078 6.314 12.71 31.82 63.66 636.62 

2 1.886 2.920 4.303 6.965 9.925 31.599 

3 1.638 2.353 3.182 4.541 5.841 12.924 

4 1.533 2.132 2.776 3.747 4.604 8.610 

5 1.476 2.015 2.571 3.365 4.032 6.869 

6 1.440 1.943 2.447 3.143 3.707 5.959 

7 1.415 1.895 2.365 2.998 3.499 5.408 

8 1.397 1.860 2.306 2.896 3.355 5.041 

9 1.383 1.833 2.262 2.821 3.250 4.781 

10 1.372 1.812 2.228 2.764 3.169 4.587 

11 1.363 1.796 2.201 2.718 3.106 4.437 

12 1.356 1.782 2.179 2.681 3.055 4.318 

13 1.350 1.771 2.160 2.650 3.012 4.221 

14 1.345 1.761 2.145 2.624 2.977 4.140 

15 1.341 1.753 2.131 2.602 2.947 4.073 

 

 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX D 
RESULTS OF CLASSIFICATION FORM TREDITIONAL METHODS 
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Figure D1 Classification results of test site 1. 
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Figure D2 Classification results of test site 2. 
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Figure D3 Classification results of test site 3. 
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Figure D4 Classification results of test site 4. 
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Figure D5 Classification results of test site 5. 
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Figure D6 Classification results of test site 7. 
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Figure D7 Classification results of test site 8 

 



 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX E 
CLASSIFICATION RESULTS OF APPLYING PROPOSED 

CLASSIFICATION PROCESS TO STUDY AREAS 
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Table E1 Confusion matrix of classification result from process the entire area of plot 

1. 

Class 
Reference 

Total 
Cassava Weed Soil Tree 

Cl
as

sif
ica

tio
n Cassava 91 5 0 3 99 

Weed 41 65 1 3 110 
Soil 35 46 196 0 277 
Tree 0 0 0 43 43 

Total 167 116 197 49 529 

PA 0.5449 0.5603 0.9949 0.8776  
UA 0.9192 0.5909 0.7076 1.0000  
OA 0.7467     
Kappa coefficient 0.6344     

 

Table E2 Confusion matrix of classification result from process two pieces of plot 1. 

Class 
Reference 

Total 
Cassava Weed Soil Tree 

Cl
as

sif
ica

tio
n Cassava 90 5 0 3 98 

Weed 41 65 0 4 110 
Soil 36 46 197 0 279 
Tree 0 0 0 42 42 

Total 167 116 197 49 529 

PA 0.5389 0.5603 1.0000 0.8571  

UA 0.9184 0.5909 0.7061 1.0000  
OA 0.7448     

Kappa 0.6313     
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Figure E1 Classification results of plot 1. 
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Table E3 Confusion matrix of classification result from process the entire area of plot 

2. 

Class 
Reference 

Total 
Cassava Weed Soil Tree 

Cl
as

sif
ica

tio
n Cassava 116 27 1 7 151 

Weed 28 84 3 3 118 
Soil 27 26 232 0 285 
Tree 0 1 0 45 46 

Total 171 138 236 55 600 

PA 0.6784 0.6087 0.9831 0.8182  

UA 0.7682 0.7119 0.8140 0.9783  
OA 0.7950     

Kappa 0.7025     

 

Table E4 Confusion matrix of classification result from process two pieces of plot 2. 

Class 
Reference 

Total 
Cassava Weed Soil Tree 

Cl
as

sif
ica

tio
n Cassava 106 27 0 7 140 

Weed 30 84 2 3 119 
Soil 35 26 234 0 295 
Tree 0 1 0 45 46 

Total 171 138 236 55 600 

PA 0.6199 0.6087 0.9915 0.8182  
UA 0.7571 0.7059 0.7932 0.9783  
OA 0.7817     
Kappa 0.6824     
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Figure E2 Classification results of plot 2. 
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Table E5 Confusion matrix of classification result from process the entire area of plot 

3. 

Class 
Reference 

Total 
Cassava Weed Soil Tree 

Cl
as

sif
ica

tio
n Cassava 289 49 0 11 349 

Weed 41 205 1 0 247 
Soil 15 90 401 1 507 
Tree 0 1 0 68 69 

Total 345 345 402 80 1172 

PA 0.8377 0.5942 0.9975 0.8500  

UA 0.8281 0.8300 0.7909 0.9855  
OA 0.8217     

Kappa 0.7445     

 

Table E6 Confusion matrix of classification result from process two pieces of plot 3. 

Class 
Reference 

Total 
Cassava Weed Soil Tree 

Cl
as

sif
ica

tio
n Cassava 286 52 0 11 349 

Weed 42 199 0 0 241 
Soil 16 93 402 1 512 
Tree 1 1 0 68 70 

Total 345 345 402 80 1172 

PA 0.8290 0.5768 1.0000 0.8500  

UA 0.8195 0.8257 0.7852 0.9714  
OA 0.8148     

Kappa 0.7347     
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Figure E3 Classification results of plot 3. 
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Table E7 Confusion matrix of classification result from process the entire area of plot 

4. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 384 9 0 393 

Weed 62 377 2 441 

Soil 2 62 446 510 

Total 448 448 448 1344 

PA 0.8571 0.8415 0.9955  

UA 0.9771 0.8549 0.8745  
OA 0.8981    

Kappa 0.8471    

 

Table E8 Confusion matrix of classification result from process two pieces of plot 4. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 384 9 0 393 

Weed 59 371 2 432 

Soil 5 68 446 519 

Total 448 448 448 1344 

PA 0.8571 0.8281 0.9955  

UA 0.9771 0.8588 0.8593  

OA 0.8936    

Kappa 0.8404    
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Figure E4 Classification results of plot 4. 
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Table E9 Confusion matrix of classification result from process the entire area of plot 

5. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 303 79 0 382 

Weed 54 255 0 309 

Soil 7 30 364 401 

Total 364 364 364 1092 

PA 0.8324 0.7005 1.0000  

UA 0.7932 0.8252 0.9077  
OA 0.8443    

Kappa 0.7665    

 

Table E10 Confusion matrix of classification result from process two pieces of plot 5. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 298 78 0 376 

Weed 60 257 0 317 

Soil 6 29 364 399 

Total 364 364 364 1092 

PA 0.8187 0.7060 1.0000  

UA 0.7926 0.8107 0.9123  

OA 0.8416    

Kappa 0.7624    
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Figure E5 Classification results of plot 5. 
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Table E11 Confusion matrix of classification result from process the entire area of 

plot 6. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 30 19 0 49 

Weed 51 42 0 93 

Soil 0 3 55 58 

Total 81 64 55 200 

PA 0.3704 0.6563 1.0000  

UA 0.6122 0.4516 0.9483  
OA 0.6350    

Kappa 0.4570    

 

Table E12 Confusion matrix of classification result from process two pieces of plot 6. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 30 20 0 50 

Weed 50 41 0 91 

Soil 1 3 55 59 

Total 81 64 55 200 

PA 0.3704 0.6406 1.0000  

UA 0.6000 0.4505 0.9322  

OA 0.6300    

Kappa 0.4494    
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Figure E6 Classification results of plot 6. 
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Table E13 Confusion matrix of classification result from process the entire area of 

plot 7. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 30 7 0 37 

Weed 10 31 0 41 

Soil 0 2 40 42 

Total 40 40 40 120 

PA 0.7500 0.7750 1.0000  

UA 0.8108 0.7561 0.9524  
OA 0.8417    

Kappa 0.7625    

 

Table E14 Confusion matrix of classification result from process two pieces of plot 7. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 32 9 0 41 

Weed 8 29 0 37 

Soil 0 2 40 42 

Total 40 40 40 120 

PA 0.8000 0.7250 1.0000  

UA 0.7805 0.7838 0.9524  
OA 0.8417    

Kappa 0.7625    
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Figure E7 Classification results of plot 7. 
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Table E15 Confusion matrix of classification result from process the entire area of 

plot 8. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 135 27 0 162 

Weed 94 191 0 285 

Soil 2 13 231 246 

Total 231 231 231 693 

PA 0.5844 0.8268 1.0000  

UA 0.8333 0.6702 0.9390  
OA 0.8038    

Kappa 0.7056    

 

Table E16 Confusion matrix of classification result from process two pieces of plot 8. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 194 20 0 214 

Weed 36 197 0 233 

Soil 1 14 231 246 

Total 231 231 231 693 

PA 0.8398 0.8528 1.0000  

UA 0.9065 0.8455 0.9390  
OA 0.8975    

Kappa 0.8463    
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Figure E8 Classification results of plot 8. 
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Table E17 Confusion matrix of classification result from process the entire area of 

plot 9. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 106 4 0 110 

Weed 24 90 0 114 

Soil 0 6 63 69 

Total 130 100 63 293 

PA 0.8154 0.9000 1.0000  

UA 0.9636 0.7895 0.9130  
OA 0.8840    

Kappa 0.8215    

 

Table E18 Confusion matrix of classification result from process two pieces of plot 9. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 105 6 0 111 

Weed 25 88 0 113 

Soil 0 6 63 69 

Total 231 231 231 693 

PA 0.8077 0.8800 1.0000  

UA 0.9459 0.7788 0.9130  
OA 0.8737    

Kappa 0.8056    
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Figure E9 Classification results of plot 9. 
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Table E19 Confusion matrix of classification result from process the entire area of plot 

10. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 50 42 0 92 

Weed 95 75 0 170 

Soil 4 26 143 173 

Total 149 143 143 435 

PA 0.3356 0.5245 1.0000  

UA 0.5435 0.4412 0.8266  
OA 0.6161    

Kappa 0.4256    

 

Table E20 Confusion matrix of classification result from process two pieces of plot 10. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 77 22 0 99 

Weed 68 100 0 168 

Soil 4 21 143 168 

Total 149 143 143 435 

PA 0.5168 0.6993 1.0000  

UA 0.7778 0.5952 0.8512  
OA 0.7356    

Kappa 0.6043    
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Figure E10 Classification results of plot 10. 
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Table E21 Confusion matrix of classification result from process the entire area of 

plot 11. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 38 3 0 41 

Weed 7 38 0 45 

Soil 0 4 45 49 

Total 45 45 45 135 

PA 0.8444 0.8444 1.0000  

UA 0.9268 0.8444 0.9184  
OA 0.8963    

Kappa 0.8444    

 

Table E22 Confusion matrix of classification result from process two pieces of plot 11. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 39 3 0 42 

Weed 6 38 0 44 

Soil 0 4 45 49 

Total 45 45 45 135 

PA 0.8667 0.8444 1.0000  

UA 0.9286 0.8636 0.9184  
OA 0.9037    

Kappa 0.8556    
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Figure E11 Classification results of plot 11. 
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Table E23 Confusion matrix of classification result from process the entire area of 

plot 12. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 48 0 0 48 

Weed 1 50 0 51 

Soil 1 0 50 51 

Total 50 50 50 150 

PA 0.9600 1.0000 1.0000  

UA 1.0000 0.9804 0.9804  
OA 0.9867    

Kappa 0.9800    

 

Table E24 Confusion matrix of classification result from process two pieces of plot 12. 

Class 
Reference 

Total 
Cassava Weed Soil 

Cl
as

sif
ica

tio
n Cassava 48 0 0 48 

Weed 1 50 0 51 

Soil 1 0 50 51 

Total 50 50 50 150 

PA 0.9600 1.0000 1.0000  

UA 1.0000 0.9804 0.9804  
OA 0.9867    

Kappa 0.9800    
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Figure E12 Classification results of plot 12. 

 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

APPENDIX F 
WEED MAPS : 
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Figure F1 Weed map of plot 1. 
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Figure F2 Weed map of plot 2. 
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Figure F3 Weed map of plot 3. 
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Figure F4 Weed map of plot 4. 
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Figure F5 Weed map of plot 5. 
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Figure F6 Weed map of plot 6. 
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Figure F7 Weed map of plot 7. 
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Figure F8 Weed map of plot 8. 
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Figure F9 Weed map of plot 9. 
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Figure F10 Weed map of plot 10. 
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Figure F11 Weed map of plot 11. 
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Figure F12 Weed map of plot 12. 
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