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CHAPTER I
INTRODUCTION

Calculus is an important subject in mathematics and sciences. It has two major
branches – differentiation and integration. Differentiation studies the rate of change of a
function at a specific point. It is used in several topics such as limit, derivatives, and chain
rule. Moreover, differentiation has many applications in other fields such as economics,
statistics, and physics. On the other hand, integration studies the area under the curve of a
function. In the late 17th century, Newton (1693) and Leibniz (1695) independently made
important contributions to the development of calculus. Their independent work led to
the discovery of the relation between differentiation and integration. In addition, Leibniz
(1675) introduced the notation for integrals in the form of symbol ∫ . Integration has
several applications in many fields such as finance, physics, and engineering. Nowadays,
we can only integrate some basic functions, but some functions are too complicated
to be integrated such as multi-dimensional functions, the Riemann zeta function, and
the error function. This leads to the subject of numerical integration which studies how
to estimate integrals. For example, the trapezoidal rule is a method used in numerical
integration. In one-dimensional case, this method approximates the area under a curve
of a function f by dividing the area into a number of trapezoids and then summing
the area of each trapezoid. The area of each trapezoid can be calculated by using the
formula 1

2
· h · (f(x1) + f(x2)), where h is the height of the trapezoid which is the

width between points x1 and x2 on the x-axis. The accuracy of the trapezoidal rule
increases with the number of trapezoids. If we use a large number of trapezoids, we
obtain an approximation that is closer to the real value of the integral. The trapezoidal
rule can be extended to higher dimensions. In multi-dimensional case, the trapezoidal
rule works in a similar way as in one-dimensional case by dividing the integration domain
of a function into a grid of smaller trapezoids. For example, in two-dimensional case,
each trapezoid is represented by a two-dimensional array of points. The trapezoidal rule
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approximates the integral by summing up the areas of the trapezoids within the grid. By
increasing the number of the trapezoids in the grid, the accuracy of the integral estimation
improves. However, increasing the number of trapezoids makes the computation more
complicated, especially in high-dimensional spaces. The curse of dimensionality refers to
the phenomenon that the computational complicatedness of many numerical methods
increases exponentially with the dimensionality of the problem.

In the 1940s, the developed method to overcome the curse of dimensionality was
known as the Monte Carlo method. This method uses random samplings to estimate in-
tegrals. However, it is difficult to generate real random samples in practice. A more prac-
tical method is the quasi-Monte Carlo method, which uses low-discrepancy sequences
instead of random samplings. This method has many applications in fields, including
finance, physics, engineering, and computer graphics (Leobacher and Pillichshammer,
2014). The Koksma-Hlawka inequality contributes to the development of the quasi-Monte
Carlo method in finding errors between the real value of the integral and the approxima-
tion using a sequence. In particular, it says that the accuracy of the numerical integration
depends on two variables which are the variation of the function f in the sense of Hardy
and Krause V (f) and the star discrepancy of a sequence ω used as a sampling D∗

N(ω).
According to the conditions of the Koksma-Hlawka inequality, we can establish a bound
forD∗

N(ω) while V (f) remains constant. Details of the Koksma-Hlawka inequality can be
found on section 2.2. Moreover, D∗

N(ω) → 0 as N → ∞ if and only if the sequence ω is
uniformly distributed modulo 1 on the s-dimensional unit interval [0, 1)s. Note that the
proof of this basic fact can be found in Appendix A.3. In our research, we are interested
in the quantitative aspect of how quickly the star discrepancy of a given sequence ω con-
verges to 0. Therefore, constructing low-discrepancy sequences is an interesting problem.
Examples of low-discrepancy sequences include van der Corput sequences, Halton se-
quences, and Hammersley sequences. Much research has been performed to construct
new low-discrepancy sequences and almost low-discrepancy sequences from known se-
quences. Almost low-discrepancy sequences are a good choice for many applications, as
they are much faster to generate than low-discrepancy sequences. However, an almost
low-discrepancy is a sequence which has a higher discrepancy than a low-discrepancy se-
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quence. In our proposed research, we will extend the work of Hofer (2018) which studies
constructed sequences induced by Halton sequences and Beatty sequences and proves
that the discrepancy of these sequences is an almost low discrepancy. Here we construct
new sequences induced by generalized Halton sequences and Beatty sequences. More-
over, our hypothesis is that our sequence is an almost low-discrepancy sequence. We will
use techniques from uniform distribution of sequences, continued fractions of irrational
numbers, and dynamical systems to estimate the discrepancy of these sequences.

1.1 Research objective

1. To provide new almost low-discrepancy sequences.

2. To get a rate of magnitude of upper bounds of the discrepancy of our constructed
sequences.

1.2 Scope of the study

1. We apply the idea from Hofer (2018) and Haddley, Lertchoosakul, and Nair (2017) in
constructing new almost low-discrepancy sequences induced by generalized Halton
sequences and Beatty sequences.

2. We follow some of the ideas of Hofer (2018) to estimate the discrepancy of the
newly constructed sequences. That is, we separate the estimation process of the
discrepancy into three steps: firstly, we reduce the multi-dimensionality of the
sequence to one-dimensional Kronecker sequences; secondly, we estimate the
discrepancy of the one-dimensional Kronecker sequences; and finally, we apply a
metric result of Hofer (2018).

 



CHAPTER II
MATHEMATICAL BACKGROUND AND TERMINOLOGY

In this section, we present some mathematical background and terminology, con-
sisting of the main ideas of numerical integration, the Koksma-Hlawka inequality, low-
discrepancy sequences, almost low-discrepancy sequences, van der Corput sequences,
generalized van der Corput sequences, Halton sequences, generalized Halton sequences,
Beatty sequences, Kronecker sequences, and continued fractions.

2.1 Numerical integration

Numerical integration deals with some mathematical techniques used to approx-
imate the value of definite integrals of a function. Numerical integration is applied in
several fields of sciences, engineering, and mathematics. In one-dimensional case, nu-
merical integration involves dividing the integration interval into small subintervals and
approximating the integral of the function over each subinterval using a suitable integra-
tion rule, such as the trapezoidal rule and Simpson’s rule.

In multi-dimensional case, numerical integration becomes more complicated due
to the increased number of independent variables and the complicatedness of the in-
tegration regions. The basic idea is similar to one-dimensional case. However, some
rules that work in one-dimensional case may not be effective in multi-dimensional case
because of the curse of dimensionality.

The accuracy of numerical integration can be measured by comparing the error
between the true solution and the numerical solution. One tool used to find this accuracy
is the Koksma-Hlawka inequality.
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2.2 The Koksma-Hlawka inequality

The Koksma-Hlawka inequality tells us how close the real value of the integral
and the approximation using a sequence is. To understand the inequality, we need the
following definitions of variation and discrepancy.

Definition 2.1 (The variation in the sense of Hardy and Krause) Let f be a sufficiently
smooth function, that is, f ∈ Cs([0, 1]s). Then the variation V (f) of f in the sense of
Hardy and Krause is defined to be

V (f) =
s∑

k=1

∑
1≤i1<...<ik≤s

V (k)(f ; i1, . . . , ik).

Here, each term V (k)(f ; i1, . . . , ik) represents the variation of f when differentiating k
components in each dimension; that is,

V (k)(f ; i1, . . . , ik) =

∫ 1

0

· · ·
∫ 1

0

∣∣∣∣ ∂kf |i1,...,ik
∂xi1 · · · ∂xik

∣∣∣∣ dxi1 · · · dxik ,

where f |i1,...,ik(xi1 , . . . , xik) = f(ξ), and ξ = (ξ1, ξ2, . . . , ξk) with

ξi =


xi, if i ∈ {i1, . . . , ik},

0, otherwise.

Definition 2.2 (The star discrepancy) Let ω = (xn)
∞
n=0 be an infinite sequence in [0, 1)s.

We define the star discrepancy of ω to be

D∗
N(ω) = sup

J=
∏s

i=1[0,zi)⊆[0,1)s

∣∣∣∣A(J ;N ;ω)

N
− λs(J)

∣∣∣∣ ,
where A(J ;N ;ω) = #{0 ≤ n ≤ N − 1: xn ∈ J} is the counting function, and
λs(J) =

∏s
i=1 zi is the s-dimensional Lebesgue measure of J.

Now we are ready to state the Koksma-Hlawka inequality. Note that its proof can
be found on (Kuipers and Hiederreiter, 2006, pp. 147–150).

Theorem 2.1 (The Koksma-Hlawka inequality) Let ω = (xn)
∞
n=0 be a sequence in [0, 1)s

where s is a positive integer. Suppose that f is a function on [0, 1]s which has bounded
variation V (f) in the sense of Hardy and Krause. Then, for any N ∈ N , we have∣∣∣∣∣

∫
[0,1]s

f(x) dx− 1

N

N−1∑
n=0

f(xn)

∣∣∣∣∣ ≤ V (f)D∗
N(ω).
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Consequently, we can establish a bound for D∗
N(ω) while V (f) remains constant,

as specified by the conditions of the Koksma-Hlawka inequality. Thus, in order to minimize
the integration error between the real value of the integral and the approximation using
a sequence, we have to use point sequences with small discrepancy, that is, sequences
which are called low-discrepancy sequences.

2.3 Low-discrepancy sequences

A low-discrepancy sequence is a sequence with the property that for all values of
N, its subsequence x0, · · · , xN−1 has a low discrepancy. The convergence rate of low-
discrepancy sequences can be described by using Big O notation, which indicates how
quickly the star discrepancy approaches 0.

Definition 2.3 (Big O notation) Let f(x) and g(x) be two functions defined on a subset
of the real numbers. We get

f(x) = O (g(x)) ,

if and only if there exists a positive real number C and a real number x0 such that

|f(x)| ≤ C|g(x)| for all x ≥ x0.

A low-discrepancy sequence is believed to have the best possible order of conver-
gence which is (logN)s

N
, where s is the number of dimensions.

Definition 2.4 (Low-discrepancy sequences) Let s ∈ N, and ω be an infinite sequence in
[0, 1)s. A sequence ω is a low-discrepancy sequence if

D∗
N(ω) = O

(
(logN)s

N

)
.

An almost low-discrepancy sequence is a sequence that has a small discrepancy,
but not as small as a low-discrepancy sequence.

Definition 2.5 (Almost low-discrepancy sequences) Let ω be an infinite sequence in
[0, 1)s. A sequence ω is an almost low-discrepancy sequence, if for any ϵ > 0,

D∗
N(ω) = O

(
(logN)s+1+ϵ

N

)
.
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2.4 van der Corput sequences

van der Corput sequences are prototypes of low-discrepancy sequences which are
commonly used in numerical analysis and the quasi-Monte Carlo method. Moreover,
they are important for constructing other low-discrepancy sequences such as Halton se-
quences.

Definition 2.6 (van der Corput sequences) Let b be a nonnegative integer greater than 1.
Then every nonnegative integer n has the unique b-adic representation of the form

n =
∞∑
j=1

njb
j−1 = n1 + n2b+ n3b

2 + n4b
3 + · · · , (2.1)

where nj ∈ {0, 1, . . . , b − 1}. Note that the proof of existence and uniqueness of the
b-adic representation can be found in Appendix A.1. The radical-inverse function

ϕb : N0 → [0, 1)

is defined by

ϕb(n) = ϕb

(
∞∑
j=1

njb
j−1

)
=

∞∑
j=1

nj

bj
=

n1

b
+

n2

b2
+

n3

b3
+ · · · . (2.2)

The van der Corput sequence in base b is defined to be

(ϕb(n))
∞
n=0 = (ϕb(0), ϕb(1), ϕb(2), . . . ). (2.3)

Example 2.1 To construct the van der Corput sequence in base 2, in the first step, we
write each nonnegative integer in base 2 by following the equation (2.1) to find digits
n1, n2, . . . . In the second step, we put the digits into the radical-inverse function ϕ2 by
following the equation (2.2). Finally, we write each value ϕ2(0), ϕ2(1), . . . in the form of
the equation (2.3). Now we construct the van der Corput sequence in base 2 as follows:

• If n = 0, we get 0 = 0 + 0 · 2 + 0 · 22 + 0 · 23 + · · · , and so ϕ2(0) = 0.

• If n = 1, we get 1 = 1 + 0 · 2 + 0 · 22 + 0 · 23 + · · · , and so ϕ2(1) =
1
2
.

• If n = 2, we get 2 = 0 + 1 · 2 + 0 · 22 + 0 · 23 + · · · , and so ϕ2(2) =
1
22

= 1
4
.
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• If n = 3, we get 3 = 1 + 1 · 2 + 0 · 22 + 0 · 23 + · · · , and so ϕ2(3) =
1
2
+ 1

22
= 3

4
.

• If n = 4, we get 4 = 0 + 0 · 2 + 1 · 22 + 0 · 23 + · · · , and so ϕ2(4) =
1
23

= 1
8
.

• If n = 5, we get 5 = 1 + 0 · 2 + 1 · 22 + 0 · 23 + · · · , and so ϕ2(5) =
1
2
+ 1

23
= 5

8
.

• If n = 6, we get 6 = 0 + 1 · 2 + 1 · 22 + 0 · 23 + · · · , and so ϕ2(6) =
1
4
+ 1

23
= 3

8
.

• If n = 7, we get 7 = 1+1 ·2+1 ·22+0 ·23 + · · · , and so ϕ2(7) =
1
2
+ 1

22
+ 1

23
= 7

8
.

• If n = 8, we get 8 = 0 + 0 · 2 + 0 · 22 + 1 · 23 + · · · , and so ϕ2(8) =
1
24

= 1
16
.

• Then we continue the process.

The van der Corput sequence in base 2 is

(ϕ2(n))
∞
n=0 =

(
0,

1

2
,
1

4
,
3

4
,
1

8
,
5

8
,
3

8
,
7

8
,
1

16
, . . .

)
.

2.5 Generalized van der Corput sequences

A generalized van der Corput sequence is a generalization of a van der Corput
sequence. In this case, the base is a fixed sequence instead of a fixed number.

Definition 2.7 (Generalized van der Corput sequences) Let b = (bj)
∞
j=1 be a sequence

of nonnegative integers greater than 1. Then every nonnegative integer n has the unique
b-adic representation of the form

n =
∞∑
j=1

njb1 · · · bj−1 = n1 + n2b1 + n3b1b2 + n4b1b2b3 + · · · , (2.4)

where nj ∈ {0, 1, . . . , bj −1}. Note that the proof of existence and uniqueness of the b-
adic representation can be found in Appendix A.2. This b-adic representation is also called
the Cantor expansion of n with respect to the Cantor base b. Define the radical-inverse
function by

ϕb(n) = ϕb

(
∞∑
j=1

njb1 · · · bj−1

)
=

∞∑
j=1

nj

b1 · · · bj
=

n1

b1
+

n2

b1b2
+

n3

b1b2b3
+ · · · . (2.5)

The generalized van der Corput sequence in base b is defined to be

(ϕb)
∞
n=0 = (ϕb(0), ϕb(1), ϕb(2), . . . ). (2.6)
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Example 2.2 To construct the generalized van der Corput sequence in base b =

(2, 3, 5, . . . ), in the first step, we write each nonnegative integer in base b by following
the equation (2.4) to find digits n1, n2, . . . . In the second step, we put the digits into the
radical-inverse function ϕb by following the equation (2.5). Finally, we write each value
ϕb(0), ϕb(1), . . . in the form of the equation (2.6). Now we construct the generalized van
der Corput sequence in base b = (2, 3, 5, . . . ) as follows:

• If n = 0, we get 0 = 0 + 0 · 2 + 0 · 2 · 3 + 0 · 2 · 3 · 5 + · · · , and so (ϕb(0)) = 0.

• If n = 1, we get 1 = 1 + 0 · 2 + 0 · 2 · 3 + 0 · 2 · 3 · 5 + · · · , and so (ϕb(1)) =
1
2
.

• If n = 2, we get 2 = 0+1 ·2+0 ·2 ·3+0 ·2 ·3 ·5+ · · · , and so (ϕb(2)) =
1
2·3 = 1

6
.

• If n = 3, we get 3 = 1+1·2+0·2·3+0·2·3·5+· · · , and so (ϕb(3)) =
1
2
+ 1

2·3 = 2
3
.

• If n = 4, we get 4 = 0+2 ·2+0 ·2 ·3+0 ·2 ·3 ·5+ · · · , and so (ϕb(4)) =
2
2·3 = 1

3
.

• If n = 5, we get 5 = 1+2·2+0·2·3+0·2·3·5+· · · , and so (ϕb(5)) =
1
2
+ 2

2·3 = 5
6
.

• If n = 6, we get 6 = 0+0 ·2+1 ·2·3+0 ·2·3·5+· · · , and so (ϕb(6)) =
1

2·3·5 = 1
30
.

• If n = 7,we get 7 = 1+0·2+1·2·3+0·2·3·5+· · · , and so (ϕb(7)) =
1
2
+ 1

2·3·5 = 8
15
.

• If n = 8,we get 8 = 0+1·2+1·2·3+0·2·3·5+· · · , and so (ϕb(8)) =
1
2·3+

1
2·3·5 = 1

5
.

• Then we continue the process.

The generalized van der Corput sequence in base b is

(ϕb(n))
∞
n=0 =

(
0,

1

2
,
1

6
,
2

3
,
1

3
,
5

6
,
1

30
,
8

15
,
1

5
, . . .

)
.

2.6 Halton sequences

Halton sequences are extensions of van der Corput sequences to higher dimensions.

Definition 2.8 (Halton sequences) Let b1, . . . , bs be nonnegative integers greater than 1
which are pairwise coprime. For each i, where 1 ≤ i ≤ s, every nonnegative integer n
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has the unique bi-adic representation of the form

n =
∞∑
j=1

njb
j−1
i = n1 + n2bi + n3b

2
i + n4b

3
i + · · · , (2.7)

where nj ∈ {0, 1, . . . , bi − 1}. The Halton sequence in bases b1, . . . , bs is defined to be

(ϕb1(n), . . . , ϕbs(n))
∞
n=0 = ((ϕb1(0), . . . , ϕbs(0)), (ϕb1(1), . . . , ϕbs(1)), . . . ). (2.8)

Example 2.3 To construct the Halton sequence in base 2 and base 3, in the first step,
we write each nonnegative integer in base 2 and base 3 by following the equation (2.7)
to find digits n1, n2, . . . in each base. In the second step, we put the digits into the
radical-inverse functions ϕ2 and ϕ3 by following the equation (2.2). Finally, we write each
value ϕ2(0), ϕ2(1), . . . and ϕ3(0), ϕ3(1), . . . in the form of the equation (2.8). Now we
construct the Halton sequence in base 2 and base 3 as follows:
We represent n in base 2, as the van der Corput sequence in base 2 is

(ϕ2(n))
∞
n=0 =

(
0,

1

2
,
1

4
,
3

4
,
1

8
,
5

8
,
3

8
,
7

8
,
1

16
, . . .

)
.

We represent n in base 3 as follows:

• If n = 0, we get 0 = 0 + 0 · 3 + 0 · 32 + · · · , and so ϕ3(0) = 0.

• If n = 1, we get 1 = 1 + 0 · 3 + 0 · 32 + · · · , and so ϕ3(1) =
1
3
.

• If n = 2, we get 2 = 2 + 0 · 3 + 0 · 32 + · · · , and so ϕ3(2) =
2
3
.

• If n = 3, we get 3 = 0 + 1 · 3 + 0 · 32 + · · · , and so ϕ3(3) =
1
32

= 1
9
.

• If n = 4, we get 4 = 1 + 1 · 3 + 0 · 32 + · · · , and so ϕ3(4) =
1
3
+ 1

32
= 4

9
.

• If n = 5, we get 5 = 2 + 1 · 3 + 0 · 32 + · · · , and so ϕ3(5) =
2
3
+ 1

32
= 7

9
.

• If n = 6, we get 6 = 0 + 2 · 3 + 0 · 32 + · · · , and so ϕ3(6) =
2
32

= 2
9
.

• If n = 7, we get 7 = 1 + 2 · 3 + 0 · 32 + · · · , and so ϕ3(7) =
1
3
+ 2

32
= 5

9
.

• If n = 8, we get 8 = 2 + 2 · 3 + 0 · 32 + · · · , and so ϕ3(8) =
2
3
+ 2

32
= 8

9
.

• Then we continue the process.
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The van der Corput sequence in base 3 is

(ϕ3(n))
∞
n=0 =

(
0,

1

3
,
2

3
,
1

9
,
4

9
,
7

9
,
2

9
,
5

9
,
8

9
, . . .

)
.

Therefore, the Halton sequence in base 2 and base 3 (ϕ2(n), ϕ3(n))
∞
n=0 is

(
(0, 0),

(
1

2
,
1

3

)
,

(
1

4
,
2

3

)
,

(
3

4
,
1

9

)
,

(
1

8
,
4

9

)
,

(
5

8
,
7

9

)
,

(
3

8
,
2

9

)
,

(
7

8
,
5

9

)
, . . .

)
.

2.7 Generalized Halton sequences

We would like to generalize Halton sequences by replacing fixed-number bases by
fixed-sequence bases.

Definition 2.9 (Generalized Halton sequences) Let b1 = (b1,j)
∞
j=1, . . . , bs = (bs,j)

∞
j=1 be

sequences of nonnegative integers greater than 1 such that for all j1, j2 ∈ N and all
1 ≤ i1 < i2 ≤ s, we have bi1,j1 and bi2,j2 coprime. The generalized Halton sequence in
bases b1, . . . , bs is defined to be

(ϕb1
(n), . . . , ϕbs

(n))∞n=0 = ((ϕb1
(0), . . . , ϕbs

(0)), (ϕb1
(1), . . . , ϕbs

(1)), . . . ). (2.9)

Example 2.4 To construct the generalized Halton sequence in base b1 = (2, 3, 7, . . . )

and base b2 = (5, 11, 13, . . . ), in the first step, we write each nonnegative integer in base
b1 and base b2 by following the equation (2.4) to find digits n1, n2, . . . in each base. In the
second step, we put the digits into the radical-inverse function ϕb1

and ϕb2
by following

the equation (2.5). Finally, we write each value ϕb1
(0), ϕb1

(1), . . . and ϕb2
(0), ϕb2

(1), . . .

in the form of the equation (2.9). Now we construct the generalized Halton sequence in
base b1 and base b2 as follows:
We represent n in base b1 = (2, 3, 7, . . . ) as follows:

• If n = 0, we get 0 = 0 + 0 · 2 + 0 · 2 · 3 + 0 · 2 · 3 · 7 + · · · , and so (ϕb1
(0)) = 0.

• If n = 1, we get 1 = 1 + 0 · 2 + 0 · 2 · 3 + 0 · 2 · 3 · 7 + · · · , and so (ϕb1
(1)) = 1

2
.

• If n = 2, we get 2 = 0+1 ·2+0 ·2 ·3+0 ·2 ·3 ·7+ · · · , and so (ϕb1
(2)) = 1

2·3 = 1
6
.
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• If n = 3, we get 3 = 1+1·2+0·2·3+0·2·3·7+· · · , and so (ϕb1
(3)) = 1

2
+ 1

2·3 = 2
3
.

• If n = 4, we get 4 = 0+2 ·2+0 ·2 ·3+0 ·2 ·3 ·7+ · · · , and so (ϕb1
(4)) = 2

2·3 = 1
3
.

• If n = 5, we get 5 = 1+2·2+0·2·3+0·2·3·7+· · · , and so (ϕb1
(5)) = 1

2
+ 2

2·3 = 5
6
.

• If n = 6, we get 6 = 0+0·2+1·2·3+0·2·3·7+· · · , and so (ϕb1
(6)) = 1

2·3·7 = 1
42
.

• If n = 7,we get 7 = 1+0·2+1·2·3+0·2·3·7+· · · , and so (ϕb1
(7)) = 1

2
+ 1

2·3·7 = 11
21
.

• If n = 8, we get 8 = 0+ 1 · 2 + 1 · 2 · 3 + · · · , and so (ϕb1
(8)) = 1

2·3 +
1

2·3·7 = 4
21
.

• Then we continue the process.

The generalized Halton sequence in base b1 = (2, 3, 7, . . . ) is

(ϕb1
(n))∞n=0 =

(
0,

1

2
,
1

6
,
2

3
,
1

3
,
5

6
,
1

42
,
11

21
,
4

21
,
7

10
,
11

30
. . .

)
.

We represent n in base b2 = (5, 11, 13, . . . ) as follows:

• If n = 0, we get 0 = 0+0 · 5+0 · 5 · 11+0 · 7 · 11 · 13+ · · · , and so (ϕb2
(0)) = 0.

• If n = 1, we get 1 = 1+0 ·5+0 ·5 ·11+0 ·7 ·11 ·13+ · · · , and so (ϕb2
(1)) = 1

5
.

• If n = 2, we get 2 = 2+0 · 5+0 · 5 · 11+0 · 7 · 11 · 13+ · · · , and so (ϕb2
(2)) = 2

5
.

• If n = 3, we get 3 = 3+0 · 5+0 · 5 · 11+0 · 7 · 11 · 13+ · · · , and so (ϕb2
(3)) = 3

5
.

• If n = 4, we get 4 = 4+0 · 5+0 · 5 · 11+0 · 7 · 11 · 13+ · · · , and so (ϕb2
(4)) = 4

5
.

• If n = 5, we get 5 = 0+1 ·5+0 ·5 ·11+0 ·7 ·11 ·13+ · · · , and so (ϕb2
(5)) = 1

55
.

• If n = 6, we get 6 = 1 + 1 · 5 + 0 · 5 · 11 + · · · , and so (ϕb2
(6)) = 1

5
+ 1

5·11 = 12
55
.

• If n = 7, we get 7 = 2 + 1 · 5 + 0 · 5 · 11 + · · · , and so (ϕb2
(7)) = 2

5
+ 1

5·11 = 23
55
.

• If n = 8, we get 8 = 3 + 1 · 5 + 0 · 5 · 11 + · · · , and so (ϕb2
(8)) = 3

5
+ 1

5·11 = 34
55
.

• Then we continue the process.
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The generalized Halton sequence in base b2 = (5, 11, 13, . . . ) is

(ϕb2
(n))∞n=0 =

(
0,

1

5
,
2

5
,
3

5
,
4

5
,
1

55
,
12

55
,
23

55
,
34

55
, . . .

)
.

Therefore, the generalized Halton sequence in base b1 and base b2 (ϕb1
(n), ϕb2

(n))∞n=0 is

(
(0, 0),

(
1

2
,
1

5

)
,

(
1

6
,
2

5

)
,

(
2

3
,
3

5

)
,

(
1

3
,
4

5

)
,

(
5

6
,
1

55

)
,

(
1

42
,
12

55

)
,

(
11

21
,
23

55

)
, . . .

)
.

2.8 Beatty sequences

A Beatty sequence is a sequence of integers. It has been studied in number theory
and has applications in various fields, including computer science and physics (Masáková
and Pelantová, 2007). The role of the floor function in defining a Beatty sequence is
crucial, so we need the following definition of the floor function.

Definition 2.10 (The floor function) Let x be a real number. The floor function is defined
by the equation ⌊x⌋ = max{m ∈ Z|m ≤ x}.

Example 2.5 We give examples of how to use the floor function with other real numbers
as follows:

• n = 2, we get ⌊2⌋ = 2.

• n = 1.5, we get ⌊1.5⌋ = 1.

• n = −2.5, we get ⌊−2.5⌋ = −3.

The floor function is used to remove the fractional part of the product of a positive
integer and an irrational number and leave only the integer part.

Definition 2.11 (Beatty sequences) Let α be any irrational number. Then (⌊nα⌋)∞n=0 is
called the Beatty sequence.

Example 2.6 To construct the Beatty sequence where α =
√
2, in the first step, we

calculate the integral part of the product of each nonnegative integer and
√
2. Then,

we put each integral part ⌊0 ·
√
2⌋, ⌊1 ·

√
2⌋, . . . in the form of the Beatty sequence
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(⌊nα⌋)∞n=0 =
(
⌊0 ·

√
2⌋, ⌊1 ·

√
2⌋, . . .

). We now construct the Beatty sequence where
α =

√
2 as follows:

• If n = 0, we get ⌊0 · α⌋ = ⌊0 ·
√
2⌋ = ⌊0⌋ = 0.

• If n = 1, we get ⌊0 · α⌋ = ⌊1 ·
√
2⌋ = ⌊1.414 . . . ⌋ = 1.

• If n = 2, we get ⌊0 · α⌋ = ⌊2 ·
√
2⌋ = ⌊2.828 . . . ⌋ = 2.

• If n = 3, we get ⌊0 · α⌋ = ⌊3 ·
√
2⌋ = ⌊4.242 . . . ⌋ = 4.

• If n = 4, we get ⌊0 · α⌋ = ⌊4 ·
√
2⌋ = ⌊5.656 . . . ⌋ = 5.

• If n = 5, we get ⌊0 · α⌋ = ⌊5 ·
√
2⌋ = ⌊7.071 . . . ⌋ = 7.

• If n = 6, we get ⌊0 · α⌋ = ⌊6 ·
√
2⌋ = ⌊8.485 . . . ⌋ = 8.

• If n = 7, we get ⌊0 · α⌋ = ⌊7 ·
√
2⌋ = ⌊9.899 . . . ⌋ = 9.

• If n = 8, we get ⌊0 · α⌋ = ⌊8 ·
√
2⌋ = ⌊11.313 . . . ⌋ = 11.

• Then we continue the process.

The Beatty sequence where α =
√
2 is

(⌊nα⌋)∞n=0 = (0, 1, 2, 4, 5, 7, 8, 9, 11, . . . ) .

2.9 Kronecker sequences

A Kronecker sequence is a sequence with points in [0, 1). It has applications in
number theory, dynamical systems, and signal processing (Patel, 2022). The role of the
fractional part in defining a Kronecker sequence is crucial, we need the following definition
of the fractional part.

Definition 2.12 (The fractional part) Let x be a real number. The fractional part of x is
defined by the equation {x} = x− ⌊x⌋.

Example 2.7 We give examples of how to use the fractional part with other real numbers
as follows:
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• n = 2, we get {2} = 2− ⌊2⌋ = 0.

• n = 1.5, we get {1.05} = 1.05− ⌊1.05⌋ = 0.5.

• n = −9.45, we get {−9.45} = −9.45− ⌊9.45⌋ = 0.55.

Definition 2.13 (Kronecker sequences) Let α be any irrational number. Then ({nα})∞n=0

is called the Kronecker sequence.

Example 2.8 To construct the Kronecker sequence where α =
√
2, in the first step, we

calculate the fractional part of the product of each nonnegative integer and
√
2. Then,

we put each fractional part {0 ·
√
2}, {1 ·

√
2}, . . . in the form of the Kronecker sequence

({nα})∞n=0 =
(
{0 ·

√
2}, {1 ·

√
2}, . . .

). We now construct the Kronecker sequence
where α =

√
2 as follows:

• If n = 0, we get {0 · α} = {0 ·
√
2} = {0} = 0.

• If n = 1, we get {1 · α} = {1 ·
√
2} = {1.414 . . . } = 0.414 . . . .

• If n = 2, we get {2 · α} = {2 ·
√
2} = {2.828 . . . } = 0.828 . . . .

• If n = 3, we get {3 · α} = {3 ·
√
2} = {4.242 . . . } = 0.242 . . . .

• If n = 4, we get {4 · α} = {4 ·
√
2} = {5.656 . . . } = 0.656 . . . .

• If n = 5, we get {5 · α} = {5 ·
√
2} = {7.071 . . . } = 0.071 . . . .

• If n = 6, we get {6 · α} = {6 ·
√
2} = {8.485 . . . } = 0.485 . . . .

• If n = 7, we get {7 · α} = {7 ·
√
2} = {9.899 . . . } = 0.899 . . . .

• If n = 8, we get {8 · α} = {8 ·
√
2} = {11.313 . . . } = 0.313 . . . .

• Then we continue the process.

The Kronecker sequence where α =
√
2 is

({n
√
2})∞n=0 = (0, 0.414 . . . , 0.828 . . . , 0.242 . . . , 0.656 . . . , 0.071 . . . , 0.485 . . . , . . . ) .

 



16

2.10 Continued fractions

A continued fraction is an expression obtained through an iterative process of rep-
resenting a number as its integer part plus a nested fraction.

Definition 2.14 (Continued fractions) A real number R can write in the form of the con-
tinued fraction as

R = a0 +
1

a1 +
1

a2 +
1

a3 +
1

. . .

= [a0; a1, a2, a3, . . . ],

where a0 is an integer, and a1, a2, a3, . . . are positive integers.

It is worth nothing that a real number has a unique continued fraction expansion if
and only if it is an irrational number.

Example 2.9 (Continued fractions of rational numbers) We give an example of how to
find the continued fraction form for 159

46
to fraction part as follows:

•
159

46
= 3 +

21

46
, then a0 = 3.

• 3 +
21

46
= 3 +

1

46

21

= 3 +
1

2 +
4

21

, then a1 = 2.

• 3 +
1

2 +
4

21

= 3 +
1

2 +
1

21

4

= 3 +
1

2 +
1

5 +
1

4

, then a2 = 5 and a3 = 4.

Therefore, the continued fraction of
159

46
is [3; 2, 5, 4] or [3; 2, 5, 3, 1].
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Example 2.10 (Continued fractions of irrational numbers) We give an example of how to
find the continued fraction form for

√
2. In the first step, we write that

√
2 = 1+(

√
2−1)

and
√
2 − 1 =

1
√
2 + 1

. In the second step, we write that
√
2 + 1 = 2 + (

√
2 − 1).

Then, we continue to write
1

√
2 + 1

to
1

2 +
1

√
2 + 1

as follows:

•
√
2 = 1 + (

√
2− 1) = 1 +

1
√
2 + 1

, then a0 = 1.

• 1 +
1

√
2 + 1

= 1 +
1

2 + (
√
2− 1)

= 1 +
1

2 +
1

√
2 + 1

, then a1 = 2.

• 1 +
1

2 +
1

√
2 + 1

= 1 +
1

2 +
1

2 +
1

√
2 + 1

, then a2 = 2.

• Then we continue the process to 2 = a3 = a4 = . . . .

Therefore, the continued fraction of
√
2 is [1; 2, 2, 2, . . . ].

 



CHAPTER III
LITERATURE REVIEW

Low-discrepancy sequences are used in numerical integration, as they can improve
the accuracy of the integral approximation. These sequences aim to have a more uniform
distribution and lower discrepancy. In the late 19th century, Chebyshev (1866) developed
the concept of uniform distribution as a measure of the randomness of a sequence, and
also introduced the idea of constructing low-discrepancy sequences. van der Corput
(1935) introduced van der Corput sequences, which are a type of a low-discrepancy se-
quence in one-dimensional sequences. They are constructed by reversing the digits in
base b-adic expansion of nonnegative integers, where b is a nonnegative integer grater than
1. Moreover, van der Corput sequences are prototypes of low-discrepancy sequences.
They are important for constructing other low-discrepancy sequences such as Halton se-
quences. Halton sequences are introduced by Halton (1960). They are multi-dimensional
sequences that are constructed by a generalization of van der Corput sequences to
higher dimensions with pairwise coprime bases. Considering whether a sequence is a
low-discrepancy sequence, Niederreiter (1988) introduced the concept of digital nets: a
type of a low-discrepancy sequence, and demonstrated that the discrepancy of digital
nets, with a suitable choice of base sequence, is upper-bounded by (logN)s/N , where
s represents the dimension of the sequence, and N denotes the number of terms in
the sequence. Moreover, Niederreiter (1992) proved that the Halton sequence can be
bounded by C(logN)s/N , where C is a constant number which depends on each base
of the Halton sequence. It is believed that the formula (logN)s/N is the best possible
discrepancy bound for an arbitrary infinite sequence. This result when s = 1 is known
as Schmidt’s theorem, which was proved by Schmidt (1972). Schmidt (1972) proved the
theorem by constructing a discontinuous function f(x) at a point x0, then using the
Koksma-Klawka inequality to obtain a lower bound on the discrepancy of the sequence.
The key idea for the proof is to choose the point x0 such that the value of the value
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of f(x0) is large, but the variation of f(x) over the unit cube is small. However, the
generalization of Schmidt’s theorem to arbitrary s is still an open problem.

Combinations of two sequences are frequently studied objects. For instance,
Aistleitner, Hofer, and Larcher (2017) investigated the sequence induced by the Kronecker
sequences of evil numbers and lacunary trigonometric products, where an evil number
is a positive integer that has an even number of 1’s in its binary expansion, and a lacu-
nary trigonometric product is a mathematical function that is defined as the product of
series of trigonometric functions. The sequence is a low-discrepancy sequence and has
good quasi-random properties, making it useful for numerical integration and other appli-
cations. Hofer, Kritzer, Larcher, and Pillichshammer (2007) studied the estimation of the
discrepancy of generalized van der Corput-Halton sequences and their subsequences.
Hellekalek, and Niederreiter (2011) studied the uniform distribution of the sequence ω

induced by Halton sequences and Beatty sequences

ω = (ϕb1(⌊nβ⌋), . . . , ϕbs(⌊nβ⌋))∞n=0,

with nonzero β ∈ R and pairwise coprime integers b1, . . . , bs all greater than 1. Hofer
(2018) proved that the sequence ω is an almost low-discrepancy sequence by following
three results. In the first result, Hofer (2018) found that the bound of the discrepancy of
a multi-dimensional sequence ω was less than an one-dimensional Kronecker sequence
by using generalized Halton sequence properties and the Chinese Remainder Theorem.
Moreover, Hofer (2018) constructed an arbitrary interval J , and an interval Jℓ which was
constructed by generalized Halton sequences ideas to get the formula

|A(J ;N ;ω)−Nλs(J)| ≤ |A(Jℓ;N ;ω)−Nλs(Jℓ)|+max{A(J\Jℓ;N ;ω), Nλs(J\Jℓ)}.

For the Chinese Remainder Theorem, Hofer (2018) used it to count the number of a
one-dimensional Kronecker sequence instead of a multi-dimensional sequence ω. In the
second result, Hofer (2018) continued to estimate the discrepancy of a one-dimensional
Kronecker sequence by using continued fractions. This process splits N into 2 parts to
use the definition of discrepancy and the theorem of the estimation of the discrepancy
Kronecker sequence to estimate discrepancy of one-dimensional Kronecker sequences.
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The continued fraction expansion of an irrational number α provides a useful tool for
studying the behavior of the one-dimensional Kronecker sequences ({nα})∞n=0, where
{x} denotes the fractional part of x. It can be shown that the upper bound on the
discrepancy of the Kronecker sequence is related to the partial quotients of the continued
fraction expansion of α. It was studied by Khintchine (1923), who proved that for all
ϵ > 0, the sequence ω = ({nα})∞n=0 satisfies D∗

N(ω) = O((logN)1+ϵ)/N). This result
used the idea of Kuipers and Niederraiter (2006) by using the division algorithm, Ostrowski
expansion, and continued fractions to estimate the discrepancy of the one-dimensional
Kronecker sequences. The last result, Hofer proved that the sequence ω is an almost
low-discrepancy sequence by using dynamical system techniques. The process of this
result is similar to lemma 2 of Larcher (2013).

In our work, we aim to construct new sequences induced by generalized Halton
sequences and Beatty sequences. This will extend the work of Hofer (2018) from Halton
sequences to generalized Halton sequences. It is worth noting that a generalized Halton
sequence is a low-discrepancy sequence, as proved by Haddley, Lertchoosakul, and Nair
(2017). They define generalized Halton sequences induced by generalized numeration
systems. Moreover, a generalized Halton sequence is uniformly distributed modulo 1,
as studied by Haddley, Lertchoosakul, and Nair (2013). By our hypothesis, we believe
that our estimation of discrepancy of the new sequences induced by generalized Halton
sequences and Beatty sequences would be almost low-discrepancy, which is similar to
the result of Hofer (2018).

 



CHAPTER IV
RESEARCH METHODOLOGY

This chapter presents some elementary results which will be used throughout our
work. Note that, at the end of this chapter, we provide a flowchart which summarizes
the overview of our research methodology and our contributions.

Firstly, the bases of Halton sequences consist of pairwise coprime integers which
can be proved by using the Chinese Remainder Theorem. This theorem is also used to
reduce the calculation of the estimation of discrepancy of multi-dimensional sequences
to the calculation of discrepancy of one-dimensional Kronecker sequences.

Theorem 4.1 (Chinese Remainder Theorem) Let s ∈ N, and n1, . . . , ns be pairwise co-
prime positive integers. If a1, . . . , as are any integers, then the system of linear congru-
ences

x ≡ a1 (mod n1), x ≡ a2 (mod n2), . . . , x ≡ as (mod ns),

has a solution which is unique modulo n1n2 · · ·ns.

Proof. We show the existence of solutions by using mathematical induction. In the base
step s = 2, we will show that the system of the congruences

x ≡ a1 (mod n1) (4.1)

x ≡ a2 (mod n2) (4.2)

has a solution. By writing the congruence (4.1) as an equation, we obtain

x = a1 + n1y, for some y ∈ Z. (4.3)

Then, we substitute x from the equation (4.3) into the congruence (4.2) as

a1 + n1y ≡ a2 (mod n2). (4.4)
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Subtracting by a1 on both sides in the equation (4.4), we get

n1y ≡ a2 − a1 (mod n2). (4.5)

Since gcd(n1, n2) = 1, let n′ be an inverse of n1 (mod n2), we have

n′n1 ≡ 1 (mod n2).

Multiplying through the congruence (4.5) by n′, we have

y ≡ n′(a2 − a1) (mod n2). (4.6)

Revising the congruence (4.6) as an equation, we get

y = n′(a2 − a1) + n2z for some z ∈ Z. (4.7)

Substituting y from the equation (4.7) into the congruence (4.4), the result is

x = a1 + n1y = a1 + n1(n
′(a2 − a1) + n2z) = a1 + n1n

′(a2 − a1) + n1n2z. (4.8)

We can check that the form in the equation (4.8) satisfies the congruence (4.1) and the
congruence (4.2).

Next, we show the inductive step. Suppose all congruences with s pairwise coprime
moduli can be solved as

x ≡ a1 (mod n1), x ≡ a2 (mod n2), . . . , x ≡ as (mod ns). (4.9)

There exists a solution b to the first s congruences, we have

x ≡ b (mod n1n2 · · ·ns), (4.10)

We consider a system of congruences with s+ 1 pairwise coprime moduli as

x ≡ a1 (mod n1), . . . , x ≡ as (mod ns), x ≡ as+1 (mod ns+1), (4.11)

where gcd(ni, nj) = 1 for all i ̸= j. From the congruence (4.9) and the congruence
(4.11), the two moduli n1n2 · · ·ns and ns+1 are coprime because gcd(ni, ni+1) = 1 for

 



23

i = 1, 2, . . . , and gcd(n1n2 · · ·ns, ns+1) = 1. Then, there exists c which is a solution to
the congruence (4.10) and the congruence

x ≡ as+1 (mod ns+1). (4.12)

We get that c ≡ b (mod n1n2 . . . ns) and

c ≡ b (mod ni) for i = 1, 2, . . . , s. (4.13)

By the inductive hypothesis, we have

b ≡ ai (mod ni) for i = 1, 2, . . . , s. (4.14)

By the congruence (4.13) and the congruence (4.14) through the transitivity property, we
get

c ≡ ai (mod ni) for i = 1, 2, . . . , s

and also
c ≡ as+1 (mod ns+1).

Therefore, we see that c satisfies the s+ 1 given congruences.
Next, we show the uniqueness of the solution. Suppose that x = c1 and x = c2

are two solutions to the system of linear congruences, say

x ≡ a1 (mod n1), x ≡ a2 (mod n2), . . . , x ≡ as (mod ns).

We have c1 ≡ c2 (mod ni) for i = 1, 2, . . . , s. Then we obtain

ni | (c1 − c2) for i = 1, 2, . . . , s.

Because ni are pairwise coprime, their product n1n2 · · ·ns divides c1− c2. Therefore, we
get

c1 ≡ c2 (mod n1n2 · · ·ns).

Secondly, we show some basic properties of continued fractions. The discrepancy
of the Kronecker sequence ({nα})∞n=0 is related to the continued fraction expansion
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of α = [⌊α⌋; a1(α), a2(α), a3(α), . . . ]. The convergents of pj
qj

to α are defined as the
fractions pj

qj
that have the first j terms of the continued fraction expansion of α with

pj, qj ∈ Z and gcd(pj, qj) = 1. The following proof is a rewritten version of (Khinchin,
1964, p. 4).

Theorem 4.2 For integer j ≥ 2, we get

pj = ajpj−1 + pj−2,

qj = ajqj−1 + qj−2,

where p0 = a0, q0 = 1, p1 = a0a1 + 1, and q1 = a1.

Proof. We use mathematical induction to prove that for all integers j greater than or
equal to 2, the following two equations hold

pj = ajpj−1 + pj−2, and qj = ajqj−1 + qj−2. (4.15)

In the base step j = 2, the two equations in (4.15) become
p2
q2

= a0 +
1

a1 +
1
a2

= a0 +
a2

a1a2 + 1

=
a2(a1a0 + 1) + a0

a1a2 + 1
. (4.16)

By definition, we know that p0 = a0, q0 = 1, q1 = a1, and p1 = a0a1 + 1. Substituting
these values into the equation (4.16), we get

p2
q2

=
a2(a1a0 + 1) + a0

a1a2 + 1

=
a2(a1a0 + 1) + a0

a1a2 + 1

=
a2p1 + p0
a2q1 + q0

.

Hence, the base step is established. In the inductive step, let k be a fixed integer such
that k ≥ 2. Assume that the equation (4.15) holds for all j up to k. That is, we assume
that

pj
qj

=
ajpj−1 + pj−2

ajqj−1 + qj−2

for all j such that 2 ≤ j ≤ k. (4.17)
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We show that the equation (4.17) also hold for j = k + 1. Starting with
pk+1

qk+1

, we have

pk+1

qk+1

= [a0; a1, a2, · · · , ak +
1

ak+1

]

=
(ak +

1
ak+1

)pk−1 + pk−2

(ak +
1

ak+1
)qk−1 + qk−2

=
ak+1(akpk−1 + pk−2) + pk−1

ak+1(akqk−1 + qk−2) + qk−1

=
ak+1pk + pk−1

ak+1qk + qk−1

.

Continued fractions can be used to find good rational approximations of real num-
bers. This is because the continued fraction expansion of a real number consists of a
sequence of integers that can be used to construct a sequence of rational numbers that
increasingly well approximate the real numbers. For any positive integer j, and α is an
irrational number. We have the inequality∣∣∣∣α− pj

qj

∣∣∣∣ < 1

qjqj+1

.

The following proof is a rewritten version of (Khinchin, 1964, p. 9).

Theorem 4.3 For any irrational number α and any positive integer j, the convergent pj
qj

satisfies the inequality ∣∣∣∣α− pj
qj

∣∣∣∣ < 1

qjqj+1

,

where pj and qj are the numerator and denominator of the jth convergent of the
continued fraction expansion of α, respectively, and qj+1 is the denominator of the
(j + 1)th convergent.

Proof. The value of α lies between two rational numbers p0
q0

and p1
q1
. As i increases, the

denominators qi and qi+1 get larger, so the bounds get closer to each other. The con-
vergents become better and better approximation to α. In other words, p0

q0
, p2
q2
, . . . , pi

qi
,

converges to α in the left-hand side, where i is an even number. p1
q1
, p3
q3
, . . . , pi+1

qi+1
, con-

verges to α in the right-hand side. We suppose that the i-th convergent, pi
qi

is the closest
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rational number to α. Therefore, we have∣∣∣∣α− pj
qj

∣∣∣∣ < ∣∣∣∣pj+1

qj+1

− pj
qj

∣∣∣∣ . (4.18)

Note that
qjpj−1 − qj−1pj = (−1)j for all j ∈ N0. (4.19)

Hence, we have ∣∣∣∣α− pj
qj

∣∣∣∣ < ∣∣∣∣pj+1

qj+1

− pj
qj

∣∣∣∣
=

∣∣∣∣pj+1qj − pjqj+1

qj+1qj

∣∣∣∣
=

∣∣∣∣ (−1)j

qj+1qj

∣∣∣∣
=

1

qjqj+1

.

Thirdly, we show some discrepancy theorems which are necessary to estimate the
discrepancy of the one-dimensional Kronecker sequences. A fundamental result in dis-
crepancy theory is that the estimation of discrepancy can be decomposed into a number
of subsequences with small discrepancy using the triangle inequality, so we need the
following definition of the discrepancy.

Definition 4.1 (The discrepancy) Let ω = (xn)
∞
n=0 be an infinite sequence in [0, 1)s. We

define the discrepancy of ω to be

DN(ω) = sup
J=

∏s
i=1[ai,bi)⊆[0,1)s

∣∣∣∣A(J ;N ;ω)

N
− λs(J)

∣∣∣∣ ,
where A(J ;N ;ω) = #{0 ≤ n ≤ N − 1: xn ∈ J} is the counting function, and
λs(J) =

∏s
i=1(bi − ai) is the s-dimensional Lebesgue measure of J.

Now we are ready to state the discrepancy estimation of a decoposed number into
subsequences. This following proof is a rewritten version of (Kuipers and Hiederreiter,
2006, p. 115).
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Theorem 4.4 (The discrepancy estimation of a decomposed number into subsequences)
For 1 ≤ i ≤ s, let ωi be a sequence of Ni elements from R with discrepancy DNi

(ωi).

Let ωi be a superposition of ω1, . . . , ωs, which means that ω is a sequence obtained by
listing the terms of ωi in some orders. We set N = N1 + · · ·+Ns, which is the number
of elements of ω. Then,

DN(ω) ≤
s∑

i=1

Ni

N
DNi

(ωi).

Proof. Let J = [α, β) be a subinterval of [0, 1). By the construction of N and ω, we
have A(J ;N : ω) =

∑s
i=1 A(J ;Ni;ωi). Therefore

DN(ω) = sup
J⊆[0,1)

∣∣∣∣A(J ;N ;ω)

N
− λs(J)

∣∣∣∣
= sup

J⊆[0,1)

∣∣∣∣∣∣∣
s∑

i=1

Ni

N

(
A(J ;Ni;ωi)

Ni

− λs(J)

)∣∣∣∣∣∣∣
≤

s∑
i=1

Ni

N
sup

J⊆[0,1)

∣∣∣∣A(J ;Ni;ωi)

Ni

− λs(J)

∣∣∣∣ = s∑
i=1

Ni

N
DNi

(ωi).

We specifically estimate the discrepancy of the Kronecker sequences. The following
proof is a rewritten version of (Kuipers and Hiederreiter, 2006, pp. 125-126).

Theorem 4.5 (The discrepancy estimation of ({nα})∞n=0) Suppose the irrational number
α = [a0, a1, . . . ] has bounded partial quotients and K is an integer, with ai ≤ K for
i ≥ 1. The discrepancy DN(ω) of ω = ({nα})∞n=0 satisfies NDN(ω) = O(logN). In
particular, we have

NDN(ω) ≤ 3 +

(
1

log ξ +
K

log(K + 1)

)
logN,

where ξ =
1 +

√
5

2
.

Proof. We separate the process of estimating ND∗
N(ω) into three steps. In the first step,

we construct N =
∑s

i=0 biqi, by using the denominators 1 = q0 ≤ q1 < q2 < q3 < · · ·
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of pi
qi
, that converges to α. Let N ≥ 1, there exists an r ≥ 0 such that qr ≤ N < qr+1.

By using the division algorithm, we can simplify N to

N = brqr +Nr−1,

where 0 ≤ Nr−1 < qr. We note that N < qr+1 = ar+1qr + qr−1 ≤ (ar+1 + 1)qr, then
we get

N <qr+1

brqr +Nr−1 ≤ar+1qr + qr

brqr + (Nr−1 − qr) ≤ar+1qr

brqr ≤ar+1qr

br ≤ar+1.

Therefore, we have that a representation of N is

N =brqr +Nr−1

=brqr + br−1qr−1 +Nr−2

=brqr + br−1qr−1 + · · ·+ b0q0

=
r∑

i=0

biqi,

where 0 ≤ bi ≤ ai+1 for 0 ≤ 1 ≤ r, and br ≥ 1. In the second step, we find the
discrepancy of Dqi by decomposing the given sequence ({nα})Nn=0. This decomposition
splits the sequence into br sequences, where n runs through qr consecutive integers, then
into br−1 sequences, where n runs through qr−1 consecutive integers, and so on. After
that, we estimate discrepancy in the first qi terms by defining n = n0+j with 1 ≤ j ≤ qi.

By Theorem 4.3 ∣∣∣∣α−
pn

qn

∣∣∣∣ < 1

qnqn+1

≤
1

q2n
,

we have
α =

pi
qi

+
θ

qi + qi+1

,
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where |θ| < 1. Therefore, we get

{nα} =

{
n0α +

jpi
qi

+
jθ

qiqi+1

}
.

Since (pi, qi) = 1, the numbers n0α + jpi
qi

with 1 ≤ j ≤ qi are considered in modulo
1. Generate a sequence of qi equidistant points, with a distance of 1

qi
between them.

Considering
∣∣∣∣ jθ
qiqi+1

∣∣∣∣ < 1
qi+1

for 1 ≤ j ≤ qi, the finite sequence ({nα}), n0 + 1 ≤ n ≤

n0 + qi, is obtained by shifting modulo 1, the elements {n0α +
(

jpi
qi

)
}, 1 ≤ j ≤ qi,

either all to the right or all to the left by a distance less than 1
qi+1

which depends on
the sign of θ. Therefore, we have that the discrepancy Dqi of the finite sequence ({nα})
with n0 + 1 ≤ n ≤ n0 + qi is

Dqi ≤

∣∣∣∣∣A((0,
1
qi
− 1

qi+1
]; qi; {nα})

qi
−
(
1

qi
− 1

qi+1

)∣∣∣∣∣
=

∣∣∣∣ 2qi −
(
1

qi
− 1

qi+1

)∣∣∣∣
=
1

qi
+

1

qi+1

.

In the last step, we estimate NDN(ω), by Theorem 4.4 and the way in which we decom-

posed the original sequence {α}, {2α}, . . . , {Nα}, and Dqi ≤
1

qi
+

1

qi+1

, we have

NDN(ω) ≤
r∑

i=0

qibi

(
1

qi
+

1

qi+1

)
=

r∑
i=0

bi

(
qi
qi+1

+ 1

)
=

r∑
i=0

bi
qi
qi+1

+
r∑

i=0

bi

=

(
b0q0
q1

+
b1q1
q2

+ · · ·+ brqr
qr+1

)
+

r∑
i=0

bi

≤
(
a0q0
q1

+
a1q1
q2

+ · · ·+ arqr
qr+1

)
+

r∑
i=0

bi

≤r + 1 +
r∑

i=0

bi.
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Then, we estimate the first term∑r
i=0 bi, by proving that

r∑
i=0

bi ≤ 1 +
K

log(K + 1)
logN.

For given N ≥ 1, we assume that σ(N) =
∑r

i=0 bi. If 1 = q0 < q1, then there exists
r ≥ 0 such that the smallest possible is r = 0, and a corresponding N satisfies 1 ≤

σ(N) = b0 = N < q1 ≤ K, where K is an integer. If q0 = q1 = 1, then there
exists r ≥ 0 such that the smallest possible is r = 1, and a corresponding N satisfies
1 ≤ σ(N) = N < q2 ≤ q1+1 ≤ K+1. Therefore, the case of 1 = q0 ≤ q1, we change∑r

i=0 br to N, and it suffices to show

N ≤ 1 +
K

log(K + 1)
logN, (4.20)

for 1 ≤ N < K + 1. To prove the well-definedness of the inequality (4.20), we consider

the function f(x) = x −
K

log(K + 1)
logx when x ∈ [1, K + 1], then f is concave

upward on the entire interval by proving that f(1) = f(K + 1) = 1. Now we consider
an arbitrary N with 1 < qr ≤ N < qr+1, and N = brqr +Nr−1 with 0 ≤ Nr−1 < qr. We
suppose that Nr−1 > 0, then σ(N) = br + σ(Nr−1), we get the inequality

σ(Nr−1) ≤1 +
K

log(K + 1)
logNr−1

σ(N)− br ≤1 +
K

log(K + 1)
logNr−1

σ(N) ≤1 + br +
K

log(K + 1)
logNr−1.

By N = brqr +Nr−1 > brNr−1 +Nr−1 = (br + 1)Nr−1, we get that

σ(N) ≤ 1 + br +
K

log(K + 1)
log N

br + 1
. (4.21)

We suppose that Nr−1 = 0, then σ(N) = br and
N

br + 1
=

brqr +Nr−1

br + 1
≥ 1 as qr ≥ 1.

Therefore, log
N

brqr
is well-defined in the case of Nr−1 ≥ 1. To compute the inequality

(4.21), we will prove br ≤
K

log(K + 1)
log br+1 by following an increasing function g(x) =
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x

log(x+ 1)
for x > 0 and by considering in interval 1 ≤ br ≤ ar+1 ≤ K. Then, we

complete the bounding σ(N) that

σ(N) =
r∑

i=0

bi ≤1 + br +
K

log(K + 1)
log N

br + 1

≤1 +
K

log(K + 1)
log(br + 1) +

K

log(K + 1)
log N

br + 1

=1 +
K

log(K + 1)
logN.

Therefore, we have
r∑

i=0

bi ≤ 1 +
K

log(K + 1)
logN. (4.22)

To estimate the second term r, we use continued fractions that qi = aiqi−1+qi−2, where
q0 = 1. Then q1 = a1q0, so q2 ≥ 2 where a1 ≥ 1, and q2 = a2q1+ q0 = a2a1q1+1 ≥ 2,

where a2 ≥ 2. Therefore, the smallest value of qi depends on the smallest ai = 1.

Considering ai = 1, we get

[1; 1, 1, 1, . . . ] =
1 +

√
5

2
.

We now prove that qi ≥ ξi−1 for i ≥ 0, where ξ = 1+
√
5

2
. Using mathematical

induction, we assume that qi ≥ ξi−1, for i ≥ 0. In the base step i = 0, we observe that
q0 = 1 ≥ ξ−1 =

(
1+

√
5

2

)−1

. In the inductive step, we assume that qi−1 ≥ ξi−2 is true,
for i ≥ 0. We consider qi as

qi = aiqi−1 + qi−2

≥ aiξ
i−2 + ξi−3

≥ ξi−2 + ξi−3

= ξi−2 · ξ

= ξi−1.

Therefore, we get N ≥ qr ≥ ξr−1, and

r ≤
logN
log ξ + 1. (4.23)
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Finally, the result by following the inequality (4.22) and the inequality (4.23) is

NDN(ω) ≤
r∑

i=0

bi + r + 1

≤ 1 +
K

log(K + 1)
logN +

logN
log ξ + 1 + 1

= 3 +

( K

log(K + 1)
+

1

log ξ

)
logN.

Moreover, the Koksma-Hlawka inequality is concerned with the star-discrepancy of
sequence (D∗

N ). Therefore, we now show the relationship between discrepancy and star
discrepancy. The following proof is a rewritten version of (Kuipers and Hiederreiter, 2006,
p. 91).

Theorem 4.6 (The relation between discrepancy and star discrepancy) The discrepancies
DN and D∗

N are related by:

D∗
N ≤ DN ≤ 2D∗

N .

Proof. The inequality D∗
N ≤ DN follows from the definition as

DN = sup
0≤α<β≤1

∣∣∣∣A([α, β);N)

N
− (β − α)

∣∣∣∣
= sup

0≤α<β≤1

∣∣∣∣A([0, β);N)

N
− A([0, α);N)

N
− (β − α)

∣∣∣∣
≥ sup

0<α≤1

∣∣∣∣A([0, α);N)

N
− α

∣∣∣∣
=D∗

N .

Because the formula D∗
N = sup0<α≤1

∣∣∣A([0,α);N)
N

− α
∣∣∣ is a special case of the formula

DN = sup0≤α<β≤1

∣∣∣A([0,β);N)
N

− A([0,α);N)
N

− (β − α)
∣∣∣ by the definitions of the discrep-

ancy and the star discrepancy. The inequality DN ≤ 2D∗
N follows from the equality

A([α, β);N) = A([0, β);N)− A([0, α);N),
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where 0 ≤ α < β ≤ 1. Therefore, we have

DN = sup
0≤α<β≤1

∣∣∣∣A([α, β);N)

N
− (β − α)

∣∣∣∣
= sup

0≤α<β≤1

∣∣∣∣A([0, β);N)

N
− A([0, α);N)

N
− (β − α)

∣∣∣∣
≤ sup

0<β≤1

∣∣∣∣A([0, β);N)

N
− β

∣∣∣∣+ sup
0<α≤1

∣∣∣∣A([0, α);N)

N
− α

∣∣∣∣
=2D∗

N .

Finally, we will apply the matric result of Hofer (2018) to show that a sequence is
an almost low-discrepancy sequence. We call the metric result of Hofer (2018) as Lemma
4.7. To understand this lemma, we need the following definition of Lebesgue-almost all
α ∈ R.

Definition 4.2 (Lebesgue-almost all) A property holds Lebesgue-almost all if it holds for
all elements in R except for a subset of Lebesgue measure zero.

We can say that Lebesgue-almost all real numbers in [0, 1) are irrational, which
means that the set of irrational numbers has measure 1. The following lemma is based
on (Hofer, 2018, p. 28).

Lemma 4.7 Let b1, . . . , bs be positive integers. Then for Lebesgue-almost all α ∈ R, we
have, for every ϵ > 0,

L∑
j1=0

· · ·
L∑

js=0

L∑
k=1

ak
(
αbj11 · · · bjss

)
= O

(
Ls+1+ϵ

)
,

where ak
(
αbj11 · · · bjss

) is the continued fraction expansion of (αbj11 · · · bjss ).
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Overall, we have presented the workflow of our work in the following flowchart.

Figure 4.1 Flowchart of our work

 



CHAPTER V
RESULTS AND DISCUSSION

This chapter presents the main theorem’s proof. We follow the idea of proof from
Hofer (2018).

Theorem 5.1 (Main theorem) Let b1 = (b1,j)
∞
j=1, . . . , bs = (bs,j)

∞
j=1 be bounded se-

quences of nonnegative integers greater than 1, such that for all j1, j2 ∈ N and all
1 ≤ i1 < i2 ≤ s, we have bi1,j1 and bi2,j2 are coprime. Then, for Lebesgue-almost all
α ∈ [0, 1), and for any ϵ > 0, the sequence

ω =
(
ϕb1

(⌊nα⌋), . . . , ϕbs
(⌊nα⌋)

)∞
n=0

is an almost low-discrepancy sequence.

From now on, ω denotes our constructed sequence defined in the main theorem.
We write β = 1

α
, so that β > 1. Then the main theorem follows immediately from the

following three auxiliary results.
The first lemma reduces the calculation of the discrepancy of a multi-dimensional

sequence ω to the calculation of the discrepancy of one-dimensional Kronecker se-
quences.

Lemma 5.2 For all N ∈ N, we get this inequality

ND∗
N(ω) ≤ M1 · · ·Ms

k1∑
K1=0

· · ·
ks∑

Ks=0

N∆
(K1,...,Ks)
N

(({
n

βΠs
i=1b(i,Ki)

})∞

n=0

)
+ s,

where

Mi = max(bi,j)∞j=1,

mi = min(bi,j)∞j=1,

ki =
⌈logmi

N
⌉
,

b(i,Ki) = bi,1 · · · bi,Ki
,
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for all i ∈ [1, s], and

N∆
(K1,...,Ks)
N (ω) = sup

0≤R<
∏s

i=1 b(i,Ki)

∣∣∣∣A([ R∏s
i=1 b(i,Ki)

,
R + 1∏s
i=1 b(i,Ki)

)
;N ;ω

)
− N∏s

i=1 b(i,Ki)

∣∣∣∣ .
Proof. For each ℓ = (ℓ1, . . . , ℓs) ∈ Ns with 1 ≤ ℓi ≤ bi,1 · · · bi,ki for all i ∈ [1, s], we
can write each ℓi in form

ℓi = li,ki + li,ki−1bi,ki + li,ki−2bi,kibi,ki−1 + · · ·+ li,1bi,ki · · · bi,2,

where li,ki−j ∈ {0, 1, . . . , bi,ki−j − 1} (0 ≤ j ≤ ki − 1). The first step in the proof is to
estimate A(Jℓ;N ;ω)−Nλs(Jℓ), where Jℓ ⊆ [0, 1)s is an interval of the form

Jℓ =
s∏

i=1

[
0,

ℓi
b(i,ki)

)
, (5.1)

where b(i,ki) = bi,1 · · · bi,ki , we can write Jℓ as a disjoint union of the form

Jℓ =
s∏

i=1

 ki⋃
K=1

li,K⋃
l=1

[
K−1∑
k=1

li,k
b(i,k)

+
l − 1

b(i,K)

,
K−1∑
k=1

li,k
b(i,k)

+
l

b(i,K)

) ,

with the term of disjoint intervals is bounded by ∏s
i=1(
∑ki

k=1 li,k) ≤
∏s

i=1(Mi − 1)ki.

The crucial step, we estimate A(Ie;N ;ω)−Nλs(Ie) for an elementary interval

Ie =
s∏

i=1

[
Ki−1∑
k=1

li,k
b(i,k)

+
li − 1

b(i,Ki)

,

Ki−1∑
k=1

li,k
b(i,k)

+
li

b(i,Ki)

)
,

where 1 ≤ Ki ≤ ki and 1 ≤ li ≤ li,Ki
, by using properties of the generalized Halton

sequence. For each nonnegative integer n ∈ N0, we denote the bi-adic expansion of ⌊n
β
⌋

by ⌊
n

β

⌋
= ni,1 + ni,2bi,1 + ni,3bi,1bi,2 + ni,4bi,1bi,2bi,3 + · · · ,

where ni,j ∈ {0, 1, . . . , bi,j − 1} (j ∈ N). Then(
ϕb1

(⌊
n

β

⌋)
, . . . , ϕbs

(⌊
n

β

⌋))
∈

s∏
i=1

[
Ki−1∑
k=1

li,k
b(i,k)

+
li − 1

b(i,Ki)

,

Ki−1∑
k=1

li,k
b(i,k)

+
li

b(i,Ki)

)
,

if and only if, for all i ∈ [1, s],

li,1
bi,1

+ · · ·+ li,Ki−1

b(i,Ki−1)

+
li − 1

b(i,Ki)

≤ ni,1

bi,1
+

ni,2

bi,1bi,2
+ · · · < li,1

bi,1
+ · · ·+ li,Ki−1

b(i,Ki−1)

+
li

b(i,Ki)

.
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This is equivalent to ni,1 = li,1, . . . , ni,Ki−1 = li,Ki−1, and ni,Ki
= li − 1 which in turn is

equivalent to⌊
n

β

⌋
≡ li,1 + li,2bi,1 + · · ·+ li,Ki−1b(i,Ki−2) + (li − 1)b(i,Ki−1) (mod b(i,Ki)),

for all i ∈ [1, s]. As b1,j1 , . . . , bs,js are pairwise coprime, it follows from the Chinese
Remainder Theorem that there exists a unique integer R with 0 ≤ R <

∏s
i=1 b(i,Ki) such

that ⌊
n

β

⌋
≡ R (mod

s∏
i=1

b(i,Ki)).

Because

R ≡
⌊
n

β

⌋
≡

⌊
n

β
−

(
s∏

i=1

b(i,Ki)

)⌊
n

β
∏s

i=1 b(i,Ki)

⌋⌋
(mod

s∏
i=1

b(i,Ki)), (5.2)

we obtain the equivalence of the congruence (5.2) as{
n

β
∏s

i=1 b(i,Ki)

}
∈
[

R∏s
i=1 b(i,Ki)

,
R + 1∏s
i=1 b(i,Ki)

)
.

Therefore, we have

|A(Jℓ;N ;ω)−Nλs(Jℓ)|

=

∣∣∣∣∣∑
Ie

A(Ie;N ;ω)−Nλs(Ie)

∣∣∣∣∣
≤
∑
Ie

|A(Ie;N ;ω)−Nλs(Ie)|

≤ (M1 − 1) · · · (Ms − 1)

k1∑
K1=1

· · ·
ks∑

Ks=1

N∆
(K1,...,Ks)
N

(({
n

β
∏s

i=1 b(i,Ki)

})∞

n=0

)
.

An arbitrary interval J =
∏s

i=1[0, zi) ⊆ [0, 1)s can be approximated by an interval
Jℓ of the form (5.1) by taking the nearest fraction to the left of zi of the form ℓi/(b(i,ki)).

Then we have

|A(J ;N ;ω)−Nλs(J)| =|A(Jℓ;N ;ω) + A(J \ Jℓ;N ;ω)−Nλs(Jℓ)−Nλs(J \ Jℓ)|

≤|A(Jℓ;N ;ω)−Nλs(Jℓ)|+ |A(J \ Jℓ;N ;ω)−Nλs(J \ Jℓ)|

≤|A(Jℓ;N ;ω)−Nλs(Jℓ)|+max(A(J \ Jℓ;N ;ω), Nλs(J \ Jℓ)).
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From the definition of ki =
⌈logmi

N
⌉
, we get ki ≥ logmi

N ; that is, mki
i ≥ N. Hence,

we have

Nλs(J \ Jℓ) ≤ N

s∏
i=1

(
zi −

ℓi
b(i,ki)

)
≤ N

s∑
i=1

1

b(i,ki)

≤ N

s∑
i=1

1

mki
i

≤ s.

It remains to estimate A(J \ Jℓ;N ;ω). Clearly, we have

A(J \ Jℓ;N ;ω) ≤ A(S;N ;ω)

= |A(S;N ;ω)−Nλs(S) +Nλs(S)|

≤ |A(S;N ;ω)−Nλs(S)|+Nλs(S),

where S is an union of elementary intervals Ie of the form

S =
s⋃

i=1

(
i−1∏
j=1

[0, 1)×

[
ki−1∑
k=1

li,k
b(i,k)

+
li,ki
b(i,ki)

,

ki−1∑
k=1

li,k
b(i,k)

+
li,ki + 1

b(i,ki)

)
×

s∏
j=i+1

[0, 1)

)
.

By using again the definition of ki, we have

Nλs(S) ≤ N
s∑

i=1

1

b(i,ki)

≤ N

s∑
i=1

1

mki
i

≤ s.

Moreover, we get the estimation of |A(S;N ;ω)−Nλs(S)| as
|A(S;N ;ω)−Nλs(S)|

≤ N∆
(k1,0,...,0)
N

(({
n

βb(1,k1)

})∞

n=0

)
+N∆

(0,k2,...,0)
N

(({
n

βb(2,k2)

})∞

n=0

)
+ · · ·+N∆

(0,...,0,ks)
N

(({
n

βb(s,ks)

})∞

n=0

)
.
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Finally, we get

|A(J ;N ;ω)−Nλs(J)|

≤ |A(Jℓ;N ;ω)−Nλs(Jℓ)|+max(A(J \ Jℓ;N ;ω), Nλs(J \ Jℓ))

≤ |A(Jℓ;N ;ω)−Nλs(Jℓ)|+ |A(S;N ;ω)−Nλs(S)|+Nλs(S)

≤ (M1 − 1) · · · (Ms − 1)

k1∑
K1=1

· · ·
ks∑

Ks=1

N∆
(K1,...,Ks)
N

(({
n

β
∏s

i=1 b(i,Ki)

})∞

n=0

)
+N∆

(k1,0,...,0)
N

(({
n

βb(1,k1)

})∞

n=0

)
+N∆

(0,k2,...,0)
N

(({
n

βb(2,k2)

})∞

n=0

)
+ · · ·+N∆

(0,...,0,ks)
N

(({
n

βb(s,ks)

})∞

n=0

)
+ s

≤ M1 · · ·Ms

k1∑
K1=0

· · ·
ks∑

Ks=0

N∆
(K1,...,Ks)
N

(({
n

β
∏s

i=1 b(i,Ki)

})∞

n=0

)
+ s.

Next, the second lemma provides an estimation of the discrepancy of the one-
dimensional Kronecker sequences.

Lemma 5.3 For any (K1, . . . , Ks) ∈ Ns
0 and ζ ∈ [1, 2], we have

N∆
(K1,...,Ks)
N

(({
n

β
∏s

i=1 b(i,Ki)

})∞

n=0

)
≤ β + 1 + 2

⌈logζ N⌉∑
j=1

aj

(
β

s∏
i=1

b(i,Ki)

)
.

Proof. Let 1 = q0 ≤ q1 < q2 < · · · be the denominators of pi
qi

which con-
verges to 1

β
∏s

i=1 b(i,Ki)
with i ∈ N0, gcd(pi, qi) = 1. Note that β > 1. We have

β
∏s

i=1 bi,1 · · · bi,Ki
> 1, and so, we get

a1(1/(β
s∏

i=1

bi,1 · · · bi,Ki
)) = ⌊β

s∏
i=1

bi,1 · · · bi,Ki
⌋.

For given N ≥ 1, there exists r ≥ 0 such that qr ≤ N < qr+1. By the division algorithm,
we have N = Nrqr + N̄r−1 with 0 ≤ N̄r−1 < qr. By continued fractions, we note that

(ar+1 + 1)qr ≥ qr+1 > N > Nrqr,

and so, we have Nr ≤ ar+1. If r > 0, we write N̄r−1 = Nr−1qr−1 + N̄r−2 with 0 ≤

N̄r−2 < qr−1. After that we find Nr−1 ≤ ar. We continue on this path, then we get

N = N0 +N1q1 +N2q2 + · · ·+Nrqr,
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with qr ≤ N < qr+1 and 0 ≤ Ni ≤ ai+1(1/(β
∏s

i=1 b(i,Ki))) (0 ≤ i ≤ r). We start by
splitting

N∆
(K1,...,Ks)
N

(({
n

β
∏s

i=1 b(i,Ki)

})∞
n=0

)
≤ N0∆

(K1,...,Ks)
N0

(({
n

β
∏s

i=1 b(i,Ki)

})∞

n=0

)
+ (N −N0)∆

(K1,...,Ks)
N−N0

(({
n+N0

β
∏s

i=1 b(i,Ki)

})∞

n=0

)
.

For the first term, we use the definition of the discrepancy to get that

N0∆
(K1,...,Ks)
N0

(({
n

β
∏s

i=1 bi,1 · · · bi,Ki

})∞

n=0

)
≤
∣∣∣∣⌊β⌋+ 1− N0∏s

i=1 bi,1 · · · bi,Ki

∣∣∣∣
< ⌊β⌋+ 1

< β + 1,

because N0 ≤ ⌊β
∏s

i=1 b(i,Ki)⌋. For the second term, we proceed as in Theorem 4.5. We
decompose the given sequence(({

n+N0

β
∏s

i=1 b(i,Ki)

})n=N−N0−1

n=0

)
(5.3)

into N1 sequences, where n runs through q1 consecutive integers, and so on, into Nr

sequences, where n runs through qr consecutive integers. We would like to estimate
the first discrepancy qi terms of such a finite sequence of the given sequence in (5.3) by
assuming n = n0+ j with 1 ≤ j ≤ qi. By using Theorem 4.3 to approximate 1

β
∏s

i=1 b(i,Ki)
,

we get ∣∣∣∣ 1

β
∏s

i=1 b(i,Ki)

− pi
qi

∣∣∣∣ < 1

qiqi+1

,

and we obtain

1

β
∏s

i=1 b(i,Ki)

=
pi
qi

+
θ

qiqi+1

with |θ| < 1.

Therefore, we have{
n+N0

β
∏s

i=1 b(i,Ki)

}
=

{
N0

β
∏s

i=1 b(i,Ki)

+
jpi
qi

+
jθ

qiqi+1

}
.
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To estimate the second term, we use Theorem 4.4 and Theorem 4.5 to obtain

(N −N0)∆
(K1,...,Ks)
N−N0

(({
n+N0

β
∏s

i=1 b(i,Ki)

})∞

n=0

)

≤
r∑

i=1

Niqi

 2

qi
−
( 1

qi
− 1

qi+1

)
≤

r∑
i=1

Niqi

 1

qi
+

1

qi+1


≤

r∑
i=1

Niqi

( 2

qi

)

≤
r∑

i=1

ai+1

 1

β
∏s

i=1 b(i,Ki)

 qi

( 2

qi

)

= 2
r∑

i=1

ai+1

 1

β
∏s

i=1 b(i,Ki)


≤ 2

⌈logζ N⌉+1∑
i=1

ai+1

 1

β
∏s

i=1 b(i,Ki)


= 2

⌈logζ N⌉∑
j=1

aj

(
β

s∏
i=1

b(i,Ki)

)
,

we estimate r by the fact that N ≥ qr ≥ ζr−1 for any r ≥ 0. For any ai ≥ 1, we get
ζ ∈ [1, 2].

Finally, we apply Lemma 4.7, and set the following the variable

L = max{k1, . . . , ks, ⌈logζ N⌉},

where Ki is a digit with 1 ≤ Ki ≤ ki for all i ∈ [1, s], and j is a digit with 1 ≤ j ≤⌈logζ N⌉ . Then, we get the last lemma

Lemma 5.4 Let L ∈ N. Then, for Lebesgue-almost all β ∈ R. For every ϵ > 0, we have
L∑

K1=0

· · ·
L∑

Ks=0

L∑
j=1

aj

(
β

s∏
i=1

b(i,Ki)

)
= O

(
Ls+1+ϵ

)
.
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Therefore, by Lemma 5.4, we can conclude that the sequence ω induced by gener-
alized Halton sequneces and Beatty sequences is an almost low-discrepancy sequence.

 



CHAPTER VI
CONCLUSION AND RECOMMENDATION

In this research, we apply the idea of Hofer (2018) to estimate the discrepancy of
our constructed sequence ω, induced by Beatty sequences and generalized Halton se-
quences. We have shown that the sequence ω is an almost low-discrepancy sequence.
To prove this, we follow a similar approach as Hofer (2018), but we change the bases of
Halton sequences to bases of generalized Halton sequences. Then, we reduce a multi-
dimensional sequence ω to one-dimensional Kronecker sequences. To estimate the dis-
crepancy of one-dimensional Kronecker sequences, we use continued fractions and adopt
the theorem’s idea for estimating the discrepancy of Kronecker sequences to establish
bounds. Then, we apply our result in dynamical systems to estimate the discrepancy.
In conclusion, we have shown that the discrepancy of our constructed sequence ω is
bounded above by the following rate of magnitude

D∗
N(ω) = O

(
(logN)s+ϵ+1

N

)
for every ϵ > 0.

For further study, it would be interesting to explore the combination of Beatty
sequences with other low-discrepancy sequences such as Sobol sequences, Faure se-
quences, and Hammersley sequences. Another recommendation is to investigate the
substitution of subsequences in Beatty sequences with prime number terms, and then
determine the discrepancy of these newly generated sequences.
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This section presents some theorems, as mentioned in earlier chapters. It consists
of the b-adic expansion, the b-adic expansion, and the relationship between discrepancy
and uniformly distributed modulo 1.

A.1 The b-adic expansion

Theorem 1.1 (The b-adic expansion) Let b > 1 be an integer. Then, every nonnegative
integer n has the unique b-adic representation of the form

n =
∞∑
j=1

njb
j−1 = n1 + n2b+ n3b

2 + n4b
3 + · · · ,

where nj ∈ {0, 1, . . . , b− 1}.

Proof. We use the method of successive division by b. We start with N and repeatedly
divide by b, keeping track of the remainders at each step. Firstly, we divide N by b and
get a quotient q1 and a remainder n1

N = bq1 + n1, where 0 ≤ n1 < b. (A.1)

Next, we divide q1 by b and get a quotient q2 and a remainder n2

q1 = bq2 + n2, where 0 ≤ n2 < b.

Substituting q1 in the equation (A.1), we get

N = n1 + b(̇bq2 + n2) = n1 + n2b+ q2b
2.

We can continue this process, dividing each quotient by b and getting a new remainder,
until we get

N = n1 + n2b+ n3b
2 + · · · ,

where ni with i ∈ N is the remainder obtained in the successive divisions.
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A.2 The b-adic expansion

Theorem 1.2 (The b-adic expansion) Let b = (bj)
∞
j=1 be a sequence of nonnegative

integers greater than 1. Then, every nonnegative integer n has the unique b-adic repre-
sentation of the form

n =
∞∑
j=1

njb1 · · · bj−1 = n1 + n2b1 + n3b1b2 + n4b1b2b3 + · · · , (A.2)

where nj ∈ {0, 1, . . . , bj − 1}.

Proof. We use the method of successive division by b1. We start with N and repeatedly
divide by b2, b3, and so on, keeping track of the remainders at each step. Firstly, we divide
N by b1 and get a quotient q1 and a remainder n1

N = b1q1 + n1, where 0 ≤ q1 < b1. (A.3)

Next, we divide q1 by b2 and get a quotient q2 and a remainder n2

q1 = b2q2 + n2, where 0 ≤ n2 < b2.

Substituting q1 in the equation (A.3), we get

N = n1 + b1(̇b2q2 + n2) = n1 + n2b1 + q2b1b2.

We can continue this process, dividing each quotient by b3, b4, . . . and getting a new
remainder, until we get

N = n1 + n2b1 + n2b1b2 + · · · ,

where ni with i ∈ N is the remainder obtained in the successive divisions.

A.3 The relationship between discrepancy and uniformly dis-
tributed modulo 1

Definition 1.1 (Uniformly distributed modulo 1) A sequence ω = ({xn})∞n=0 of real
numbers is uniformly distributed modulo 1 if for every pair a, b of real numbers with
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0 ≤ a < b ≤ 1, we have

lim
N→∞

A([a, b);N ;ω)

N
= b− a.

Theorem 1.3 (The relationship between discrepancy and uniformly distributed modulo
1) A sequence ω = ({xn})∞n=0 of real numbers is uniformly distributed modulo 1 if and
only if limN→∞ DN(ω) = 0.

Proof. Letm be an integer greater than or equal to 2, and 0 ≤ k ≤ m−1. Let Ik denote
the interval Ik =

[
k
m
, k+1

m

)
. We assume that ω is uniformly distributed modulo 1. For

every ϵ > 0 there exists a positive integer N0 dependent on m, such that for N ≥ N0

and for every k = 0, 1, . . . ,m− 1, we have

− ϵ

2
<

A(Ik;N ;ω)

N
− 1

m
<

ϵ

2
.

We consider an arbitrary interval J = [α, β) ⊆ [0, 1), there exist intervals J1 and J2

are finite unions of intervals Ik, such that J1 ⊆ J ⊆ J2, with λ(J) − λ(J1) < 2
m

and
λ(J2)− λ(J) < 2

m
. We get for all N ≥ N0

A(J1;N ;ω)

N
− λ(J) <

A(J ;N ;ω)

N
− λ(J) <

A(J2;N ;ω)

N
− λ(J),

λ(J1)−
ϵ

2
− λ(J) <

A(J ;N ;ω)

N
− λ(J) < λ(J2) +

ϵ

2
− λ(J).

By using the relationship of λ(J1), λ(J), and λ(J2), we get

− ϵ

2
− 2

m
<

A(J ;N ;ω)

N
− λ(J) <

ϵ

2
+

2

m
for all N ≥ N0.

Since the bounds are independent of interval J , we finally get DN(ω) ≤ ϵ
2
< ϵ for all

N ≥ N0.

Now, suppose that limN→∞ DN(ω) = 0. Suppose to the contrary that ω is not
uniformly distributed modulo 1. Then, there exist a subinterval [a, b] of [0, 1] and a
positive constant ϵ such that∣∣∣∣A([a, b];N ;ω)

N
− (b− a)

∣∣∣∣ ≥ ϵ.
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By the definition of discrepancy, we have

DN(ω) ≥
∣∣∣∣A([a, b];N ;ω)

N
− (b− a)

∣∣∣∣ for all N.

We have DN(ω) ≥ ϵ for all N, which contradicts limN→∞ DN(ω) = 0. Therefore, ω
must be uniformly distributed mod 1.
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