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Road accidents are a significant cause of death and injury worldwide, and
Thailand is no exception. It has been on the World Health Organization's list of
deadliest roads for several years, ranking eighth in 2018. Among all road fatalities,
pickup trucks converted into public transportation vehicles are found to be the most
problematic, as they often lack proper passenger safety measures and frequently carry
excessive passengers. To address this issue, this study proposes the use of deep
learning techniques and existing closed-circuit television (CCTV) traffic cameras to
classify overloaded public transport pickup trucks (PTPT) and help reduce accidents.

As the characteristics of PTPT vehicles and their passenger occupancy are
unique, it is necessary to develop a new model to accurately identify these vehicles.
In this study, various state-of-the-art object detection YOLOV5 (You Only Look Once)
models were investigated, and a custom dataset was created to obtain the optimal
overcrowded detection model. The results showed that the YOLOv5L model yielded
the best performance with a mean average precision (mAP) of 95.1% and an inference
time of 33 frames per second (FPS) on a GPU. This study contributes to the field by
making the custom dataset available and by providing insights into the optimization of
the object detection models. The selected model is expected to be deployed on
traffic control computers to alert the police of passenger-overloading violations and
help reduce traffic-related fatalities.

In addition to the PTPT classification, passenger cars are also classified and
counted for use in the traffic estimation task. However, the data gathering through
CCTV has been replaced by the data obtained from sensors installed by the
Department of Highways. This change was implemented due to certain limitations
associated with the absence of multiple CCTVs during road construction. This study

further presents an introduction to a straightforward and cost-effective method that
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utilizes graph theory and betweenness centrality (BC) for estimating traffic flow. Current
methods for measuring traffic volume are often time-consuming and expensive, so this
study proposes a shorter and less costly approach. The proposed method integrates
BC and the traffic congestion index (TCI) based on Google traffic data to estimate traffic
flow. A case study was conducted in the road network of central Nakhon Ratchasima,
Thailand, to evaluate the effectiveness of the proposed method. The results showed
that the correlation between the estimated traffic volume and the TCl was higher than
0.58, indicating that the proposed method could effectively describe the movement
of traffic through the road sections.

Overall, this study provides new and valuable contributions to both the field
of traffic safety and traffic flow estimation, and we expect that our work will have a
positive impact on reducing road accidents and improving traffic management in

Thailand.
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CHAPTER 1
INTRODUCTION

Thailand is again included in the World Health Organization (WHO)’s infamous
list of the deadliest traffic fatalities worldwide. In a 2018 global status report on road
safety, the WHO ranked Thailand 8th out of 175 other countries, an improvement from
the previous two surveys in which Thailand ranked 2nd (World Health Organization,
2018). In 2018, the death toll from road accidents was determined to be 22,491 people,
with a fatality rate of around 32.7 per 100,000 people. The number could be
significantly worse than it appears to be due to data collection incompetency
(Lurstwut, Phothiyod, & Ounban, 2018). Fatalities involving public transportation are
typically high in terms of occupancy size (18,584 accidents in 2018, a 33.79% increase

from the previous year) (Lurstwut et al., 2018). As of April 2022, motorcycles accounted
for 52.7% (i.e., 21.8 million) of all vehicles registered in Thailand, followed by sedans

(26.6%) and light pickup trucks (17%) (Transportation, 2021). One reason pickup trucks
are in high demand is that the government state oil fund subsidizes 50% of every
increase in diesel price. Moreover, biodiesel B20, which is a less expensive alternative
to regular diesel, has become commercially viable and was endorsed by the Energy
Ministry in 2019. This has resulted in the increase in terms of the market share of 1-
ton trucks. As previously stated, pickup trucks are cost effective and therefore are
modified to serve as a mode of public transportation.

Approximately 100,000 public transport pickup trucks (PTPT) are currently
registered with the Department of Land Transport, which is equivalent to the US
Department of Motor Vehicles. These trucks have taken over the streets of the country,
displacing regular buses. Depending on the structure and model, PTPTs can
accommodate eight seated passengers and four to six standing passengers. Most truck
operators are private companies that must pay additional taxes and fees to operate
on designated routes. Therefore, the operators often carry as many passengers as they

can. Typically, this means that they wait for passengers to arrive and fill the vehicle.



This results in being behind schedule. Thus, they must exceed speed limits, breaking
numerous traffic laws and increasing the risk of injury and death. The Thai traffic
authority has a limited number of hichway patrols to conduct traffic stops.
Furthermore, they rely on roadblocks and closed-circuit television (CCTV) cameras to
enforce traffic laws to minimize road accidents.

The proposed framework aims to address the increasing number of road
accidents caused by overcrowded pickup trucks (Transportation, 2022) in urban areas
and traffic congestion that leads to delays and increased air pollution. There is scientific
evidence that traffic congestion leads to increased air pollution. Studies have shown
that traffic-related emissions, including those from vehicles stuck in traffic, are a
significant source of air pollution. These emissions include particulate matter (PM),
nitrogen oxides (NOx), and volatile organic compounds (VOCs), which have been linked
to a variety of negative health outcomes such as respiratory and cardiovascular disease
(Alobaidi, Badri, & Salman, 2020; Li & Managi, 2021). Studies have also shown that traffic
congestion causes increased idling, which leads to higher levels of emissions and
increased exposure to pollutants for people living and working near congested roads.
Additionally, traffic congestion can lead to increased traffic volume, which can result
in more emissions and higher overall pollution levels. Overall, traffic congestion is a
major contributor to air pollution, and reducing it can help to improve air quality and
promote public health (Bernardo, Fageda, & Flores-Fillol, 2021).

There are two broad categories related to overloading detection: physical
sensors and computer vision. Sensors are used in intelligent transportation systems
(ITS), such as Bluetooth, laser, radio wave, infrared, etc., to sense the weight of the
vehicles. The use of weight sensors combined with loop induction sensors necessitates
physical installations, i.e., opening a road surface and blocking traffic. Computer vision
can use existing cameras. In case of a new installation, tampering with the road surface
and road blocking is minimal. Recently, the use of computer vision has been
developed and made available. Compared with ITS solutions, they are less expensive
and easier to maintain.

In this study, we focus on computer vision category. Classic machine learning

methods, such as feature extraction using histogram of oriented gradients (HOG),



classification using support vector machine (SVM), and many others have been used
and achieved satisfactory results. In recent years, deep learning techniques have
become widely popular, especially since the introduction of various convolution
neural network (CNN) algorithms in 2012. Hardware, particularly graphic processing
units (GPU), also plays a significant role in reducing the time required to train a model
because they are much faster than central processing units (CPU) (Kayid, 2018).
However, a more powerful CPU comes at a higher cost and consumes more power.
One could opt for online services for alternative cost-efficient solutions, such as Google
Colab (Carneiro et al,, 2018). As a result, image classification has become more
accurate. Specifically, vehicle classification in the modern era is accomplished using
deep learning techniques, such as a CNN with the transfer learning method coupled
with the power of modern GPUs, which allows for a significant reduction in training
time.

The framework employs the use of convolutional neural networks to identify
and classify public pickup trucks among other vehicle types, by analyzing image data
extracted from video frames obtained from various traffic cameras across the targeted
network. CNN has been widely used in image and video analysis tasks, including object
detection and image classification. In the context of vehicle detection and
categorization, CNNs can be used to analyze images from traffic cameras and identify
different types of vehicles, such as cars, trucks, buses, and motorcycles. The CNN
algorithm can also be trained to detect specific characteristics of vehicles, such as
license plates, make and model, and number of occupants (Gholamhosseinian & Seitz,
2021). Utilizing the pretrained network is considered highly effective because it has
previously seen a tremendous number of images with thousands of categories. The
mentioned CNN model subsequently adds extra interested classes to the last few
layers of the network to enable its classification of newly added targets. In this case,
the images of Thai-modified pickups and passenger-overloaded trucks are inputted into
the networks to achieve the overcrowded PTPT classifier. However, the inference
speed is slow, and we need to find bounding boxes or the locations of the objects of
interest, i.e., one regular PTPT and two overcrowded ones, in the vicinity of the image

from a CCTV video feed.



Region-based CNNs, such as R-CNN, have been proposed to identify the
bounding box of an object of interest by splitting an image into regions. However, this
approach is time-consuming. Fast R-CNN and Faster R-CNN are subsequently released
to overcome the inference time issues. These methods are classified as two-stage
detectors because they comprise, first, the generation of region proposals by selective
search as in the R-CNN or by a Region Proposal Network and, second, object
classification. Faster R-CNN is over 100 times faster than the traditional R-CNN.
However, single-stage detectors, such as the YOLO (You Only Look Once) and its
variants, such as the You Only Learn One Representation (Wang, Yeh, & Liao, 2021) and
the YOLOX (Ge, Liu, Wang, Li, & Sun, 2021), an anchor-free version of the YOLO, have
recently emerged by directly applying object classification and bounding box
regression (Carranza-Garcia, Torres-Mateo, Lara-Benitez, & Garcia-Gutiérrez, 2021).
Generally, two-stage detectors are more accurate but slower than single-stage
detectors, such as the YOLO.

Thus, in this study, we propose a way to accurately detect overcrowded PTPT
in real time providing valuable information to be fed into other system in the pipeline
and also for policy makers to improve public pickup truck safety and traffic flow in the
area. Therefore, the algorithm should have an acceptable accuracy and inference
speed in the said detection task when using existing traffic cameras. Currently, there is
no model trained specifically for this task. Therefore, to bridge this gap, we propose
training a model to detect the PTPT to ensure road safety and reduce risks associated
with public transport. Many: peer-reviewed papers recommend the YOLOVS5 for real-
time object detection tasks (J. a. Kim, Sung, & Park, 2020; Kwan et al., 2020; Nepal &
Eslamiat, 2022). We have compared all the pretrained YOLOV5 (version 6) models, such
as models N, S, M, L, and X, to find an acceptable one to classify a unique characteristic
of Thai public vehicles and their usage concerning public safety. Precisely, the model
aims to identify whether or not public pickup trucks used for transportation are
overcrowded. We have used the transfer learning technique on our manually labeled
1,239 images in the YOLOV5 PyTorch format (Paszke et al., 2019) in order to recognize

the overcrowded and the normal ones. The implementation of the model is



envisioned to assist in the enforcement of traffic regulations, leading to a decrease in
fatal traffic incidents.

By incorporating artificial intelligence automation, this framework also
decreases the dependence on human resources in the traffic accident prevention task
force (Eraqi et al., 2021). The YOLO model, as described above, facilitates the analysis
of video footage captured by traffic cameras by enabling automatic detection and
classification of vehicles, including the identification of overcrowded vehicles and
license plates. This reduces the need for manual surveillance and intervention. To
further enhance the traffic flow analysis, the results of the traffic count obtained using
YOLO and the distinction between passenger cars and other vehicles can be utilized
in graph theory calculations.

Having successfully automated the collection of traffic data, the next step is to
utilize it in graph network calculations for estimating traffic flow patterns. The flow of
traffic from one node to another in a road network is influenced by factors such as the
network's topology and travel demand characteristics. To understand and analyze this
flow, and to estimate the traffic volume for each road section, the concept of
Betweenness Centrality (BC) was used. BC is a measure of the importance of a node in
a graph based on the number of shortest paths that pass through it (Mahmoody,
Tsourakakis, & Upfal). In the context of transportation network analysis, BC can be used
to identify the most important nodes or links in the network in terms of their role in
connecting other nodes. When applied to an origin-destination matrix, betweenness
centrality can be used to identify the most important locations or transportation hubs
in terms of their connectivity to other locations. For example, a high betweenness
centrality value for a particular location may indicate that it is a major transportation
hub or a key location for connecting different parts of the network (Altshuler, Puzis,
Elovici, Bekhor, & Pentland, 2012). BC can also be a measure that quantifies the
relationship between traffic flow and the roadway network structure using graph theory
principles. It is based on the assumption that drivers prefer the shortest route to reach
their destination (Ali & Abid, 2021). BC is expressed as a percentage of all shortest
routes that pass through specific sections or nodes of interest, serving as an indicator

of their centrality in the defined road network (Freeman, 1977). The theory behind BC



and traffic flow estimation assumes that drivers will most likely choose the shortest
route between their origin and destination (O-D). As a result, sections or nodes with
higher BC indices experience higher traffic demand, resulting in higher traffic volume.

According to previous studies Hillier, Penn, Hanson, Grajewski, and Xu (1993),
Jiang (2009), and Henry, Bonnetain, Furno, Faouzi, and Zimeo (2019), Betweenness
Centrality (BC) has been found to be an effective tool for characterizing the flow of
traffic from one node to another. The results of the study by (Henry et al., 2019)
showed a strong correlation between the estimated traffic flow using BC and the actual
observed traffic volume for each route section. However, other studies have
highlichted that BC alone may not provide a complete picture of traffic movement
(Gigerenzer, 2008). There have been instances where the estimated traffic flow using
BC has been found to be significantly different from the actual traffic volume (Gao,
Wang, Gao, & Liu, 2013). This highlights the fact that other factors, such as familiarity
with a particular route or personal interests in certain activities, also play a role in
drivers' route selection decisions, not just the shortest route. Therefore, the question
remains whether BC can effectively explain the traffic flow in a road network. While
BC has been widely used for traffic flow analysis, it has limitations in terms of
considering other important factors such as traffic demand, speed, travel time, and
road capacity (Kazerani & Winter, 2009). To overcome these limitations, researchers
have proposed modifications to the traditional BC method. In a study by Ye, Wu, and
Fan (2016), they proposed a BC-based method combined with geographic information
to predict traffic flow. The results of the study showed that their modified BC method
was effective in estimating the traffic flow in a road network. It can be concluded that
for accurate traffic flow estimation, BC should be combined with actual traffic demand
on each road section. The volume of pass-by trips on a road section can be estimated
from the average traffic volume of origin-destination (O-D) trips. However, the challenge
remains in determining the volume of O-D trips.

In this research, a modified BC approach is introduced to estimate traffic flow
in the town center of Nakhon Ratchasima, Thailand, which incorporates real-time
Goosgle traffic data and the traffic congestion index (TCl). The aim is to provide a useful

tool for traffic management and decision-making, as well as to improve road safety in



urban areas by utilizing existing public data sources, such as CCTV traffic cameras and
Google traffic data (Kumarage, Bandara, & De Silva, 2018) , especially in the situation
where traffic data collection is not fully available. This approach is expected to be
cost-effective and scalable, as it relies on existing resources rather than requiring new
equipment. The implementation of this method will offer a comprehensive
understanding of traffic conditions in the town center, enabling effective management

of traffic congestion and reduction of hotspots.

1.1  Rationale and Purpose of the Research

This research is motivated by the need to improve traffic management in urban
areas. Urbanization and population growth have led to significant traffic congestion in
cities worldwide. The goal of this research is to address this problem by creating a
framework for policy makers that uses advanced technology aiming to provide a
valuable tool for decision makers to reduce traffic congestion and improve road safety
in urban areas. The research aims to provide a comprehensive solution for traffic
management by focusing on both public pickup truck management and traffic flow in
urban areas. The purpose of the research is the following:

1.1.1 Address the increasing number of road accidents caused by
overcrowded pickup trucks in urban areas. Overcrowded pickup trucks can lead to a
higher risk of accidents due to reduced visibility, increased weight and reduced stability
of the vehicle. Additionally, the increased number of passengers in the truck can lead
to more severe injuries in the event of an accident. Moreover, the overcrowded pickup
trucks can also cause traffic congestion, which leads to delays and increased air
pollution.

1.1.2  Utilize existing open public data such as CCTV traffic cameras and
Google traffic data in urban areas. This can be a cost-effective way to detect and
classify overcrowded pickup trucks in real-time traffic situations. CCTV traffic cameras
are widely used for traffic monitoring and can provide real-time footage of traffic on
roads. Google traffic data, on the other hand, can provide information about the
current traffic conditions on roads without the need for additional equipment or

resources. This can help in reducing the cost of the proposed solution, and also it can



be scalable and can be applied to multiple locations. Furthermore, by utilizing open
public data, the proposed framework can be easily integrated into existing traffic
management systems as well.

1.1.3  Support policy makers in enhancing public pickup truck safety and

traffic flow in the region. It is crucial to improve the overall transportation system and
reduce the number of road accidents caused by overcrowded pickup trucks.
One way to achieve this is by providing a cost-efficient solution that utilizes existing
resources instead of the need for new equipment installation, including publicly
available data such as Goosgle traffic via the Google API. This approach not only saves
costs, but also allows for a more efficient and scalable implementation.

1.1.4  Reduce the number of road accidents, traffic congestion, and improve

overall traffic flow in urban areas.

1.2  Purpose of the Research

1.2.1 The Public Transport Pickup Trucks (PTPT) and Overcrowded Public
Transport Pickup Truck (Overcrowded PTPT) dataset includes image and video footage
collected from traffic cameras and dashboard cameras in the city center areas of
Nakhon Ratchasima both daytime and nighttime conditions.

1.2.2 Traffic flow data collected on Mittraphap Road (Highway 2) passing
through the southwesterly direction both before entering and after exiting the
perimeter of Nakhon Ratchasima city for a week (Monday through Sunday) from 06:00
to 21:00 hours by extracting video footage.

1.2.3 Google Traffic flow data collected on Mittraphap Road (Highway 2)
passing through the southwesterly direction both before entering and after exiting the
perimeter of Nakhon Ratchasima city for a week (Monday through Sunday) from 06:00
to 21:00 hours by obtaining via Google Maps APl at 15 minute-interval.

1.3  Research Questions
1.3.1  How can computer vision aid in reducing manpower for transportation
engineering tasks, such as vehicle counting and distinguishing between overcrowded

public transport pickup trucks and normal ones?



1.3.2  Can the use of Betweenness Centrality in graph theory be enhanced by

combining it with Google Maps data to estimate traffic flow in a predefined network?

1.4  Research Contribution
1.4.1  The results of this study can provide a basis for developing a computer
vision model that can extract and count vehicles from video footage obtained from
traffic cameras, and also detect overcrowded passengers on public transport pickup
trucks (PTPT). The following key points summarize the potential implications of this
study:
1.4.1.1 The development of a real-time deep learning model for the
detection of overcrowded PTPT using existing traffic cameras.
1.4.1.2 A comparison of the existing state-of-the-art deep learning
networks for real-time Thai public pickup truck detection.
1.4.1.3 The open-sourcing of a manually labeled dataset of regular and
overcrowded PTPT for future research purposes.
1.4.2 This research proposes an algorithm that automatically extract
passenger cars from traffic cameras, feed into graph network, and calculate

Betweenness Centrality (BC) to estimate traffic flow in a road network.



CHAPTER 2
LITERATURE REVIEW

In this research, the author divides the literature review into two sections: the
computer vision for data collection and traffic estimation using graph theory. The first
section focuses on the application of computer vision techniques for collecting traffic
data, while the second section focuses on the utilization of graph theory for estimating
traffic patterns and flow.

2.1  Computer Vision for Data Collection

Traditional methods in computer vision are established approaches that do not
depend on machine learning but on mathematical algorithms. Despite their long-
standing usage, they have often been surpassed in performance by deep learning
methods (Ofir & Nebel, 2021). An example of these classic algorithms is the Canny
edge detector (Canny, 1986), which is widely used for detecting curves in an image.
Another study, conducted on Thai roadways in 2013, utilized various classical
computer vision techniques, such as background subtraction, edge detection, and
graph matching, to achieve an accuracy of 87.24% with an efficiency of five cars per
second (Intachak & Wacharin, 2013). These studies demonstrate the usefulness of
classical computer vision techniques, however, recent advancements in deep learning
have shown to be more effective in various computer vision tasks.

In 2019, a study conducted in a similar environment used a Convolutional
Neural Network (CNN) to classify vehicle color and type, including small, medium, large,
and unknown vehicles. The models were trained on 917 images and achieved color
and type classification accuracy rates of 70.09% and 81.62%, respectively (Maungmai

& Nuthong, 2019).
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In 2018, Roecker, Costa, Almeida, and Matsushita (2018a) utilized a
Convolutional Neural Network (CNN) on the Beijing Institute of Technology-Vehicle
dataset, which consisted of 9,850 high-resolution vehicle images. The results showed
approximately 95% precision, recall, and f-measure for the truck classification task.

In the study by Cristiani et al. (2020), the authors aimed to address the issue of
low-light environments that pose a challenge to traffic flow classification using image
processing alone. To overcome this limitation, they introduced a luminosity sensor and
integrated it with Adaboost Classifier image processing techniques to categorize road
congestion. Through their approach, they achieved a remarkable overall accuracy of
92% in traffic flow classification tasks, which highlights the effectiveness of combining
multiple techniques to overcome common challenges in computer vision-based traffic
analysis.

Similarly, Piniarski, Pawlowski, and Dabrowski (2020) aimed to improve
pedestrian detection in infrared images, which is an essential aspect of traffic analysis.
They proposed a method that could speed up the pedestrian detection process,
resulting in a 74% reduction in classification time. The study compared three different
classifiers, including a HOG with an SVM, an aggregate channel feature, and a deep
CNN, and found that the deep CNN model performed the best in terms of accuracy
on various databases.

The proposed Tree-CNN by Roy, Panda, and Roy (2020) utilizes a unique
architecture that addresses a common issue in machine learning models, known as
"catastrophic forgetting." This occurs when adding new information to a model, such
as through transfer learning techniques, leads to a complicated and less effective
model. The tree-like architecture of the Tree-CNN allows the model to adapt and grow
dynamically, accommodating new classes or data without sacrificing performance.

Recent developments in the field of object detection can be classified into two
main categories: single-stage algorithms, such as YOLO (You Only Look Once), and two-
stage algorithms, such as Faster R-CNN. Several studies have compared the
performance of YOLO and Faster R-CNN and have come to the conclusion that YOLO
outperforms Faster R-CNN in terms of accuracy and inference time. The single-stage

nature of YOLO makes it a more efficient method for object detection, as it requires
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fewer computational resources and less time to make predictions compared to the
two-stage Faster R-CNN. As a result, YOLO has become a popular choice for various
applications, including traffic analysis and accident prevention.

Kwan et al. (2020) conducted a study that focused on real-time vehicle
detection and classification using a method called pixel-wise coded exposure. In this
study, the authors directly captured sample videos from pixel-wise coded aperture
cameras, and the resulting images were resized to 448 x 448 pixels and then input into
a YOLOv1 network. The authors reported that this approach resulted in decent
performance for real-time tasks, demonstrating a good balance between speed and
accuracy.

In 2020, J. Kim (2020) proposed techniques for the detection of vehicles driving
in tunnel environments. These techniques combined object detection (using YOLOv2)
with noise reduction and illuminance smoothing applied to image frames obtained
from dashcams. The authors reported a significant improvement of 94.1% in vehicle
detection accuracy. Additionally, Zhu, Wang, Wang, and Chen (2020) conducted a study
on moving object detection (including airplanes, cars, and people) using YOLOV3 in
combination with backeround subtraction on video frames. The results of this study
demonstrated a mean average precision (MAP) of 91% and a processing speed of 27
frames per second (FPS).

In 2020, S. Tabassum (2020) conducted research in Bangladesh that aimed to
detect native vehicles, such as trucks, using the YOLO object detection algorithm. The
results of the study showed a 73% intersection over union (IOU) at a frame rate of 55
frames per second.

Table 2.1 presents a summary of the existing studies that are related to this
research work. It is highligshted that there is currently no detection model available
that can identify pickup trucks that are carrying an excessive number of passengers.
This is the gap that this study aims to address and bridge, by developing a model that
will be able to effectively identify and classify pickup trucks with overloaded

ppassengers.
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Table 2.1 Summary of related studies.

Author Country Method Camera mAP FPS Pickup Overcrowded
(year) Angle (%) Truck Pickup Truck
Maungmai and Thailand CNN Front 84.6* NA Classification X
Nuthong (2019)
(2019)
Roecker, Brazil CNN Front 93.9*% NA Classification*® X
Costa, (2018)

Almeida, and

Matsushita
(2018b)
J. Kim (2020) Korea YOLOV2 Back 94.1* NA Detection* X
(2020)
Zhu et al. China YOLOvV3 All 91.0 27 Detection* X
(2020) (2020) -SOD
S. Tabassum Bangladesh YOLO All 73.0%* NA Detection X
(2020) (2020)
This research Thailand YOLOV5 Back, 95.1 33 Detection Detection
Top
Down
Remarks * accuracy * average all

*X

iou vehicle types

2.2  Traffic estimation using Modified Betweenness Centrality

The utilization of BC (Betweenness Centrality) has been found to be useful in
the estimation of traffic volume and the explanation of the movement of traffic
volume from one node to road sections within the defined road network. When
combined with other factors that could explain the traffic demand for a specific road
section, the utilization of BC can significantly improve the accuracy of traffic flow
estimation.

2.2.1 Traffic Flow Estimation

The collection of traffic count data is crucial for estimating the flow of

traffic along each road section and for determining the origin-destination (O-D) matrix.
To obtain accurate traffic flow estimates, the traffic counting process must be carefully

planned and executed, taking into account factors such as the date, time, number of
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counting points, and location. However, obtaining a large enough dataset for traffic
count information can be a significant challenge, requiring substantial time, cost, and
manpower (Tsapakis, Holik, Vandervalk, Turner, & Habermann, 2017).

To address this challenge, alternative methods have been introduced
that require lower costs, less time, and fewer resources. These methods aim to provide
efficient solutions to urban transportation problems and can be an effective way to
quickly estimate traffic flow within a road network. There are various methods that
have been proposed to estimate traffic flow, including the use of Betweenness
Centrality (BC). BC can be used to explain the selection of a route for travel, but it falls
short of providing a complete explanation of traffic flow, as it does not consider factors
that are dependent on traffic demand.

To achieve a highly accurate estimation of traffic volume, it is necessary
to modify traditional BC methods and to combine them with other techniques. This
combined approach can help to consider the various factors that impact traffic flow
and lead to more reliable and precise traffic flow estimates.

2.2.2 BC (Betweenness Centrality)

Traffic flow estimation is an important aspect in understanding the
behavior of transportation systems in urban areas (Jayasinghe, Sano, & Nishiuchi, 2015).
The measurement of centrality can be applied to describe the structure of nodes
within a road network and provide insight into the movement of traffic (Freeman, 1977,
Krafta, 2001; Sevtsuk & Kalvo, 2016; Sevtsuk & Mekonnen, 2012). Betweenness
Centrality (BC) is a widely adopted method in this regard, which takes into account the
influential nodes within a road network based on their connectivity and the volume
of traffic passing through them (Maurya, Liu, & Murata, 2019).

The concept of BC is based on the notion that a node is considered
central when many vehicles pass through it (Maurya et al., 2019). In other words, a
node with a high value of BC implies that it lies on many shortest paths that drivers
choose to travel to their destination. The BC of a node n within a road network can
be calculated using equation (1) which takes into consideration the number of shortest
paths that vehicles use to travel from node m to node p, and the total number of

paths that pass through node n (Maurya et al., 2019).
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Omp (n)

BC(n)= Zminipc—mp (2.1)

The concept of BC has been applied in the estimation of traffic flow in
a road network. However, it is distinct from other methods in its consideration of the
embedment of geographic space and dynamic properties. When drivers make their
way to their destination, they choose a route based on their physical needs, which
contrasts with the idea behind BC that people typically choose the shortest route.
Despite these limitations, the correlation between actual traffic flow and the flow
estimated from BC has been studied and found to be high, with correlations reaching
up to 0.8 (Crucitti, Latora, & Porta, 2006; Porta, Crucitti, & Latora, 2006; Porta et al.,
2009). However, this method is only suitable for small road networks due to its
limitations, as human behavior such as drivers choosing familiar routes rather than the
shortest ones tends to affect the accuracy of the results (Tomko, Winter, & Claramunt,

2008).

2.2.3 Google Traffic Data

Google Maps, which was introduced in 2005, is a widely used navigation
tool that offers drivers a convenient way to reach their destinations. With continuous
improvements, including the addition of new features and user interface upgrades,
Google Maps has become a valuable resource for drivers. The platform provides real-
time traffic data and density for each road section, enabling drivers to make informed
decisions about which route to take. The tool also provides real-time traffic updates,
suggesting the shortest route and quickest time to reach the destination (Wallin, 2020).
Additionally, Google Maps has been used to identify bottlenecks and estimate queue
lengths (Kumarage et al., 2018). The traffic data provided by Google Maps are collected
through the location and density of cell phone users. The traffic situation on the
platform is represented by four colors (green, yellow, red, and dark red) on each road
section, with green and yellow indicating lisht and medium traffic, respectively, red
indicating traffic congestion causing delays, and dark red indicating heavy traffic

congestion.
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Figure 2.1 Theory of planned behavior model. (Ajzen, 1985)

Google Maps traffic data is a widely utilized tool for estimating traffic
flow and congestion. It uses GPS data obtained from a variety of sources, such as
drivers' mobile phones, transport departments, and road sensors (Sharma, 2017). The
traffic situation on a particular route section is calculated based on the number of
active mobile phones in the area (Petrovska & Stevanovic, 2015). The reliability of
smartphones in estimating traffic situations has been studied by several researchers.
Alvarez et al. (2014) found that the traffic data obtained from smartphones had nearly
99% reliability. Rezzouqj, Gryech, Shihi, Ghogho, and Benbrahim (2018) compared the
speed data from mobile phones with the actual road speed and found that the
accuracy was approximately 75% on weekends and 83% on holidays. Ali and Abid
(2021) observed the travel speed in relation to different traffic situations represented
by Google Maps. They found that when the road section was green, the average speed

was higher than 64 km/h, from 35-64 km/h when yellow, 18-35 km/h when red, and
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less than 18 km/h when dark red. Azad and Islam (2021) proposed a model for
estimating traffic flow using Google traffic data, and the results showed that it can be
a useful tool for estimating traffic volume.

F 3

Speed

>

Ko Density Kiam

Figure 2.2 The Relationship Between Vehicle Speed and Traffic Density

The relationship between traffic speed and density is established, with
speed decreasing as density increases (Venkatachalam & Gnanavelu, 2009). Garcia
Ramirez (2020) explored the feasibility of using Google traffic data to estimate both
speed and volume. The results demonstrated a consistent relationship between speed
and density as indicated in Figure 2.2. However, the challenge remains in determining
familiar routes preferred by drivers over the shortest routes. Nevertheless, the traffic
demand based on human activity can be represented by the traffic situation
determined through the Google Maps engine as described in Section 2.2.2 BC

(Betweenness Centrality)



CHAPTER 3
MATERIALS AND METHODS

The Materials and Methods section of this study can be divided into two main

components: (1) Vehicle Detection based on YOLO and (2) Traffic Flow Estimation using

the Proposed Enhanced Betweenness Centrality. The overall experiments are

structured around the following framework:

A.

Traffic Cameras: CCTV are used to capture video footage of traffic flow
at specific locations in the study areas.

Traffic Volume Extraction: Traffic volume data are extracted from the
video footage obtained from the traffic cameras. This process involves
using computer vision techniques to analyze the video and count the
number of vehicles, particularly passenger cars, passing through the
monitored area.

Volume Prediction: Once the traffic volume data is obtained, a graph
network method (Betweenness Centrality) is employed to predict future
traffic volume.

Evaluation and Analysis: The evaluation and analysis of the prediction's
accuracy and performance involve comparing the predicted traffic
volume with the actual observed volume. This comparison allows for
an assessment of how well the prediction aligns with the real data.
Additionally, the coefficient of correlation is determined to quantify the
level of explainability and the strength of the relationship between the

model's predictions and the actual observed volume.
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Figure 3.1 Overview of Framework

3.1 Vehicle Detection based on YOLO

The methodology of this detection task is summarized in Figure 4. The first step

involved the construction of the dataset, which was achieved by collecting a variety

of images and videos. These images were then annotated to identify regions of normal

and overcrowded public transport passenger terminals (PTPT). To further enhance the

dataset, various techniques were applied as listed in Table 2. The next step was to

fine-tune the pretrained YOLOV5 models, obtained from the official GitHub of the

authors (WZMIAOMIAO, 2022a), to better suit our requirements. In the final evaluation

stage, the finetuned models were compared based on their mean Average Precision

(MAP) and speed in terms of Frames per Second (FPS) for the inference task.
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Figure 3.2 Process Flow Diagram

Table 3.1 Summary of previous studies on WTP for risk reduction and findings.

Steps Detail

Fix Orientation
Preprocessing Resize: Fill (with center crop) in 640 x 640

Auto Adjust Contrast: Using Histogram Equalization

Flip Horizontally
Crop: 0% Minimum Zoom, 2.5% Maximum Zoom
Rotation: Between -15° and +15°

Shear: +£15° Horizontal, £15° Vertical

Grayscale: Apply to 10% of images
Augmentation Hue: Between -25° and +25°
Saturation: Between -25% and +25%
Brightness: Between -25% and +25%
Exposure: Between -25% and +25%

Blur: Up to 1.75 px

Noise: Up to 5% of pixels
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3.1.1 Datasets

The sample images were obtained from a variety of sources including
Google Image Search, photos taken by the authors in local city areas, video clips from
news media, and traffic cameras (Hikvision 4MP Bullet Network Camera) installed
approximately 12 m high on three different pedestrian bridges above highways in
nearby cities. The traffic camera footage captured high-resolution images of the
roadways and surrounding areas from an elevated perspective. A sample image from
the traffic camera can be observed in Figure 3.3. The authors also used an Apple
iPhone 12's main camera (12 million pixels) to capture still images and 1080 p video
at 30 FPS from a car's dashboard level. The sample comprised two main categories of
PTPT: 512 images of modified pickups (PTPT) and 431 images of overcrowded ones
(overcrowded PTPT) and 346 background images, resulting in a total of 1,289 images.
The input images were augmented, as detailed in Table 3.1, and the final dataset
comprised 2,975 images. These images were randomly separated into 80% training set,
10% validation set, and 10% test set. Examples of both the datasets are shown in

Figure 3.4 and Figure 3.5.

Figure 3.3 S x S Grid



Figure 3.5 Overcrowded Public Transport Pickup Trucks (Overcrowded PTPT)
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3.1.2 YOLOvV5 Architecture

YOLO, which was first introduced by Redmon, Divvala, Girshick, and
Farhadi (2015) in 2015, uses a CNN for object detection and bounding box prediction
all at once in a single forward propagation. YOLO takes an input image and divides it
into an equal grid (s x s size), as shown in Figure 3.3. Furthermore, image classification
and bounding box prediction are applied to each grid. The algorithm then outputs the
corresponding class probabilities (i.e., overcrowded or PTPT), coordinates of the
predicted object, and the confidence score of the boxes. In the subsequent YOLOV2,
Redmond et al. added batch normalization, which was initially introduced by loffe and
Szegedy (2015), and a few other techniques to improve the mean average precision
(Redmon & Farhadi, 2016). They have also used Darknet-53 in the feature extraction
layers of the network, improving detection speed and accuracy (Redmon & Farhadi,
2018). YOLOv4 was then proposed to use CSP-Darknet53 as a backbone to address
YOLOV4’s issue in detecting large objects (Bochkovskiy, Wang, & Liao, 2020).

The YOLOV5 (v6.0/6.1) continued to use CSPDarknet53 as a backbone
and replaced the Focus layer, which was introduced in the earlier version to a 6 x 6
Conv2d. Furthermore, the spatial pyramid pooling was then replaced with the SPPF (F
for fast). The SPPF layer increases the receptive field and separates the most important
features from the backbone. The YOLOV5 version 6.0/6.1 (WZMIAOMIAO, 2022b) used
the same head as in YOLOv3 and YOLOv4. Figure 3.6 shows the architecture of the
latest YOLOV5 model L. In summary, Yolov5 now consists of three parts, namely,
backbone (new CSP-Darknet53) for feature formation, neck (SPPF, new CSP-PAN) for
feature extraction, and head (YOLOv3 Head) for detection. C3 denoted in backbone
and neck comprises three convolutional layers and a module cascaded by two types
of bottlenecks. Finally, the last three convolution layers in the head of the network
are detection modules that generate three different feature maps. It is worth
mentioning that since the YOLOV5 version 4.0 (Jocher, 2022), all activation functions
(LeakyReLU or Leaky rectified linear unit (Xu, 2015) and HardSwish (Howard, 2019) used
in convolutional layers are replaced by the Sigmoid linear unit (Elfwing, 2017) to

simplify the architecture.
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Figure 3.6 Model Structure of YOLOV5L (You Only Look Once)

3.1.3 Finetuning

In this study, the authors utilized a transfer learning approach to train

the YOLOV5 models (N, S, M, L, and X) for recognizing overcrowded PTPT. The

pretrained models were obtained from the official GitHub repository of the YOLOV5
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authors (WZMIAOMIAO, 2022a). The training was conducted on an NVIDIA GeForce
RTX2070 GPU using PyTorch 1.8 on Ubuntu 21.04. The authors set the training
hyperparameters to the default values without freezing the backbone (F=0) for a total
of 1,200 epochs with early stopping. The batch size was set to the maximum to fully
utilize the GPU memory and the image size was set to 640x640 to match the pretrained
models. The number of classes was defined as 2.
3.1.4 Performance Metrics

To test and compare the models, we used standard evaluation
indicators of precision, recall, f1 score, average precision (AP), mAP, and FPS. Precision
is the ratio of correctly detected to all detected labels, how many retrieved items are
relevant. Recall is the ratio of correctly detected to all positive targets, how many
relevant items are retrieved. F1 score is the harmonic mean of precision and recall.
The AP metric is known to be a way to describe a precision-recall curve representing
the average of all precision. The mean average precision is simply an average of the
AP of all classes. The final evaluation metric is the FPS, which describes the number
of images that can be processed in one second. Equations. (3.1)-(3.5) define the

formulas as follows:

precision=—— (3.1)
recall=—— (3.2)
b R T Bh e ey (3.3
AP = fol p(r)dr (3.4)
mAP = =¥, AP (3.5)

where TP = true positive, FP = false positive, FN = false negative.
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3.2  Traffic Flow Estimation using the Proposed Enhanced

Betweenness Centrality

To deal with the limitations of traditional BC, it should be combined with other
factors that will increase the accuracy of the traffic flow estimation. The
methodological framework of this study is shown in Figure 3.7 - Methodological
Framework. Traffic volume in any route could be estimated from O-D traffic demand
and traffic volume that a driver passes through to reach a destination. The traffic
volume of the second aspect can be estimated by BC, which will find the shortest
route for a driver. The first term will be explained by the traffic density drawn from

Goosgle traffic data.

Traffic volume (v) of Traffic volume during Traffic volume of pass-
road section i |:> O-D trips on road & by trips of road section
section j i
Traffic density (Google Betweenness centrality
traffic) of road section i of road section i

Figure 3.7 Methodological Framework

3.2.1 Study Area

The empirical examination was carried out in the city center of Nakhon
Ratchasima, Thailand, as indicated in Figure 3.8. Traffic volume data from the northeast
were obtained at Point A, as indicated in the figure. The data was collected from traffic
cameras over the course of one week, from 6:00 AM to 9:00 PM, and was
complemented by typical Google traffic data obtained via Google Maps during the
same hours and days, with updates every 15 minutes for a total of one week. However,
due to ongoing road construction work during that period, the traffic camera data was

substituted with data obtained from traffic sensors. The collected data contained
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missing values that needed to be addressed. To handle this issue, the author
employed a two-step approach. Firstly, when possible, missing values were filled using
data from a comparable period, such as the same time last week. This approach
helped to ensure that the missing values were replaced with relevant and
representative data points. Secondly, in cases where data from the comparable period
was not available, the author resorted to imputing the missing values by calculating
the average value across the same timeframe for all periods. To calculate the TCl, the
percentage of each color was determined within each 15-minute interval and was
calculated using Equation (3.6). Additionally, traffic volume data at Point B was also
collected in order to estimate the traffic movement from Point A through Point B. An
hour difference in traffic data between Point A and Point B was observed for the traffic

volumes distributed on the local roads within Nakhon Ratchasima city center.

.Counting point location @
(Incoming traffic) ~ A\/5ii

/ Point A

o
T NAKHON
RATNCHASIMA

,////’ .
a @ P

Counting point location
(Outgoing traffic)

Figure 3.8 Study Area, City Center of Nakhon Ratchasima, Thailand
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The nodes and road sections (Figure 3.9 and Figure 3.10, respectively)

within Nakhon Ratchasima city center are shown in Figure 3.11, consisting of 13 nodes

and 18 road sections. The traffic volume passing through all the road sections is

estimated by the difference in traffic volume at points A and B.
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3.2.2 Traffic Distribution Based on The BC Method
The traffic volume was simulated by varying the betweenness detour
ratio between 20% and 50%. The index in each route section (i) was multiplied by the

total traffic volume on the main route (V).

V; = BC; x Vyy (3.6)

Note that the input traffic volume V, is calculated as the difference
between the input traffic volume at point A and the output traffic volume at point B,
an hour later. This assumes that the through traffic from A to B takes 60 minutes, which
is the average travel time for this route (109 km). By simulating the probability of traffic
volume, this method accounts for the potential travel decisions drivers may make,
excluding the through traffic.

3.2.3 Betweenness Centrality (BC)

In this study, betweenness centrality (BC) is used to predict the

probability of traffic conditions on each local street. Betweenness centrality is

calculated based on the number of shortest paths that pass-through a given street. A
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street with high betweenness centrality indicates a greater likelihood of it being used
as a pathway to the destination. The equation of Betweenness Centrality is displayed

in Equation (3.7).

Betweenness'[i] = X; keg-{i};d[j k]<r et . W1j] (3.7)

lek

Note that ny is the number of shortest paths from j to k. ny [i] is the
number of shortest paths passing thorough i, with j and k located within search radius
r from i. W[j] is the weight of a specific destination j.

3.2.4 Traffic Congestion Index (TCl)

The traffic data shown by the colors in each section were collected
every 15 minutes for one week, and were divided into four groups: green, yellow, red,
and dark red. The traffic volume distribution from one node passing to another node
passing through different routes is not equal and varies depending on the shortest
route. When traffic speed is low and traffic density is high in a particular road section,
the traffic density in that section (represented by color) is assumed to be high if high
traffic volume from the origin node passes through that route section. The traffic
situation (color) of a road section is assessed using the TCl, which converges with
Equation (3.8). A low TCI (a high percentage of green) indicates low traffic volume, as
only a small number of vehicles from the origin node pass through that route section

(Bastea, 2016).

TCI = (0 X PO) + (1 X P1) + (2 X P2) + (3 X P3) + (4 X P4) (3.8)

The traffic index from Google Maps ranged from 1 to 4, where green =
1, yellow = 2, red = 3, and dark red = 4. The TCl can be calculated using the percentage
of each color within a defined period. For example, within 15 minutes, section A was
green for 10 minutes (66.67%) and yellow for 5 minutes (33.33%). The TCl is calculated
as (0 x 66.67) + (1 x 33.33) = 33.33, indicating that traffic is flowing and traffic density

within the road section is low. Table 3 shows an example of TClI calculation.
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Table 3.2 An Example of the TCl of Different Road Sections

Section PO P1 P2 P3 TCI Traffic situation
A 100 0 0 0 0 Flow/very low density
B 85.42 7.21 2.51 4.86 26.81 Low traffic congestion/low density
C 41.78 | 13.08 | 6.42 | 38.72 142.08 High congestion/high density

3.2.5 Statistical Analysis
We utilize the Pearson correlation coefficient to evaluate the
association between the predicted betweenness centrality outcome and the TCl
(Transitivity Clustering Index). The Pearson correlation coefficient is employed as a
measure of the magnitude and direction of the linear relationship between the two
variables under investigation. The statistical significance of the correlation coefficient
is ascertained by examining the p-value, which furnishes evidence concerning the
correlation coefficient between the outcomes derived from Equation (3.6) to (3.8). In
this investigation, a significance level of 0.05 is set as the threshold for determining
statistical significance.
3.2.6 Traffic Volume Estimation
We evaluated the proposed method by determining the correlation
between the estimated traffic volume and the TCl of a particular road section. The
correlation ranged between 0.1 and 1.0, where a strong positive correlation between
the two factors was indicated by a value higher than 0.5. If the correlation between
the estimated traffic volume based on BC and the TCl is higher than 0.5, the traffic

volume from one area spreading to another can be estimated.
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CHAPTER 4
RESULTS AND DISCUSSION

This section presents the results of the study, which are divided into two main
components: the convolutional neural network (CNN) model and the traffic estimation
model.

4.1 CNN

We compared the performance of five pretrained YOLO models, namely
YOLOvV5N, YOLOvV5s, YOLOvEmM, YOLOvSL, and YOLOv5x, which can be obtained
directly from GitHub WZMIAOMIAO (2022a). Mean average precision (mAP), as defined
in Equation (3.5), was used as the standard metric to evaluate the object detection
model, with higher mAP values indicating greater accuracy. All five models were trained
for 1,200 epochs with early stopping, as indicated in the "Best epoch" column of Table
4.1. The precision, recall, and F1 scores are also presented in the same table and
visualized in Figure 4.1. As shown in Figure 4.2, the loss of our models decreased
sharply in the early steps and gradually converged, coinciding with an increase in

accuracy.

Table 4.1 Evaluation Metrics for Different YOLOV5 Models

Runtime Best mAP_0.5 mAP_0.5:0.95 Precision Recall Fy
Model (secs) epoch (%) (%) (%) (%) (%)
Model X 71973 190 96.44 70.63 94.47 92.29 93.36
Model L 39195 239 95.11 65.65 95.94 93.84 94.88
Model M 29382 296 95.66 69.14 92.60 95.38 93.97
Model S 15736 366 96.32 67.02 90.91 95.40 93.10
Model N 7691 297 96.06 66.63 97.51 90.70 93.98




Since our application requires real-time usage, we need to measure the frames
per second (FPS), which is the reciprocal of the inference time taken by the model per
image and is presented in Table 4.2. As shown, the chosen model should not be used
on an edge device because the FPS is too low for real-time applications. It is worth
noting that different batch sizes and computer environment settings may lead to

varying detection speeds.
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Figure 4.1 Precision, Recall, and Mean Average Precision on Five YOLOv5 Models
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Table 4.2 Inference Speed Comparison.
Model Batch Size FPS (GPU) FPS (CPU)
Model X 8 19 1
Model L 8 33 2
Model M 8 66 4
Model S 8 156 9
Model N 8 256 20
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All the trained models exhibited similar precision and recall rates, as shown in
Figure 4.3, and similar F1 scores, as shown in Figure 4.4. The confusion matrix diagrams
in Figure 4.5 also demonstrated comparable results across the models. Consequently,
the process of selecting the most appropriate model was a trial-and-error endeavor.
In this study, we opted for the YOLOV5L model with a confidence threshold of 0.60
and an intersection-over-union (IOU) threshold of 0.55, as it produced satisfactory

results on both the GPU and CPU, as illustrated in Figure 4.6 and Figure 4.7.
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Figure 4.3 Precision-Recall Curve of YOLOV5L
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Figure 4.7 Multiclass Detection by YOLOV5L (Online, 2016)

It is worth noted that precision is a measure of how accurate the model is
when it classifies an image as overcrowded. A high precision means that the model is
very confident when it classifies an image as overcrowded, and it is unlikely to
misclassify a regular image as overcrowded. On the other hand, recall is a measure of
how many of the actual overcrowded images the model correctly classifies as
overcrowded. A high recall means that the model is able to identify most of the actual
overcrowded images, even if it is not always confident in its classifications. In this case,
the selected YOLO model is able to correctly classify overcrowded PTPT significantly
and misclassify regular ones as overcrowded with high probability, hence the lower

recall. This means that the model is very confident when it classifies an image as



39

overcrowded, but it is likely to miss some of the actual overcrowded images. The use

of larger dataset might help improving the model though.

4.2 BC
The issue of traffic congestion within Nakhon Ratchasima district, particularly
within the central urban region, is a significant concern. The high traffic density

observed in this area results in significant delays and disrupts the normal flow of traffic.
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Figure 4.8 Selected Routes
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The cause of traffic congestion in the area cannot be attributed solely to the
local traffic volume, but also to the volume of traffic originating from the northeast
side and passing through the city in a southwesterly direction. For the purpose of
correlation analysis, only five route sections (10, 12, 13, 14, and 15 - Figure 4.8) were
included, as these were found to exhibit significant changes in traffic conditions as
measured by the Google Traffic Index. Figure 4.9 displays the estimated traffic volume
for these monitored routes within the BC search radius of up to 50% detour. The figure
presents the relative traffic volume in time-temporal format based on a survey traffic
volume at point A and a constant value of BC. The distribution of traffic for the 20%
detour shows a significant proportion in Section 13, while the distribution is more
evenly spread for detours of 30%, 40%, and 50%.

The accuracy of the estimated traffic volume (V) was evaluated by conducting
a statistical analysis with the TCl obtained from Google Maps and determining the
correlation between the estimated traffic volume based on BC and the TCl. As depicted
in Figure 4.10, the correlation coefficients for all detour ratios exhibit a similar trend.
Notably, the 20% detour ratio yielded the lowest correlation, while the 30%, 40%, and
50% detour ratios demonstrated a clustered pattern. Specifically, the 50% detour ratio

displayed the highest correlation coefficient among all days, with the level of BC
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probability presented in Figure 4.11. Furthermore, the results for weekdays and

weekends showed the best correlation on Monday and Saturday, respectively, with

reported correlation coefficients of 0.56 and 0.57.
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Therefore, the proposed method using BC combined with the TCl
demonstrated promising results in estimating traffic flow within a road network,
specifically in the central area of Nakhon Ratchasima, Thailand. The strong positive
correlation between the BC index and Google traffic data indicates the effectiveness
of the proposed method. Furthermore, the significant correlation between the
estimated traffic volume and the TCl retrieved from Google Maps suggests that the
proposed measure is a reliable tool for describing the spread of traffic through the
road sections effectively.

The correlation results revealed that the estimated traffic volume for Monday
is the most significant among weekday observations, with a correlation coefficient of
0.56. Meanwhile, the result for Saturday is the most significant among weekends, with
a correlation coefficient of 0.57. These findings highlight the importance of considering
the day of the week when estimating traffic flow, as it can significantly impact the
accuracy of the results.

Overall, the proposed method can provide valuable insights into traffic flow
patterns and help inform traffic management strategies in urban areas, particularly in
locations with high traffic density and congestion. Further research is necessary to
assess the generalizability of the proposed method to other road networks and urban areas.

The proposed measure can be used to estimate the distribution of traffic
volume from one area to another. However, it is necessary to compare the traffic flow
estimated from BC in each road section with the actual traffic density in that section,
which could be high due to traffic demand within the area and not from the northeast.
Therefore, this method should be validated by comparing the estimated traffic volume
with the actual traffic volume collected in the field. Another limitation is that the BC
result only explains the impact of traffic congestion on monitored routes, which
comprise only a fraction of the entire road network. Unmonitored routes that
experience traffic congestion, such as through traffic routes, were excluded from this
study. It is crucial to validate the simulation results of through traffic routes by
considering other factors that may cause congestion, such as road width or the number
of lanes. Thus, before confirming the simulation results, we recommend validating the

through traffic routes.



CHAPTER 5
CONCLUSIONS

The key findings that addressed the two primary research questions can be
summarized as follows:

How can computer vision aid in reducing manpower for transportation
engineering tasks, such as vehicle counting and distinguishing between overcrowded
public transport pickup trucks and normal ones?

We have presented a novel approach for the identification of illegal usage of
public light pickup trucks, which have been known to pose a significant risk to road
safety, was proposed. An object detection system was developed and trained using a
variety of state-of-the-art, pretrained YOLOV5 models. The models were subsequently
fine-tuned to optimize detection accuracy. The results of the study indicate that this
approach is an effective method for identifying overcrowded vehicles and promoting
road safety. The results of the study indicate that the large version (L) of the pretrained
weights provided an acceptable balance between accuracy and speed, making it the
most practical option for the real-world application of detecting overcrowded trucks
and ensuring road safety.

We labeled our image dataset by hand and trained on well-known and up-to-
date YOLOV5 (You Only Look Once) pretrained models from the smallest (N) to the
biggest (X). We compared the finetuned models in terms of both accuracy and speed.
We selected the large version (L) because it provided the best balance of speed and
accuracy compared with the other models. The chosen model was tested on a video
and displayed in the previous section. As per our findings, we conclude that using the
YOLOVSL algorithm with our custom dataset is the best option for detecting
overcrowded trucks and ensuring road safety.

We recommend further optimization and pruning of the fine-tuned model to

reduce its size and improve real-time detection speed.
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Can the use of Betweenness Centrality in graph theory be enhanced by
combining it with Google Maps data to estimate traffic flow in a predefined network?

We have proposed a simple and cost-effective alternative approach utilizing
the combination of the BC index and TCl was presented to estimate traffic flow within
a road network. The road network of central Nakhon Ratchasima, Thailand was chosen
as the case study to evaluate the efficacy of the proposed method. The simulation
results revealed a strong positive correlation between the BC index and Google traffic
data. The findings suggest that there is a significant correlation between the estimated
traffic volume and the TCl obtained from Google Maps, indicating that the proposed
method can effectively capture the distribution of traffic across the road segments.
The correlation analysis also revealed that the estimated traffic volume for Mondays
was the most significant among weekdays, and Saturdays were the most significant
among weekends.

We recommend for the following future study:

1) Validation of the proposed method by comparing estimated traffic volume
with actual traffic volume data collected in the field. This will help to determine the
accuracy of the proposed method in estimating traffic flow distribution from one area
to another.

2) Further investigation of through traffic routes that did not indicate congestion
and were excluded from the study. Factors such as road width or number of lanes
may be contributing to unchanging congestion on these routes and should be
examined.

3) Consideration of traffic demand within a specific area as a factor in
determining traffic density. Currently, the proposed method only compares traffic flow
in a specific road section to the density of traffic in that section, but traffic demand
within the area could also be contributing to the density.

4) Further research on the impact of traffic congestion on through traffic routes
and the potential effects on traffic flow distribution in a road network.

In summary, this research presents a novel approach for the detection and
classification of overcrowded pickup trucks in traffic using a combination of computer

vision and graph theory. The proposed method can be utilized in various applications
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such as traffic management and road safety, which can help in reducing the number
of road accidents caused by overcrowded pickup trucks in urban areas and improving
the overall traffic flow. By integrating these advanced technologies, the proposed
framework can provide a more efficient way to estimate traffic flow and identify traffic
congestion hotspots, enabling policy makers to make more informed decisions on
traffic management. Furthermore, by using existing open public data, the proposed
method is cost-effective, scalable, and can be applied in multiple locations, making it
a valuable tool for traffic management in urban areas. Overall, this research aims to
provide a comprehensive solution for traffic management by focusing on both public
pickup truck management and traffic flow in urban areas, ultimately leading to safer

roads and a more efficient transportation system.
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Abstract: Thailand has been on the World Health Organization (WHO)'s
notorious deadliest road list for several years, currently ranking eighth on the
list. Among all types of road fatalities, pickup trucks converted into vehicles
for public transportation are found to be the most problematic due to their
high occupancy and minimal passenger safely measures, such as safety belts.
Passenger overloading is illegal, but it is often overlooked. The country often
uses police checkpoints to enforce traffic laws. However, there are few or no
highway patrols to apprehend offending drivers. Therefore, in this study, we
propose the use of existing closed-eireuit television (CCTV) traffic cameras
with deep learning techniques to classify overloaded public transport pickup
trucks (PTPT) to help reduce accidents As the said type of vehicle and
its passenger occupancy characteristics are unique, a new model is deemed
necessary. The contributions of this study are as follows: First, we used various
state-of-the-art object detection YOLOWS (You Only Look Onee) models to
obtain the optimum overcrowded model pretrained on our manually labeled
dataset. Second. we made our custom dataset available. Upon investigation,
we compared all the latest YOLOvS models and discovered that the YOLOvSL
yiclded the optimal performance with a mean average precision (mAP) of
95.1% and an inference time of 33 frames per second (FPS) on a graphic
processing unit (GPU). We aim to deploy the selected model on traffic control
computers to alert the police of such passenger-overloading violations. The
use of a chosen algorithm is feasible and is expected to help reduce traflie-
related fatalities.

Keywords: Public vehicle classification; passenger overloading detection; deep
learning; CNN: YOLOvS
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1 Introduction

Thailand is again included in the World Health Organization (WHO)'s infamous list of the
deadliest traffic fatalities worldwide. In a 2018 global status report on road safety, the WHO ranked
Thailand 8th out of 175 other countries, an improvement from the previous two surveys in which
Thailand ranked 2nd [1]. In 2018, the death toll from road accidents was determined to be 22,491
people, with a fatality rate of around 32.7 per 100,000 people. The number could be significantly worse
than it appears to be due to data collection incompetency []. Fatalities involving public transportation
are typically high in terms of occupancy size (18,584 accidents in 2018, a 33.79% increase from the
previous vear) [2]. As of April 2022, motorcycles accounted for 52.7% (i.e., 21.8 million) of all vehicles
registered in Thailand, followed by sedans (26.6%) and light pickup trucks (17%) [3]. One reason
pickup trucks are in high demand is that the government state oil fund subsidizes 50%: of every increase
in diesel price. Moreover, biodiesel B20, which is a less expensive alternative to regular diesel, has
become commercially viable and was endorsed by the Energy Ministry in 2019. This has resulted in
the increase in terms of the market share of 1-ton trucks. As previously stated, pickup trucks are
cost effective and therefore are modified to serve as a mode of public transportation. Approximately
100,000 public transport pickup trucks (PTPT) are currently registered with the Department of Land
Transport, which is equivalent to the US Department of Motor Vehicles. These trucks have taken over
the streets of the country, displacing regular buses. Depending on the structure and model, PTPTs can
accommodate eight seated passengers and four to six standing passengers. Most truck operators are
private companies that must pay additional taxes and fees to operate on designated routes. Therefore,
the operators often carry as many passengers as they can, Typically, this means that they wait for
passengers to arrive and fill the vehicle. This results in being behind schedule. Thus, they must exceed
speed limits, breaking numerous traffic laws and increasing the risk of injury and death. The Thai
traffic authority has a limited number of highway patrols to conduct traffic stops. Furthermore, they
rely on roadblocks and closed-circuit television (CCTV) cameras to enforce traffic laws to minimize
road accidents.

There are two broad categories related to overloading detection: physical sensors and computer
vision. Sensors are used in intelligent transportation systems (ITS), such as Bluetooth, laser, radio
wave, infrared, etc., to sense the weight of the vehicles. The use of weight sensors combined with loop
induction sensors necessitates physical installations, i.e., opening a road surface and blocking traffic.
Computer vision can use existing cameras. In case of a new installation, tampering with the road
surface and road blocking is minimal. Recently, the use of computer vision has been developed and
made available. Compared with ITS solutions, they are less expensive and easier to maintain.

In this study, we focus on computer vision category. Classic machine learning methods, such as
feature extraction using histogram of oriented gradients (HOG), classification using support vector
machine (SVM), and many others have been used and achieved satisfactory results. In recent years,
deep learning techniques have become widely popular, especially since the introduction of various
convolution neural network (CNN) algorithms in 2012, Hardware, particularly graphic processing
units (GPU), also plays a significant role in reducing the time required to train a model because they
are much faster than central processing units (CPU) [4]. However, a more powerful CPU comes at a
higher cost and consumes more power. One could opt for online services for alternative cost-efficient
solutions, such as Google Colab [5]. As a result, image classification has become more accurate.
Specifically, vehicle classification in the modern era is accomplished using deep learning techniques,
such as a CNN with the transfer learning method coupled with the power of modern GPUSs, which
allows for a significant reduction in training time. The pretrained network is considered highly effective
because it has previously seen a tremendous number of images with thousands of categories. The
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mentioned CNN model subsequently adds extra interested classes to the last few layers of the network
to enable its classification of newly added targets. In this case, the images of Thai-modified pickups
and passenger-overloaded trucks are inputted into the networks to achieve the overcrowded PTPT
classifier. However, the inference speed is slow, and we need to find bounding boxes or the locations of
the objects of interest, i.e., one regular PTPT and two overcrowded ones, in the vicinity of the image

from a CCTV video feed.

Region-based CNNs, such as R-CNN, have been proposed to identify the bounding box of an
object of interest by splitting an image into regions. However, this approach is time-consuming. Fast
R-CNN and Faster R-CNN are subsequently released to overcome the inference time issues. These
methods are classified as two-stage detectors because they comprise, first, the generation of region
proposals by selective search as in the R-CNN or by a Region Proposal Network and, second, object
classification. Faster R-CNN is over 100 times faster than the traditional R-CNN. However, single-
stage detectors, such as the YOLO (You Only Look Once) and its variants, such as the You Only
Learn One Representation [0] and the YOLOX [7], an anchor-free version of the YOLO, have recently
emerged by directly applying object classification and bounding box regression [%]. Generally, two-
stage detectors are more accurate but slower than single-stage detectors, such as the YOLO.

Thus, in this study, we propose a way to accurately detect overcrowded PTPT in real time.
Therefore, the algorithm should have an acceptable accuracy and inference speed in the said detection
task when using existing traffic cameras. Currently, there is no model trained specifically for this task.
Therefore, to bridge this gap, we propose training a model to detect the PTPT. Many peer-reviewed
papers recommend the YOLOWS for real-time object detection tasks [Y—11]. We have compared all the
pretrained YOLOvS (version 6) models, such as models N, 8, M, L, and X, to find an acceptable one
to classify a unique characteristic of Thai public vehicles and their usage concerning public safety.
Precisely, the model aims to identify whether or not public pickup trucks used for transportation are
overcrowded. We have used the transfer learning technique on our manually labeled 1,239 images in
the YOLOvS5 PyTorch format [12] in order to recognize the overcrowded and the normal ones. The
use of the model is expected to aid in the enforcement of traffic laws, reducing severe traffic mortality.
The aforementioned contributions of this study can be summarized as follows:

1. We proposed a real-time deep learning model to detect overcrowded PTPT using existing traffic
cameras.

2. We compared the existing state-of-the-art networks of deep learning for real-time Thai public
pickup truck detection.

3. We open-sourced our manually labeled dataset of regular PTPT and overcrowded ones.

2 Literature Review

Traditional methods in computer vision are known approaches that do not rely on machine
learning but on mathematical algorithms; often, they are outperformed by deep learning methods
[13]. An example of these classic algorithms is the Canny edge detector [14], which is used to find
curves in an image. Another study using classical approaches was conducted on Thai roadways in
2013 using various techniques, such as background subtraction, edge detection, and graph matching,
which obtained 87.24% accuracy with effectiveness of five cars per second [!5].

In 2019, a more recent study with a similar environment used a CNN to classify vehicle color and
type, i.e., small, medium, large, and unknown. The models were trained on 917 images and achieved
color and type classification accuracy of 70.09% and 81.62%, respectively [10].
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Roecker et al. [17] used a CNN on the Beijing Institute of Technology-Vehicle dataset, which
comprised 9,850 high-resolution vehicle images and obtained approximately 95% of precision, recall,
and f-measure for truck classification tasks.

Cristiani et al. [18] proposed a traffic flow classification method based on image processing in
conjunction with a luminosity sensor to overcome lighting issues at night and in other low-light
environments, such as fog and rain. They used an Adaboost Classifier image processing technique
to categorize road congestion. They achieved an overall accuracy of 92% in traffic flow classification
tasks.

Meanwhile, Piniarski et al. [1Y] proposed a method to speed up pedestrian detection in infrared
images, resulting in a 74%: reduction in classification time. The classifiers analyzed in this study were a
HOG with an SVM, an aggregate channel feature, and a deep CNN. The authors confirmed that their
CNN model obtained the best accuracies for various databases.

Roy et al. [20] proposed the use of Tree-CNN to address a “catastrophic forgetting” problem in
which adding new information, such as transfer learning techniques, tends to complicate the trained
model. The tree-like architecture can grow and learn to accommodate new classes or data adaptively.

As mentioned in the previous section, recent approaches in object detection can be broadly
categorized into two categories, namely, single-stage (YOLO) and two-stage algorithms (Faster
R-CNN). Several studies have concluded that the YOLO algorithm outperformed the Faster R-CNN
in terms of accuracy and inference time.

A study conducted by Kwan et al. [10] on real-time vehicle detection and classification adopted
a method called pixel-wise coded exposure to condense multiple frames into a single frame. They
directly captured sample videos from pixel-wise coded aperture cameras. The input image was resized
to 448 x 448 pixels and input into a YOLOvL. The authors achieved decent results for real-time tasks
in terms of speed and accuracy.

In 2020, Kim [2 1] introduced techniques to detect vehicles driving ahead in tunnel environments.
The techniques used past object detection (YOLOv2) and discovered noise reduction and illuminance
smoothing, which was applied to image frames obtained from dashcams. The authors reported a
94.1% improvement in vehicle detection accuracy. There is another study conducted by Zhu et al. [22
on moving vehicles (airplane, car, and person) detection using the YOLOv3 in conjunction with
background subtraction image frames in videos. They reported 91% mAP and 27 frames per second
(FPS).

In Bangladesh, researchers used the YOLO to detect their native vehicles, such as trucks and
achieved a 73% 10U (intersect over union) at 55 FPS [23].

In Table |, we have tabulated existing works that are closely related to this study. As previously
stated, there is no existing detection model to identify pickup trucks that are overloaded with
passengers. Consequently, the authors have developed a model to accomplish the said task.

Table 1: Summary of related studies

Author Country  Method Camera mAP (%) FPS Pickup truck Overcrowded
(year) angle pickup truck

Maungmaiet al. Thailand CNN Front 84.6% NA  Classification X
[1a] (2019)

(Continued)
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Table 1: Continued

Author Country  Method Camera mAP (%) FPS Pickup truck Owvercrowded
(year) angle pickup truck
Roecker et al. [17] Brazil CNN Front 93,94 NA  Classifications X
(2018)
Kim [21] Korea YOLOv2 Back 94.1% NA  Detections X
(2020)
Zhu et al. [77] China YOLOv3- All 91.0 27 Detection# X
(2020) SOD
Tabassum et al.  Bangladesh YOLO All T30 NA  Detection X
23] (2020
This research Thailand YOLOvS Back, Top 95.1 33 Detection Detection
Down
Remarks * gceuracy + average all
s foU vehicle types

3 Materials and Methods

The procedures of this study are summarized, as shown in Fig. 1. We began constructing our
dataset as described in the next section by collecting various images and videos. Subsequently, we
proceeded to annotate parts of still images that represent two classes of normal and overcrowded
PTPT. Once we obtained the dataset, we augmented the originals by applying various techniques, as
listed in Table 2. In the training phase, we finetuned the pretrained YOLOvS models obtained from
the authors’ official GitHub [24]. Following that, we compared all finetuned models for the mAP and
speed in terms of FPS for our inference task.

Data Labelling

Data Collection Data
(Overcrowded/
(Images/Videos) PTPT) Augmentation
Finatuning
Maodsl Inference Pretrained
Models

Figure 1: Process flow diagram

Table 2: Data augmentation

Steps Detail

Preprocessing Fix orientation
Resize: Fill (with center crop) in 640 x 640
Auto adjust contrast: Using histogram equalization

(Continued)
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Table 2: Continued
Steps Detail

Augmentation Flip horizontally
Crop: 0% minimum zoom, 2.5% maximum zoom
Rotation: Between —15° and +15°
Shear: +15° horizontal, £15° vertical
Grayscale: Apply to 10% of images
Hue: Between —25° and +25°
Saturation: Between —25% and +25%
Brightness: Between —25% and +25%
Exposure: Between —25% and +25%
Blur: Up to 1.75 px
Noise: Up to 5% of pixels

3.1 Datasets

The sample images were obtained from Google Image Search, photos taken by the authors in local
city areas, video clips from news media, and traffic cameras (Hikvision 4 MP Bullet Network Camera)
installed approximately 12 m high on three different pedestrian bridges above highways in nearby cities.
A sample image from the traffic camera can be observed in Fig. 2. The authors used an Apple iPhone
12’s main camera (12 million pixels) to capture still images and 1080 p video at 30 FPS from a car’s
dashboard level. The sample comprised two main categories of PTPT: 512 images of the modified
pickups (PTPT), 431 images of the crowed ones (overcrowded PTPT), and 346 background images,
which resulted in a total of 1,289 images. We manually annotated each image in a YOLOvS PyTorch
TXT format (class_id center_x center_y width height). As shown in Tuble 2, the input images were
augmented per item and batch to a final total of 2,975 images. The dataset was randomly separated
into 80% training set, 10% validation set, and 10% test set. An example of both datasets is shown in
Figs. 3 and 4.

Figure 2: S x S grid
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Figure 4: Overcrowded public transportation pickup trucks (Overcrowded PTPT)

3.2 YOLOvS Architecture

YOLO, which was first introduced by Redmon et al. [25] in 2015, uses a CNN for object detection
and bounding box prediction all at once in a single forward propagation. YOLO takes an input
image and divides it into an equal grid (s x s size), asshown in Figz. 2. Furthermore, image classification
and bounding box prediction are applied to each grid. The algorithm then outputs the corresponding
class probabilities (i.e., overcrowded or PTPT), coordinates of the predicted object, and the confidence
score of the boxes. In the subsequent YOLOv2, Redmond et al. added batch normalization, which
was initially introduced by loffe et al. [26], and a few other techniques to improve the mean average
precision [27]. They Redmon et al. have also used Darknet-53 in the feature extraction layers of the
network, improving detection speed and accuracy [28]. YOLOv4 was then proposed to use CSP-
Darknet53 as a backbone to address YOLOv4's issue in detecting large objects [29].

The YOLOVS5 (v6.0/6.1) continued to use CSPDarknet33 as a backbone and replaced the Focus
layer, which was introduced in the earlier version to a 6 x 6 Conv2d. Furthermore, the spatial pyramid
pooling was then replaced with the SPPF (F for fast). The SPPF layer increases the receptive field
and separates the most important features from the backbone. The YOLOVS version 6.0/6.1 [24] used
the same head as in YOLOv3 and YOLOv4. I'1z. 5 shows the architecture of the latest YOLOvS
model L. In summary, Yolov5 now consists of three parts, namely, backbone (new CSP-Darknet53)
for feature formation, neck (SPPF, new CSP-PAN) for feature extraction, and head (YOLOv3 Head)
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for detection. C3 denoted in backbone and neck comprises three convolutional layers and a module
cascaded by two types of bottlenecks. Finally, the last three convolution layers in the head of the
network are detection modules that generate three different feature maps. It is worth mentioning that
since the YOLOVS version 4.0 [30], all activation functions (LeakyReLU or Leaky rectified linear unit
[31] and HardSwish [32]) used in convolutional layers are replaced by the Sigmoid linear unit [33] to

simplify the architecture.
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3.3 Finetuning

The authors employed a transfer learning technique to train the models because of its simplicity
and shorter training time. We have used the pretrained YOLOvS5 models N, S, M, L, and X to recognize
overcrowded PTPT. All pretrained weights were obtained from the official GitHub repository. All
models were trained and inferred to Ubuntu 21.04 with PyTorch 1.8 on an NVIDIA GeForce
RTX2070. We then set the training hyperparameters to default without freezing the backbone (F = 0)
for 1,200 epochs with early stopping. The training batch size was set to the maximum number to fully
use the GPU memory. Furthermore, the image size was set to 640 = 640 to match the pretrained
models. The number of classes was then set to 2.

3.4 Performance Metrics

To test and compare the models, we used standard evaluation indicators of precision, recall, f1
score, average precision (AP), mAP, and FPS. Precision is the ratio of correctly detected to all detected
labels, how many retrieved items are relevant. Recall is the ratio of correctly detected to all positive
targets, how many relevant items are retrieved. F, score is the harmonic mean of precision and recall.
The AP metric is known to be a way to describe a precision-recall curve representing the average of all
precision. The mean average precision is simply an average of the AP of all classes. The final evaluation
metric is the FPS, which describes the number of images that can be processed in one second. Eqs. (1)
(5) define the formulas as follows:

.. TP
Precision = TP L FP (1)
TP
Recall = ———— (2)
TP+ FN
2 % Precision = Recall 2% TP 3)
"~ " Precision + Recall ~ 2% TP+ FP+ FN (
where TP = true positive, FP = false positive, FN = false negative
1
AP =/ p(r)dr (4)
- .
mAP = — |AP’ (3)
ne—in

4 Results and Discussion

In this section, we compare the five pretrained YOLO models, which include YOLOw3n,
YOLOv3s, YOLOvVS m, YOLOvSL, and YOLOv5x. These pretrained weights can be found and
downloaded directly from GitHub [34]. The standard metric used to evaluate the object detection
model is the mean AP, as described in Fq. (5). Higher mAP values were noted to imply better accuracy.
All five models were trained for 1,200 epochs with early stopping, as seen in the “Best epoch” column
shown in Table 3. The precision, recall, and F, values are also shown in the same table and plotted
in Fig. 6. As shown in Fig. 7, our models dropped in losses steeply in the early steps and gradually
converged. This coincided with an increase in accuracy.
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Table 3: Evaluation metrics for different YOLOvS models
Model Runtime  Bestepoch mAP_0.5 mAP_0.5:095 Precision Recall (%) F, (%)

(secs) (%a) (%) (%a)
Model X 71973 190 96.44 70.63 94.47 92.29 93.36
Model L 39195 239 95.11 65.65 95.94 93.84 94.88
Model M 29382 206 05.66 69.14 92.60 95.38 93.97
Model S 15736 366 96.32 67.02 90.91 95.40 93.10
Model N 7691 297 96.06 66.63 97.51 90.70 93.98
metrics/mAP_0.5:0.95 metrics/mAP_0.5
Sup
o
metrics/precision metrics/recall

o B=

Hor:

= Model L = Hodel M o ‘odel X = Model L. = Mot

Figure 6: Precision, recall, and mean average precision on five YOLOvS5 models
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Figure 7: (Continued)
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Figure 7: Train and validation loss

Because our application calls for real-time use, we need to also measure the FPS. The FPS is a
reciprocal of the inference time taken by the model per image and is summarized in Table 4. As can be
seen, the selected model should not be used on an edge device because the FPS is too low for real-time
applications. It is also worth mentioning that different batch sizes and computer environment settings
will result in different detection speeds.

Table 4: Inference speed comparison

Model Batch Size FPS (GPU) FPS (CPU)
Model X 8 19 1

Model L 8 33 2

Model M 8 6 4

Model S 8 156 9

Model N 3 256 20

All trained models were similar in terms of precision and recall (see Fig. 8) as well as F, score
(see Fig. 9). The models showed similar results in confusion matrix diagrams (see Fig. 10). Therefore,
selecting the model to use was a trial-and-error process. In this study, we chose YOLOvSL with a
confidence threshold of 0.60 and an 10U threshold of 0.55. These results were satisfied on both the
GPU and CPU based on the accuracy, as shown in Figs 11 and 12,
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Figure 12: Multiclass detection by YOLOvSL [36]

5 Conclusions

In this study, we have focused in developing an object detection system to detect the illegal use of
public light pickup trucks that could lead to road injury and fatality. We labeled our image dataset by
hand and trained on well-known and up-to-date YOLOvS5 (You Only Look Once) pretrained models
from the smallest (N) to the biggest (X). We compared the finetuned models in terms of both accuracy
and speed. We selected the large version (L) because it provided the best balance of speed and accuracy
compared with the other models. The chosen model was tested on a video and displayed in the previous
section. As per our findings, we conclude that using the YOLOv5L algorithm with our custom dataset
is the best option for detecting overcrowded trucks and ensuring road safety. However, our model was
performed at about 2 FPS on the CPU which considered too low for a real-time detection task. GPU
utilization could be used to gain better FPS in the meantime. An optimization to achieve higher frame
rate is recommended in the future. Furthermore, standing passengers in the back of an overcrowded
PTPT could obscure the license plate from camera view. This would then obstruct a traffic enforcement
system from capturing photographic evidence of violating vehicles. Improvements should thus be
addressed in the future.

Acknowledgement: We are grateful to the people behind the libraries and frameworks used in this study,
specifically Ultralytics and Facebook PyTorch, which provided all the tools needed in the modern deep
learning industry.

Funding Statement: This work was supported by (i) Suranaree University of Technology, (ii) Thailand
Science Research and Innovation, and (iii) National Science Research and Innovation Fund (Grant
Number: RU-7-706-59-03).

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding
this study.

References

[1] World Health Organization, “Global status report on soad safety,” Geneva, Switzerland, 7 November 2018,

[2] K. Lurstwut, W. Phothiyod and C. Ounban, “Development model of participation to prevent road traffic
accident by engaging multilateral networks in lamphun province.” Lanna Public Health Journal, vol. 14,
no. 1, pp. 59, 2018.

[3] Department of Land Transportation, “Transport slatistics report in 2021, Bangkok, Thailand, 2021.




70

CMC, 2023, vol.74, no.3 5387

[4] A.M. Kayid, “Performance of cpus/gpus for deep learning workloads,” Research report, Faculty of Media
Engineering and Technology, The German University in Cairo, Cairo, Egypt, 2018,

[5] T. Carneiro, R. V. Medeiros Da Nobrega, T. Nepomuceno, G. -B. Bian, V. H. C. De Albuquerque et al,
“Performance analysis of google colaboratory as a tool for accelerating deep learning applications,” IEEE
Access, vol. 6, pp. 61677-61685, 2018.

[6] C.-Y. Wang, L. -H. Yeh and H. -Y. M. Liao, “You only learn one representation: Unified network for
multiple tasks,” arXiv:2105.04206, pp. 1-11, 2021.

[71 Z.Ge, S Liu, F. Wang, Z. Liand J. Sun, *Yolox: Exceeding yolo series in 2021, arXiv:2107.08430, pp. 1-7,
2021.

[8] M. Carranza-Garcia, J. Torres-Mateo, P. Lara-Benitez and J. Garcia-Gutiérrez, “On the performance of
one-stage and two-stage object detectors in autonomous vehicles using camera data,” Remote Sensing, vol.
13, no. 1, pp. 89, 2021.

[9] I -a. Kim, L -Y. Sung and S. -h. Park, “Comparison of faster-renn, yolo, and ssd for real-time vehicle type
recognition,” in 2020 TEEE Int. Conf. an Consumer Electronics-Asia ( {CCE-Asia ), Seoul, Korea, pp. 1-4,
2020.

[10] C. Kwan, D. Gribben, B. Chou, B. Budavari, J. Larkin ef al, “Real-time and deep learning based vehicle
detection and classification using pixel-wise code exposure measurements,” Electronics, vol. 9, no. 6, 1014,
pp. 1-21, 2020.

[11] U. Nepal and H. Eslamiat, “Comparing yolowv3, yolov4 and yolov5 for autonomous landing spot detection
in Faulty uavs,” Sensors, vol. 22, no. 2, pp. 464, 2022,

[12] A.Paszke, S. Gross, F. Massa, A. Lerer, . Bradbury ef al, “Pytorch: An imperative style, high-performance
deep learning library,” arXiv:1912.01703, pp. 1-12, 2019.

[13] N.Ofirand ). -C. Nebel, “Classic versus deep learning approaches to address computer vision challenges,”
arXiv:2101.09744, pp. 1-6, 2021.

[14] I Canny, “A computational approach to edge detection,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. PAMI-8, no. 6, pp. 679-698, 1986,

[15] T. Intachak and K. Wacharin, “Vehicle deteetion and classification system for tralfic video surveillance,”
in The 5th Conf. on Application Research and Development { ECTI-CARD ), Bangkok, Thailand, 2013.

[16] W. Maungmai and C. Nuthong, “Vehicle classification with deep learning,” in 2019 [EEE 4th Int. Conf. on
Computer and Communication Systems ( [CCCS ), Singapore, pp. 294-298, 23-25 February 2019.

[17] M. N. Roecker, Y. M. G. Costa, J. L. R. Almeida and G. H. G. Matsushita, “Automatic vehicle type
classification with convolutional neural networks,” in 2018 25th Int. Conf. on Systems, Signals and Image
Proc. (IWSSIP), Maribor, Slovenia, pp. 1-5, 2018.

[18] A. L. Cristiani, R. Immich, A. T. Akabane, E. R. M. Madeira, L. A. Villas et al., “Atrip: Architecture for
traffic classification based on image processing,” Fehicles, vol. 2, no. 2, pp. 303-317, 2020.

[19] K. Piniarski, P. Pawlowski and A. Dabrowski, “Tuning of classifiers to speed-up detection of pedestrians
in infrared images,” Sensors, vol. 20, no. 16, pp. 4363, 2020.

[20] D. Roy, P. Panda and K. Roy, “Tree-cnn: A hierarchical deep convolutional neural network for incremental
learning.” Newral Netw, vol. 121, pp. 148-160, Jan 2020.

[21] I Kim, “Vehicle detection using deep learning technique in tunnel road environments,” Symmetry, vol. 12,
no. 12, 2012, 2020.

[22] ). Zhu, Z. Wang, 5. Wang and 8. Chen, “Moving object detection based on background compensation and
deep learning,” Spmmetry, vol. 12, no. 12, 1965, pp. 1-17, 2020.

[23] M. S. U. 5. Tabassum, N. H. Al-Nur and 8. Shatabda, “Native vehicles classification on Bangladeshi roads
using cnn with transfer learning.” in 2020 IEEE Region 10 Symp (TENSYMP), Dhaka, Bangladesh,
pp. 40-43, 2020,

[24] WZMIAOMIAO, “Yolov5 (6.046.1) brief summary #6998, Github. hitps:/github.com/ultralytics/yolovs/
1ssues/6998 (accessed on 03 March 2022).

[25] 1. Redmon, S. Divvala, R. Girshick and A. Farhadi, “You only look once: Unified, real-time object

detection,” arXiv:1306.02640. pp. 1-10, 2015.




BIOGRAPHY

Jakkrit Suttanuruk, a researcher and engineer with a passion for innovation, has
experienced the transition from the analog to the digital world. Born in the 1970s,
Jakkrit has witnessed the remarkable technological advancements that have shaped
our society. In 1996, Jakkrit began his academic journey by pursuing a degree in
Transportation Engineering at Suranaree University of Technology. During this time, he
gained a solid foundation in engineering principles and developed a good
understanding in both civil and transportation fields.

Jakkrit embarked on a new adventure at the Army Signal School in Fort Gordon,
Georgia. There, he focused on satellite communication and earned a certificate in this
specialized field. After his time in the Army, Jakkrit continued his career in the civil and
structural engineering fields, applying the valuable expertise he had acquired. He
dedicated himself to refining his abilities as an engineer, contributing to various projects
and gaining practical experience in these specialized areas.

While concurrently working in the industry, Jakkrit pursued higher education at
the University of Nevada, Las Vegas, where he successfully completed a Master's
degree in Civil Engineering. This educational endeavor fortified his understanding of the
principles and practices in civil, structural, and transportation engineering.

Moreover, during his academic pursuits, Jakkrit expanded his skill set beyond
traditional engineering domains. He ventured into the world of computer software and
web development, acquiring proficiency in various programming languages. Jakkrit
delved into the creation of web applications, honing his expertise in both frontend
and backend development. Additionally, his exploration extended into the realm of
artificial intelligence (Al), where he sought to understand its applications in the field of

transportation engineering.



72

In 2018, Jakkrit embarked on a significant academic endeavor - a Ph.D. program
under the guidance of Prof. Dr. Vatanavong Ratanavaraha and Asst. Dr. Sajjakaj
Jomnonkwao. His research focused on "YOLO-BASED IMAGE ANALYSIS AND TRAFFIC
FLOW ESTIMATION IN URBAN AREAS USING BETWEENNESS CENTRALITY." Jakkrit sought
to bridge the worlds of civil, transportation, and structural engineering with computer
technology and artificial intelligence (Al). Recognizing the transformative potential of
these cutting-edge fields, he endeavored to apply them to address real-world

challenges in his areas of expertise.



	Cover
	Approved
	Abstract
	Acknowledgement
	Content
	Chapter1
	Chapter2
	Chapter3
	Chapter4
	Chapter5
	Reference
	Appendix
	Biography

