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TWIN SUPPORT VECTOR MACHINE/ABNORMAL HEART SOUND/

BREATH SOUND/IMBALANCE DATA

This thesis aims to study and apply the twin support vector machine for
the heart sound classification (normal/abnormal) from the heart sound data over-
laid with different-volume breath sound noise. The heart sound data was obtained
from Heart Sound & Murmur Library, University of Michigan, which composed
of normal heart sound, murmur abnormal heart sound and click abnormal heart
sound. Whereas, the breathing sound was from Respiratory Auscultation https://
www.mediscuss.org/. The heart sound data was manipulated with Audacity soft-
ware to be overlaid with the breathing sound. Then the features of the files were
extracted, which were root-mean-square, the spectral centroid, a p’th-order spec-
tral bandwidth, a spectral flatness, a roll-off frequency, coefficients of fitting an
n*-order polynomial to the columns of a spectrogram, and the zero-crossing rate
of an audio time series. Moreover, the imbalance data method was applied for the
data improvement before the modelling. Here, the Radial Basis Function kernel
was used to transform the data to be linear. After that, the support vector ma-
chine and the twin support vector machine methods were utilized to model. The
classification were done of 3 groups of data according to the ratio of train set and
test set, which were 15 group 70%:30%, 2"¢ group 75%:25% and the last group
80%:20%.The result showed that the support vector machine provided best perfor-

mance with the ratio of train set and test set was 80%:20%, which had accuracy =



IV

94.12%, precision = 89.19%, and recall = 100%. The twin support vector machine
provided best performance with the ratio of train set and test set was 70%:30%,
which had accuracy = 96.04%, precision = 100%, and recall = 93.10%. According
to the results, the application of the twin support vector machine method to the
heart sound classification could perform better accuracy and precision compared

to the one of the support vector machine method.
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CHAPTER 1

INTRODUCTION

Cardiovascular diseases (CVDs) are a group of the heart and blood vessels

disordering problem. They are classified into

o coronary heart disease: disease of the blood vessels become too narrow,

which provides not enough blood supplying the heart muscle;

 cerebrovascular disease: disease of the blood vessels narrowing (stenosis),
clot formation (thrombosis), blockage (embolism) or blood vessel rupture

(hemorrhage), which restricts in blood flow to the brain;

« peripheral arterial disease/peripheral artery disease: disease of the
common circulatory problem in which narrowed arteries reduce blood sup-

plying to the limbs (arms/legs);

e rheumatic heart disease: condition of the heart muscle and heart valves

damage from rheumatic fever, caused by streptococcal infection;

« congenital heart disease: disease of abnormal formations of the heart

walls, valves, or blood vessels, which occur during embryonic development;

e deep vein thrombosis and pulmonary embolism: blood clots in the
deep leg veins, which break off from vein walls and move to the heart and

lungs.

CVDs were claimed to be the highest rank cause of death in worldwide (World

Health Organization, 2017).



The diagnosis of CVDs can be done by stethoscope, chest X-ray, exercise
test, echocardiogram (by the ultrasound), electrocardiogram (ECG or EKG), Car-
diac Computed Tomography Imaging, mechanocardiography, polygraphic meth-
ods, and spirometry (Gillum, 1988). The cost of the diagnosis varies a lots accord-
ing to the processes and the equipments. The most basic, simplest, widely used
and high efficient method is the diagnosis by a stethoscope.

The conventional stethoscope to hear cardiac auscultations is always used
for the initial diagnosis. This technique may not be able to detect many types of
CVDs precisely but it is noninvasive and less expense to patients. Some cardiac
problems, e.g. heart valve disease, can be diagnosed from the abnormal sound
(murmur, click, persistent, transient) when a doctor listens to the heart beating
through a stethoscope. However during the listening the heart sound, there is
always some interference by other noise, which are breathing sound or lung sound.
This interruption may cause a misdiagnosis (Zipes et al., 2019).

Nowadays, there are a lots of wearable technology for health monitoring,
e.g Motiv Ring, Smart glasses, Fibit, Garmin watch, Andriod smart watches, and
Apple watch. They are able to detect movement behavior, heart rate, ECG, oxy-
gen level, and etc.. The techniques use artificial intelligence (AI) for helping in
the monitoring and diagnosis. This research aims to applied mathematics and
AT techniques to classify the abnormal heart sound with breathing sound/lung
sound noise. Here, we focus on the application of modified support vector ma-
chine (SVM) techniques in the classification. SVM is a supervised learning Al
algorithm for data classification. It is mostly establised in the applications of
hand writing recognition, biometrics, bioinformatics, stock market forecasting and
data mining (Campbell and Ying, 2011). There is an enhancement of support

vector machine to be more generalized, twin support vector machince (TSVM).



TSVM was introduced by Khemchandani in 2017 by extending the concept of
SVM to find two non-parallel hyperplanes that distinctly classify the data. In this
research, we want to apply TSVM algorithm to classify heart sound (both normal

and abnormal heart sound) with breathing sound noise.

1.1 Research Objectives

1. To classify abnormal heart sound with breathing sound noise by TSVM.

2. To evaluate performance of the model obtained.

1.2 Scope and Limitations

1. Heart sound wave files used in this research are from University of Michi-
gan Heart Sound and Murmur Library, produced by The Learning Resource

Center - Office of Medical Education ©copyright 2007.

2. Breathing sound wave file is downloaded from Respiratory Auscultation web

page. https://www.mediscuss.org/respiratory-auscultation/

3. The abnormal heart sounds are scoped to murmur, click, persistent and

transient sound only.

4. The study will consider the comparison of SVM and TSVM only.

1.3 Research Procedure

The research work proceeded as follows:
1. Study algorithm related with the classification of heart sound .

2. Study SVM and TSVM.



3. Analyze and construct the model from heart sound.
4. Analyze breath sound.
5. Classification heart sound with breath sound noise by proposed model.

6. Compare the performances between SVM and TSVM.

1.4 Expected Results

This thesis would be able to show that performance of classification of

TSVM for heart sound signals.



CHAPTER 11

LITERATURE REVIEW

This chapter talks about the knowledge of the heart sound, breathing
sound, stethoscope, twin support vector machine, imbalance data techniques, ra-

dial basis function kernel, and related research work.

2.1 Heart anatomy

The human body has a vital organ. If missing it, then you can’t be alive;
this is called heart. The heart must pump deoxygenated blood to the lungs and

pump oxygenated blood all over the body.

<

vena cava

— Aortic arch
Branches of right
pulmonary artery
% >
\< Branches of left
pulmonary artery
Right atrium 9
y Lett atrium
>
Right pulmonary veins Left pulmonary veins
Pulmonic vaive
" Aortic valve
Tricuspid valve Mitral valve
Chordae tendineae \
Inter i septum ! Left ventricle
Right ventricle
Papillary muscle
Inferior vena cava
Descending aorta

Figure 2.1 Heart structure.

credit: Auscultation Skills Breath Heart Sounds, 4th Edition by Lippincott.

The anatomy of the heart is separated into four chambers. The right-sided



chambers are the right atrium and right ventricle, the left-sided chambers are
the left atrium and left ventricle. The blood flows into each chambers control by

cardiac valves to keep the blood flowing in one direction by the following:

1. Aortic valve is separate between the left ventricle and aorta.

2. Pulmonary valve is separate between the right ventricle and pulmonary

artery.

3. Tricuspid valve is separate between the right atrium and the right ventricle.

4. Mitral valve is separate between the left atrium and the left ventricle.

The heart must create enough pressure to pump blood through the arterial
circulation and have a cardiac cycle. The cardiac cycle is consists of systole that

is rhythmically contracting and diastole that is relaxing.

Diastole Systole

Figure 2.2 Cardiac cycle.

credit: https://www.ezmedlearning.com/blog/cardiac-cycle



2.2 Heart sound recognition

2.2.1 Normal heart sound

Heart sound is obtained by opening and closing of heart valves, contraction

of heart, turbulent flow by the following:

1. The first heart sound (S1) is created by closing the tricuspid valve and mitral

valve, obtain the Lub sound, and is heard at the beginning of the systole.

2. The second heart sound (S2) is created by closing the aortic valve and pul-
monary valve, obtain the Dub sound, and is heard when the end of systole.

S2 is louder than S1 and higher pitch than S1.

3. The third heart sound (S3) is heard at the diastole. This sound is considered
in individuals younger than age 20 or people who get exercise otherwise heard

this sound, then it may be some abnormal signs.

4. The fourth heart sound (S4) is created by atrial contraction. This sound is
not considered ordinary. When heard this sound, will obtain some abnormal

signs.

Therefore, in general, we can hear only S1 and S2.

2.2.2 Abnormal heart sound

This research considers murmur sounds and click sounds. The murmur
sounds is created by the confusion of blood flow through the small hole, e.g.,
aortic valve stenosis, mitral insufficiency, ventricular septal defect.

The categories of murmur sound are following;:

1. Systolic murmur is heard between S1 and S2 or at the ventricle contraction.



2. Diastolic murmur is heard between S2 and S1 or at the ventricle relaxing.

3. Continuous murmur is heard in systole and diastole.

The click sounds arise from The aortic valve or semilunar valves open nois-

ily. The categories of click sound are following:

1. Ejection clicks occur in early systole and have a high pitch.

2. Non-ejection clicks occur in mid to late systole and have a high frequency.

3. Opening snaps occur in diastole and snappy character.

Figure 2.3 Normal heart sound signal.

Figure 2.4 Abnormal heart sound signal.

2.2.3 Stethoscope

The stethoscope is an ordinary device to hear sounds inside the body, e.g.,
heart sound, heart vibrations, breathing sound. That is the primary diagnose.

The stethoscope has two sides by the following:



1. Bell chest pieces look like a bowl or bell for hearing low pitch sound or

low-frequency sound, e.g., S3, S4, diastolic rumbling murmur.

2. Diaphragm chest pieces look like a flat sheet for hearing high pitch sound or

high-frequency sound, e.g., S2, systole ejection murmur, pulmonic stenosis.

Diagnose of murmur sound

Heart murmur sound classification is considered the feature by following:

1. Timing of murmur detects that systolic, diastolic, or continuous murmur.
2. Point of maximum intensity of the murmur
3. Pitch and quality of the murmur

4. Finer timing

2.2.4 Breathing sound

Breath sound is created by airflow in bronchia when inspiration and expi-
ration. The stethoscope hears breath sounds through the chest wall. Thus the

beath sound can disturb when listening to heart sound.

Figure 2.5 Heart sound signal with breath sound noise.
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2.3 Methods of the classification

2.3.1 Support vector machine

SVM is an algorithm to solve classification problems and regression prob-
lems. This thesis is considering classification problems. The idea of SVM for
classification problems find the hyperplane to separate the data. For example,
we must find the line to separate the data in two dimensions space for binary

classification by following the figure below.

v

Figure 2.6 Primal idea of SVM.

From the figure above, we can find many lines to separate the data; there-
fore, the problem is to find the best line to classify the data, then the idea base
on the optimization problem.

Let to know to formalize in mathematical as follows.
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Classification problem:

Let a training set

T=(x1,y1),--- 7(33l,yl), (2'1)

where x; € R",y; € Y = {—1,1},i = 1,--- |, find a real value function

g(x) in R™, to obtain the value of y for any x by the decision function

f(x) = sqn(g(x)). (2.2)

The distance between the hyperplane that separates the data and the data
sample nearest to the hyperplane is called margin; the goal of SVM is to find the

optimal hyperplane with the maximum margin.

\ y
\ gl
\®
\ \
\ °

v vl

Figure 2.7 Support Vector Machine.

The primal SVM model is expressed in the form

R -
min > ||| +C;€i, (2.3)
subject to y;((w-xz;) +0) > 1—¢;, (2.4)
£>0,i=123.. . m, (2.5)

where, w € R", b € R, C is the penalty parameter and &; is slack variables. The
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decision function of the above formulation is g(x) = (w- z) + b where x is assigned

to class 1 if the value is positive otherwise it is assigned to class —1.

2.3.2 Twin support vector machine

In 2007, Khemchandani et al. introduced a twin support vector machine
(TSVM) . The goal of TSVM is to generate two non-parallel hyperplanes where
each hyperplane is nearest one of two classes and as distant as possible from the
other. Thus, TSVM solves a pair of quadratic programming problems, but SVM
solves a quadratic programming problem. Furthermore, the TSVM pattern of
one class gives the constraints of other quadratic programming problems, so this
strategy makes TSVM work faster than SVM.

Consider two non-parallel hyperplanes in this function:

file) =wiz+b and fo(r) = wyx + by,

where, wy, wy € R™ and by, by € R are the weight vectors and biases of the hyper-
plane fi(x) and the hyperplane fs(z), respectively.

Let us consider a training set
T={(zy,ys) € R x {1, =1} 1i=1,2,...,m}, (2.6)

Let m; patterns in class +1 and m; patterns in class +1 and my patterns in class
-1, where m; + ms = m . Let matrix A and matrix B be (m; x n) for which
y; = +1 and (mgy x n) for which y; = —1, respectively. The optimization problems

of TSVM with constraints are written as
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1
min = [[Awy + eiball, + crez &, (2.7)

w1,b1,82

subject to — (Bwy + eaby) + &2 > eq,

52207

and

1
min - || Bw; + esbol|, + c2e1 &1, (2.8)
wa,ba,E1 2

subject to (Awy + e1by) + & > ey,

51207

where ¢y, co > 0 are the penalty parameters, £ € R™', & € R™2 are slack vectors,

bi1,by € Rand e; € R™, ey € R™2 are vectors each component is 'one’.

Figure 2.8 Twin Support Vector Machine.

2.4 Kernel

Consider non-linear classification problem is a problem that can not find the
hyperplane to solve. Then there is the function to convert the data set to the data
that extend dimension, makes non-linear classification become linear classification

problem.



+ N
+ \eo
- + |+ X

\+\ y [x]
¢ o

Figure 2.9 Non linear classification problem.

[X1i

Figure 2.10 Linear classification problem.

14
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Definition 1. (Kernel) A function K(z,x’) defined on R" x R" is called a kernel

on R™ x R™ if there exists a map ® from the space R to the Hilbert space
Oz — O(x), (2.9)

such that

K(z,2) = (2(x) - 2(2')), (2.10)
where (+) denotes the inner product of space H

This research examines the radial basis function kernel.

Theorem 1. Radial basis function with a parameter o.

2
— [lz — ']

K(z,2') = exp( 5 ) (2.11)

[

is a kernel.

2.5 Imbalance data technique

Imbalance data is the number of data in class, is more than other classes.
The class with more data than others is called the majority class; otherwise, it is
called the minority class. Imbalance data affect classification performance because
the result must classify into the majority class. So we must find the technique to

solve this problem.

1. Over sampling is the technique that adds the data to the minority class
approximate to the majority class. SMOTE technique generates data from

generating the neighborhood of example data in the minority class.

2. Under sampling is the technique that removes the data from the majority

class approximate to the minority class.
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2.6 Performance Evaluation

2.6.1 Confusion Matrix

The confusion matrix evaluates the performance of the classification model

in machine learning, evaluate by predicted values and actual values.

Table 2.1 Confusion matrix.

Actual value

True False

True TP FP

Predicted value
Flase FN TN

Where;
True Positive(TP) is when the predicted value is yes, and the actual output is yes.
True Negative(TN) is when the predicted value is no, and the actual output is no.
False-Positive(FP) is when the predicted value is yes, and the actual output is no.
False-Negative(FN) is when the predicted value is no, and the actual output is
yes.

Accuracy, Classification precision, and Recall rate for the matrix can be

calculated as

N B TP+ TN 2.12)
WY = TP Y TN+ FP + FN ‘
TP
Precision = ——— 2.13
recision = s (2.13)
TP
Recall = ——+ (2.14)

TP+ FN
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2.7 Related Researches

Ilias et al. (2009) propose an automated diagnosis system for the identi-
fication of heart valve diseases based on the SVM classification of heart sounds.
This system was applied in a dataset of 198 heart sound signals from both healthy
cases and abnormal cases. First, the heart sounds were classified using the SVM
classifier as normal or abnormal, and then abnormal cases were classified in more
detail.

Giraksin and Uguz (2010) using artificial intelligence method in the diag-
nosis of heart sound signals in 120 heart sounds. First, the data set was separated
into sub-bands by using discrete wavelet transform. Next, they calculate the en-
tropy of each sub-band by using the Shannon entropy algorithm to reduce the
dimensionality of the feature vectors with the discrete wavelet transform. And
then, heart sound signals were classified by least-square SVM and compared with
the classification performance of previous studies.

Abbasi (2013) proposes feature extraction of lung sounds by using wavelet
coefficients, then categorization by neural network and SVM. Firstly, the wavelet
coefficients were calculated. The comparison of performance between the neural
network and SVM for classification show that the SVM has a better performance.

Bouril et al. (2016) create and train a SVM for categorizing signals as
normal or abnormal was generated in Matlab. Seventy-four features were chosen
by both time and frequency domains. The SVM using a Gaussian kernel.

Monika et al. (2017) using computer aided diagnosis(CAD) to detect car-
diac disorders by heart sound, that is provided by acoustic stethoscope. This
equipment be able to diagnose heart beat in real-time , and then convert analog
acoustic signals into digital signal, and this paper propose to make available audio

as well as image signal to medical for detect heart sound.
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Muhammad et al. (2019) proposes a prototype model of a smart digital-
stethoscope system to monitor patient’s heart sounds and diagnose any abnormal-
ity in a real-time manner. This system consists of two subsystems that communi-
cate wirelessly using Bluetooth low energy technology.

Li et al. (2019) propose a new method of feature extraction and classifi-
cation of heart sound signal by a combination of wavelet scattering and TSVM.
The wavelet scattering method creates the training set and the testing set from
the heart sound signals, which is called the scattering feature matrix of the heart
sound signal. This research reduces the dimension by using multidimensional scal-
ing (MDS) method. And then, the dimensionality-reduced feature matrix is input

into the TSVM for classification.



CHAPTER III

RESEARCH METHODOLOGY

This chapter presents the method applied in this research. The method

consists of 5 parts by the following:
1. Data collection
2. Data preparation
3. Feature extraction
4. Imbalance data management

5. Model creation and evaluation

3.1 Data Collection

There are 23 files of the heart sound. The file type is MP3. The bit rate
is 128Kpbs. There are normal heart sounds, and abnormal heart sounds with
the murmur and clicks from Heart Sound & Murmur Library, University
of Michigan https://open.umich.edu/find /open-educational-resources/medical /
heart-sound-murmur-library. Therefore, there are 2 files of the normal heart sound
and 21 files of the abnormal heart sound.

There is a vesicular breath sound such that the file type is MP3 and the

bit rate is 192Kpbs from https://www.mediscuss.org/respiratory-auscultation.
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3.2 Data Preparation

This process managed the sound files in order to be used in the machine

learning process.

1. Since the heart sound and the vesicular breath sound have different length,
then the vesicular breath sound was extended for the simplicity. In this part,
Audacity version 2.4.2 software was the main software using the sound file
manipulation. Audacity is free software for sound management, for example,

recording, editing, analysis.

2. After that use Audacity to combine heart sounds and a breath sound to make
heart sound with breath sound noise. This research adjusts the volume of
breath sound as follows: 0.0dB(default), -5.0dB, -10.0dB, -15.0dB, -20.0dB,

-25.0dB , -30.0dB and -35.0 dB.

The detail of both processes is shown in Appendix A. By the results, there

are 16 files of the normal heart sound, 168 files of the abnormal heart sound.

3.3 Feature Extraction

Here, the features of sound data considering in this thesis are presented in
table 3.1.

In this part, the process was done by the Python code with librosa package.
The detail this process is also shown in Appendix B. The results after the feature

extraction were exported into CSV files.
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Table 3.1 Features of sound data using in this thesis.

feature description
rms a root-mean-square (RMS) value for each frame
spectral _centroid the spectral centroid
spectral bandwidth a p’'th-order spectral bandwidth
spectral flatness a spectral flatness
spectral__rolloff a roll-off frequency
poly_features coefficients of fitting an n'"-order polynomial to the

columns of a spectrogram

zero__crossing rate the zero-crossing rate of an audio time series

3.4 Imbalance data management

Since the amount of data for each class are much different then it effects to
the accuracy of the machine learning part. Here, there was 16 normal heart sound
data, where the 168 abnormal heart sound data was used to compare. Therefore
this research use the SMOTE technique to manage the imbalance problem. In
this part, the process was done by the Python code with imblearn package. The

detail this process is shown in Appendix B.

3.5 Model creation and evaluation

This research considered SVM and TSVM to classify the heart sound data
into two classes: normal and abnormal. By using radial basis function kernel to
transform non-linear classification problem to linear classification problem. The

models were done by considering 3 groups of different ratio of training data and

testing data, which are 70%:30%, 75%:25% and 80%:20%.
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In this research we applied the confusion matrix for classification problems
of the 6 obtained models to calculate the performance (accuracy, precision, and

recall).



CHAPTER IV

RESULTS AND DISCUSSION

This chapter presents the results of the research.

4.1 Data Collection

The sound data can be represented in the image types as the following.

e Normal heart sound

Figure 4.1 Normal heart sound.

Figure 4.1 shows that normal heart sound waves was created by Audacity.

< (]
« Abnormal heart sound ~

Figure 4.2 Abnormal heart sound.
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Figure 4.2 shows that abnormal heart sound waves was created by Audacity.

H

Figure 4.3 Breath sound.

¢ Breath sound

Figure 4.3 shows that breath sound waves was created by Audacity.

4.2 Data Preparation

4.2.1 Breath sound extension

The breath sound was extended the length as the follow.

1.0

0.54

0.0~

-0.5

1.0
1.0

0.5
-

Figure 4.4 Breath sound with the extension length.

Figure 4.4 shows the extension length of the breath sound since the heart

and breath sounds are different.
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4.2.2 Sound overlaying

The heart sound was overlaid by the breath sound of difference volume
0.0dB(default), -5.0dB, -10.0dB, -15.0dB, -20.0dB, -25.0dB, -30.0dB and -35.0 dB.

The following gives examples of the results.

Figure 4.5 Heart sound with overlaid breath sound.

When the heart sound length and the breath sound length are approximate,
overlaid heart sound with breath sound is shown in figure 4.5.
Here, we extended from the 23 types of heart sound to be 184 heart sound

with overlaid breath sound files.
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4.3 Feature extraction

By the Python code and librosa package, the mp3 heart sound files were
converged to CSV type. The obtained files were multi column type with detail

shown in table 4.1

Table 4.1 Detail of CSV files.

columns description
1-235 spectral centroid
236-470 rms
471-705 spec bw
706-940 flatness
941-1175 spectral rolloff
1176-1410 polynomial

1411-121410 Z€ero crossing

121411 label

4.4 Imbalance data management

The Python code using imblearn package provided more files. In this
research, we applied SMOTE technique to generate more files from minority group
to be the same number of files from majority group. In this process, we got the
same number of files, which were 168 CSV files of normal and of abnormal heart

sound data.
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4.5 Model creation and evaluation

This section shows that the results of the classification of heart sound with
breath sound noise by TSVM and SVM. The result presents in the confusion

matrix.

4.5.1 Support vector machine

This part shows that the confusion matrix of SVM and performance of

classification by SVM.

Ratio of training sets 70% vs testing set 30%

Table 4.2 The confusion matrix of SVM (70%:30%).

Actual values

Abnormal Normal

Abnormal 48 6

Predicted Values
Normal 0 47

Accuracy = 0.9406
Precision = 0.8889

Recall = 1.0000



Ratio of training sets 75% vs testing set 25%

Table 4.3 The confusion matrix of SVM (75%:25%).

Actual values

Abnormal Normal

Abnormal 42 5

Predicted Values
Normal 0 37

Accuracy = 0.9405
Precision = 0.8936

Recall = 1.0000

Ratio of training sets 80% vs testing set 20%

Table 4.4 The confusion matrix of SVM (80%:20%).

Actual values

Abnormal Normal

Abnormal 33 4

Predicted Values
Normal 0 31

Accuracy = 0.9412
Precision = 0.8919

Recall = 1.0000

4.5.2 Twin Support vector machine

28

This part shows that the confusion matrix of TSVM and performance of

classification by TSVM.
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Ratio of training sets 70% vs testing set 30%

Table 4.5 The confusion matrix of TSVM (70%:30%).

Actual values

Abnormal Normal

Abnormal 54 0

Predicted Values
Normal 4 43

Accuracy = 0.9604
Precision = 1.0000

Recall = 0.9310

Ratio of training sets 75% vs testing set 25%

Table 4.6 The confusion matrix of TSVM (75%:25%).

Actual values

Abnormal Normal

Abnormal 47 0

Predicted Values
Normal 4 33

Accuracy = 0.9524
Precision = 1.0000

Recall = 0.9216
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Ratio of training sets 80% vs testing set 20%

Table 4.7 The confusion matrix of TSVM (80%:20%).

Actual values

Abnormal Normal

Abnormal 37 0

Predicted Values
Normal 3 28

Accuracy = 0.9559
Precision = 1.0000

Recall = 0.9250

4.5.3 Model comparison

This part explains that the comparison between TSVM and SVM perfor-

mance of classification.

Table 4.8 Perfromance comparison between SVM and TSVM.

Train : Test 70:30 75:25 80:20

Model SVM -~ TSVM. .. SVM  TSVM SVM TSVM

Accuracy 0.9406 0.9604 0.9405 0.9524 0.9412 0.9559

Precision 0.8889 1 0.8936 1 0.8919 1

Recall 1 0.9310 1 0.9216 1 0.9250

The table 4.8 confirms that the support vector machine provided best per-
formance with the ratio of train set and test set was 80%:20%, which had accuracy
= 94.12%, precision = 89.19%, and recall = 100%. The twin support vector ma-

chine provided best performance with the ratio of train set and test set was 70%:



31

30%, which had accuracy = 96.04%, precision = 100%, and recall = 93.10%. Ac-
cording to the results, the application of the twin support vector machine method
to the heart sound classification could perform better accuracy and precision com-

pared to the one of the support vector machine method.



CHAPTER V

CONCLUSION AND RECOMMENDATION

This research presents heart sound with breath sound classification by
Twin Support Vector Machine with radial basis function kernel. The data set
was obtained from Heart Sound & Murmur Library, University of Michigan, and
www.mediscuss.org/respiratory-auscultation. The software uses in this research
is Audacity 2.4.2. The SMOTE technique was used for the imbalanced data set.
The process is calculated in Python 3. The approximate process in this research
is to combine the heart sound and the breath sound, following use imbalance data
technique to solve the imbalance problem. The classification were done of 3 groups
of data according to the ratio of train set and test set, which were 1°* group 70%:
30%, 2" group 75%:25% and the last group 80%:20% and then we use the sup-
port vector machine and the twin support vector machine to solve the classification
problem. Finally, we analyze and compare the model’s performance.

The twin support vector machine provided best performance with the ratio
of train set and test set was 70%:30%, which had accuracy = 96.04%, precision =
100%, and recall = 93.10%. According to the results, the application of the twin
support vector machine method to the heart sound classification could perform
better accuracy and precision compared to the one of the support vector machine
method. This show that the twin support vector machine effective classify the
heart sound although it has the breath sound noise.

We have obviously seen that the number of data is too scanty, so it should

have more data for training and testing for a more effective model.
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In the future, we have to study more algorithms to find the appropriate
algorithm for heart sound classification and some medical problems, and we may

change parameter or choose orther kernels that make more accurate results.
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APPENDIX A

DATA PREPARATION



A.1 Data normalization with Audacity
In this chapter, we show data preparation in the Audacity program.

1. Extend the period of breath sound approximate to heart sound.
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2. Combine the heart sound with breath sound.

Figure A.1 Extended the breath sound.
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Figure A.2 Combine the heart sound with breath sound
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3. Adjust the volume of breath sound as follow: 0.0dB (default), -5.0dB, -

10.0dB, -15.0dB, -20.0dB, -25.0dB , -30.0dB and -35.0dB.



Mono, 44100Hz

Figure A.3 Adjust the volume of breath sound.

4. Export heart sound with breath sound noise to the data set.
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Figure A.4 Export heart sound with breath sound noise.

Figure A.5 Heart sound with breath sound noise.



APPENDIX B

EXAMPLE OF PYTHON CODE USING IN

THE THESIS



This chapter presents the Python code using in this research.

B.1 Feature Extraction

import librosa

import numpy as np

import pandas as pd

from google.colab import files

audio_path = '/content/drive/MyDrive/new/22-15.mp3"
X , sr = librosa.load(audio_path)

librosa.load (audio_path)

n0 =0
nl = 120000
y=x[n0:nl]

zero_crossings = librosa.zero_crossings(y, pad=False)
zero_crossings_df=pd.DataFrame (zero_crossings)
t_zero_crossings_df=zero_crossings_df.T
t_zero_crossings_df.replace({False: 0, True: 1}, inplace=True)
cent = librosa.feature.spectral centroid(y, sr=sr)
cent_df=pd.DataFrame (cent)

rms=librosa.feature.rms (y=y)

rms_df=pd.DataFrame (rms)

spec_bw = librosa.feature.spectral bandwidth(y=y, sr=sr)
spec_bw_df=pd.DataFrame (spec_bw)

flatness = librosa.feature.spectral flatness (y=y)

flatness df=pd.DataFrame (flatness)
spectral_rolloff=librosa.feature.spectral rolloff(y=y, sr=sr)
spectral_rolloff df=pd.DataFrame (spectral rolloff)

S = np.abs(librosa.stft(y))

p0 = librosa.feature.poly features(S=S, order=0)
p0_df=pd.DataFrame (p0)
df=pd.concat{[cent_df, rms_df,spec_bw df, flatness df, spectral rolloff df,p0
_df, t_zero_cressings_df], axis=l,ignore_index=True)
df['121410']=¥
df.to_csv('/content/drive/MyDrive/new/file/abnormal22 15.csv')

Figure B.1 Feature Extraction.
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B.2 Creating Dataframe

import os

import glob

import pandas as pd

os.chdir ("/content/drive/MyDrive/new/file")

extension = 'csv'

all filenames = [i for i in glob.glob('*.{}'.format (extension))]

combined csv = pd.concat([pd.read csv(f) for f in all filenames ])
combined csv.to_csv( "/content/drive/MyDrive/new/combined/combined csv.csv

, index=False, encoding='utf-8-sig')

Figure B.2 Creating Dataframe.

B.3 Handing Imbalanced Data

import pandas as pd

df = pd.read_csv('/content/drive/MyDrive/new/combined/full _data.csv')
from imblearn.over sampling import SMOTE

sm = SMOTE (random_state=42)

X res, y res = sm.fit resample (X, y)

Figure B.3 Handing Imbalanced Data.

B.4 Classification with SVM (train 70% test 30%)

from sklearn.svm import' SVC

from sklearn.model selection'dmport train test split

from sklearn import metrics

from sklearn.metrics import confusion matrix

X train, X test, y train, y test = train test split(X res, y res, test _siz
e=0.3, random_ state=42)

clf = SVC(kernel="'rbf")

clf.fit(X train,y train)

y_pred = clf.predict (X test)

print ("Accuracy",metrics.accuracy_score(y_test,y pred))
print ("Confusion Matrix", confusion matrix(y_test,y pred))

Figure B.4 Classification with SVM (train 70% test 30%).



B.5 Classification with SVM (train 75% test 25%)

from sklearn.svm import SVC

from sklearn.model selection import train test split

from sklearn import metrics

from sklearn.metrics import confusion matrix

X train, X test, y train, y test = train test split(X res, y res, test siz
e=0.25, random_state=42)

clf = SVC(kernel='rbf')

clf.fit (X _train,y train)

y_pred = clf.predict (X test)

print ("Accuracy",metrics.accuracy_ score(y_test,y pred))
print ("Confusion Matrix", confusion matrix (v test,y pred))

Figure B.5 Classification with SVM (train 75% test 25%).

B.6 Classification with SVM (train 80% test 20%)

from sklearn.svm import SVC

from sklearn.model selection import train test split

from sklearn import metrics

from sklearn.metrics import confusion matrix

X train, X test, y trafin, y tegsmaain testUsplit(X res, y_res, test_siz
e=0.2, random state=42)

clf = SVC(kernel="rbf')

clf.fit(X _train,y_train)

y_pred = clf.predict(X test)

print ("Accuracy”,metrics.accuracy score(y test,y pred))
print ("Confusion Matrix", confusion matrix(y test,y pred))

Figure B.6 Classification with SVM (train 80% test 20%).



B.7 Classification with TSVM (train 70% test 30%)

from TVSVM import TwinSVMClassifier
from sklearn.model selection import train test split
from sklearn.metrics import confusion matrix

params2 =i {"Epsilonl': i0.l, "Epsilon2":i 0.1, "C1%: 1. "€2"%:
1, 'kernel type':3, 'kernel param': 2, 'fuzzy':0}

clf = TwinSVMClassifier (**params2)

X train, X test, y train, y test = train| test split(x, t, test size=0.30,
random state=42)

# Train the classifier

el = lelf it (X train; ¥ train)

# Output prediction

y_predicted = clf.predict (X test)

# Test classifier prediction

score = clf.score(y test, y predicted)

cnf matrix = confusion matrix(y_test, y predicted)
print ('Accuracy', score)

print (' confusion matrix', cnf matrix)

Figure B.7 Classification with TSVM (train 70% test 30%).
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B.8 Classification with TSVM (train 75% test 25%)

from TVSVM import TwinSVMClassifier
from sklearn.model selection import train test split
from sklearn.metrics import confusion matrix

params2 = {'Epsilonlk: QLl, *Epsilon2': 0=1; YE1¥ 1, Le2its:
1, 'kernel type':3, 'kernel param': 2, 'fuzzy':0}

clf = TwinSVMClassifier (**params2)

X _train, X test, y train, y test = train test split(x, t, test size=0.25,
random_state=42)

# Train the classifier

clf = clf.fit(X train, y train)

# Output prediction

y_predicted = clf.predict (X test)

# Test classifier prediction

score = clf.score(y test, y predicted)

cnf matrix = confusion matrix(y test, y predicted)
print ('Accuracy', score)

print (' confusion matrix', cnf matrix)

Figure B.8 Classification with TSVM (train 75% test 25%).
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B.9 Classification with TSVM (train 80% test 20%)

from TVSVM import TwinSVMClassifier
from sklearn.model selection import train test split
from sklearn.metrics import confusion matrix

params2 = [ 'Epsilonl™ 0.1, "“Epsilon2": 0.1, 'Clt: 1, *C2":
1;%kernel type':3;"'kernel param': 2;"fuzzy’:0}

clf = TwinSVMClassifier (**params2)

X train, X test, y train, y test = train test split(x, t, test size=0.20,
random_state=42)

# Train the classifier

clf = '¢lf.Fit (X Erain,. y train)

# Output prediction

y _predicted = clf.predict (X test)

# Test classifier prediction

score = clf.score(y test, y predicted)

cnf matrix = confusion matrix(y test, y predicted)
print ('Accuracy', score)

print (' confusion matrix', cnf matrix)

Figure B.9 Classification with TSVM (train 80% test 20%).
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