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The aim of this study is to study the risk factors affecting the incidence of
diabetes using feature engineering method and then to develop a model to classify
the types of diabetic and non-diabetic patients. This study used data from 70,692
survey responses from Kaggle website. First the feature engineering method was
applied to extract the best features and then created models by 5 algorithms, which
were random forest technique (RFT), decision tree technique (DTT), nearest neighbor
technique (NNT), gradient boot tree technique (BGT), and support vector Machine
(SVM). All models were evaluated the performance and the accuracy. The results
showed that the performance of some models compared between the original
dataset and the feature extracted by feature engineering method was lower but still
very close, i.e. the model generated by RFT and DTT. However, for the model created
by GBT, NNT, and SVM, feature engineering method clearly helped in increasing the
efficiency. It was found that the use of feature engineering method together with RFT
for creating the model provided the better overall performance than other methods.
For the model mentioned, only 7 of the 21 features extracted were available, namely:
1) high blood pressure 2) high cholesterol 3) BMI 4) general health 5) gender 6) age
and 7) salary. The efficiency measurement results were as follows: Accuracy = 73.35%
Precision = 68.53% Specificity = 60.17% Sensitivity = 87.02% F1 score = 76.55% ROC
AUC = 0.815 and Kappa = 0.469. Hence, the result of the study presents that the use
of feature engineering method together with RFT offers a suitable model for the best

screening of patients with diabetes.
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