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CHAPTER I

INTRODUCTION

1.1 Background

In recent year data is everywhere. The evolution of information technology and
systems have affected the data which is increasing explosively and growing at a rapid
pace (some called the big data or data deluge). Based on the infographic which is
distributed from various sources, in 2018 there are 7.593 billion total population;
4.021 billion internet users; 3.196 billion active social media users, 5.135 billion
unique mobile users, and 2.958 billion active mobile social media users combined
with the statistical information in 2018 from Forbes (Marr, 2018) where there are
approximately 2.5 quintillion bytes of data generated every day; on average, more
than 40,000 searches every second (or approximately 3.5 billion searches per day) is
now processed Google; every minutes in social media-527,760 photos are shared
using Snapchat, more than 120 professionals use LinkedIn, 4,146,600 YouTube
videos are viewed, 456,000 tweets are sent on Twitter, 46,740 photos are posted using
Instagram; some Facebook intriguing statistics-1.5 billion people are busy on
Facebook everyday, for example there are more than 307 million users using
Facebook in Europe, five new Facebook profiles created every second, more than 300
million pictures get uploaded per day, every minute 510,000 comments are posted and
293,000 statuses are updated; there are 4.7 trillion photo stored every minutes data
generated from digital services providers-the Weather Channel gets 18,055,556

forecast requests, the Venmo processes $51,892 peer-to-peer transactions, Spotify



adds 13 new songs, Uber riders take 45,788 trips, there are 600 new page edits to
Wikipedia; around 33 million voice-first devices are in circulation, 8 million people

use voice control every month, the frequency of using voice search queries in Google for 2016
were up 35 times over 2008.

The availability of big data combined with predictive analytics is having an
influence on a variety of domains, ranging from baseball where the Oakland A’s team
(US) utilized unconventional method to build a winning baseball team when the team
exerted predictive analytics to spend less money for more accomplishments (Waller &
Fawcett, 2013a); Walmart made a contribution to folklore among disaster relief
experts by conducting a research on point-of-sale data from shops that located in
places where hurricanes were likely to happen. When the logic suggests that deaing
with disaster, people would spend money on saws, shovels, and safety equipment, but
the fact is that they purchase Pop-Tarts, among other things, in unusually large
quantity based on the real data (Waller & Fawcett, 2013a); Google tried to foretell the
timing of flu epidemic geographically based on search term frequency (Mayer-
Schonberger & Cukier, 2014); Big data are being utilized to transform medical
practice, modernize public policy (Mayer-Schonberger & Cukier, 2014); Amazon, the
Seattle-based e-commerce giant, currently makes use of Big Data analytics to
anticipate the customers’ behaviors so that the products could be shipped to them
before any decision to buy was made (Marr, 2013); Various medical project based on
big data techniques were launched to revolutionize the way for curing cancer (Fry,
2016; lbnouhsein, Jankowski, Neuberger, & Mathelin, 2018); Enterprises utilized big
data analytics to analyze the customers behaviors and changed the interaction between
the contact center and their customer (Slider, 2016); Big data is utilized to develop

transit planning (Higgins, 2016); A start-up company exerted big data analytics to



develop custom data solutions and technology that are used to track key metrics and
spot operational inefficiencies in oil and gas industry (Mitchell, 2016); Enterprises
transformed the mainstream economy by investing in big data technologies to
embrace it and integrate big data-driven initiatives into their core processes and
operations to compete in the future (Bean, 2016; Markman, 2016); to the last when big
data has deep implications in logistic and supply chain management (SCM) field
(Waller & Fawcett, 2013b; Zhong, Newman, Huang, & Lan, 2016). With a lot of data
now available, enterprises in almost every industry are concentrating on utilizing data
for competitive benefits (Provost & Fawcett, 2013). Waller and Fawcett (2013b)
believe that big data and analytics has significant implications in Logistics and Supply

Chain discipline.

IMAGINE ALL THE DATA THAT WILL BE GENERATED TOMORROW

) /\H @‘ \
| —
Connected o
Home Smart Watch

Figure 1.1 Data analysis in the future.

As time goes by, a report from McKinsey (2018), a world-wide famous
consultant firm, state that the growth in computer processing power, cloud-storage

capacity and usage, and network connectivity has made the current flood of data in



most organizations become a tidal wave (i.e. a constant stream of detailed information
about personal profiles of customers, sales data annually, product descriptions,
process steps, etc.). The data arrive in various formats and from a range of sources,
such as Internet-of-Things devices, social-media sites, sales systems, and internal-
collaboration systems. Although the rapid increase in some tools and technologies
invented to reduce the collection, storage, and evaluation of critical business
information, several enterprises are still unclear about the best method to manage
these data (Henke & Kaka, 2018). Even in 2014, Walgreens had a $1 Billion
forecasting mistakes that made two executives lost their jobs (Trefis, 2014).
Furthermore, the main issues underlying this dissertation research are explained as
follows. First, as discussed before, managing and analyzing data have always offered
the greatest opportunities and greatest benefits for planners, researchers, scientists,
and business sectors. Nonetheles, there has not been sufficient research in
implementing big data techniques in supply chain and logistics, and the most
common result in all areas is that the interest in big data applications has just started,
and research on this issue is still scarce(Lamba & Singh, 2017). Second, in view of the
fact that the current research paradigm is at the fourth level now where big data is
analyzed using various kinds of statistical explorations (Kitchin, 2014), demonstrate
the implementation of big data analytics becomes important since it has been enabled
novel methods to data generation and analyses to be performed that enable people to
inquire information in different ways. Third, by the year of 2020 about 1.7 million
Megabytes new information will be produced per second by the people on the planet
(Taggart, Anderrson, Kang, & Getty, 2016). In fact, there is a definite shortage of

skilled professional people in big data analytics available when there is a big request



for data analytics skill at this time, meanwhile the forecast mentions for fantastic
increase about 12% into 2024 for data analytics jobs as compared to rise projected to

average 6.5% for other jobs (Marr, 2017).

Big Data Analytics
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1
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Figure 1.2 Research gap.

1.2  Purpose and Objectives of the Research

The general purposes of this research is to explore, demonstrate, and evaluate
the potential of big data techniques implementation in the logistics and supply chain
industry. In meeting its objectives, this research is keyed to three issues described as
follow:

a) Conduct a comprehensive research and analysis of the current status of big
data analytical trends in the logistics and supply chain research communities to
support the implementation of data mining and other big data analysis techniques in

the logistics and supply chain related fields.



b) Demonstrate the implementation of big data techniques by providing two
cases study of the application of big data analytics toward research subjects related
customer focused on supply chain management.

¢) Evaluate the performance of the result (models and findings) within cases study

in logistics and supply chain research area particularly in retail industry.

1.3  Scope of the Research

To explore the implementation of big data analytics in logistics and supply
chain area, this research is designed to investigate data analysis techniques that can be
utilized to analyze big data. Consequently, several other data analysis techniques and
big data technology are outside the scope of this research. The identification of the
journals was limited to thirty of the prestigious journals in the logistics and supply

chain fields.

PROFESSIONAL

' Irforingtie

SCOPE OF
THE
RESEARCH

Data Science
and Big Data

Figure 1.3 Scope of the research.



Meanwhile, the scope of this research delimits the intersection of academics,
professionals, industries world within logistics, supply chain management, information

systems, data science and big data areas as shown in Figure 1.3.

1.4 Significance of the Research

One intended outcome of the study is to reduce the gap between the industries
and research communities particularly in logistics and supply chain fields. In other
words, the big data analytics discussed in this dissertation research contributes to the
development of big data analysis procedure and technique that could help industries
and research community to explore the value of their data. This research makes other
several contributions as follows:

a) Investigating and providing the statistical and numerical analysis of the
implementation of twenty-six big data analytics technique, then performing a time series
analysis over the past eight year for the big data scientific article based on the publication
from thirty prestigious journals in logistics and supply chain.

b) Providing the application of big data analytics technique to build customers
management models that describe the attributes of those customers and build predictive
models to predict the future and develop strategies to optimize the management of the
customers in a retail industry.

¢) Performing an in-depth analysis and comparative study of the descriptive,
predictive modelling and other selected data analysis techniques to evaluate each performance
of predictive modelling techniques on the case study.

On a practical level, the ultimate goal of the study is to clarify and examine the
descriptive and predictive modelling to do with the big data analytics which not only
support the conventional prediction but also complete the traditional methods.

Specifically, it will contribute to the development of descriptive and predictive



analytics procedure with big data analytics to find the appropriate model for different
situation and time horizon particularly those associated within customer relationship

management for retail industries.

1.5 Contribution of the Research

Since one of the main focus of the of this research is in customers
management, it offers some contribution in today’s competitive world related to
maximize the customer satisfaction, optimize the inventory management, promotion
offering, competitive pricing, and implementation of innovative technological solution
particularly in retail industries. To be more specific, the contributions of the research
are mentioned as follow.

a) This manuscript can provide insight into the current situations and trends of BDA
in logistics and supply chain communities around the world and researchers can be aware and
realize their current position to minimize the gap between big data available now and the
capability to analyze it particularly in a developing country like Indonesia.

b)  This manuscript presents analytics with a large amount of data to help a company
strengthen its position to stay ahead of the competition.

c) This manuscript minimizes any investment risk on researching and testing the
market, product, or ideas.

d) This manuscript facilitates strategic planning based on evidence of BDA to
achieve the business goals of a company.

e) This manuscript helps the company in spotting emerging trends on customer
needs and demands; and

f)  This manuscript has impact on changing seller-buyer relationship/culture in a

company.



1.6 Organization of the research

This research is divided into 5 chapters as follows:

Chapter I: The underlying reason of this research, the purpose and objective of
this research, the scope of this research, the significant of this research, and the
contribution of this research are mentioned in this chapter.

Chapter 1I: Exploring big data research. This chapter reviews scientific articles
published from 2010-2018 in logistic and supply chain community. This chapter also
provide insight into the current situations and trends of BDA in logistics and supply
chain communities around the world and researchers can be aware and realize their
current position to minimize the gap between big data available now and the
capability to analyze it particularly in a developing country like Indonesia.

Chapter I11: This chapter aims to discover meaningful patterns and ensure high
quality of knowledge discovery focused on market basket analysis from the big data
available in a company in Indonesia. It can provide new insight into what a company
should offer as better incentives to its customers and what strategies a company
should develop to allocate the resources appropriately. The combination of CRISP-
DM and key step for customer analysis is performed as a methodology in this chapter.

Chapter 1V: This chapter focuses on customers to know precisely the
characteristics of each customer and know the best way to market the products to the
customers immediately by segmenting the customers. The methodology used in this
research is CRISP-DM and key steps for customer analysis combined with data
mining and behavior scoring method.

Chapter V: Conclusions and recommendations. This chapter summarizes the

results from Chapter Il to Chapter IV, and identify recommendation for future research.
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CHAPTER II
EXPLORING BIG DATA RESEARCH: A Review of
Published Articles from 2010 to 2018 related to Logistics and

Supply Chains

2.1 Abstract

The emergence of industrial revolution 4.0, digital era, social media networks,
ride-sharing transportation networks, video on demand, 5G network technology, and
other cutting-edge technologies has transformed the current research paradigm in
science into the fourth stage where “big data” is analyzed using various statistical
explorations. Conversely, there are still deficiencies in scientific articles exploring
“big data” in the logistics and supply chain research communities. Thus, the objective
of this study was to conduct a comprehensive review of the trends and the current
status of big data analytics (BDA) in the logistics and supply chain research
communities. An elaborate examination was performed by analyzing the big data
papers published in logistics and supply chain journals. The results have uncovered
three things: the changing roles of BDA; some daunting challenges of implementing
big data analytics, along with its recommended solutions; and the promising future of
logistics and supply chains. All the findings would be helpful for creating a good

research design and for implementing big data analytics (BDA) in the related fields.
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2.2 Introduction

Today data is everywhere all the time. It is an era where data is influenced by
the developments of information technology and systems that increase extensively.
Some people call it big data or data deluge (Ghorpade-Aher et al., 2016). The
availability of big data has affected many areas, ranging from sports, where the
Oakland A’s team (United States) used an unconventional approach to build a winning
baseball team using predictive analytics to win more games with less budget (Waller
& Fawcett, 2013a); precaution case where Google sought to predict the timing of flu
outbreaks geographically based on search term frequency (Mayer-Schonberger &
Cukier, 2014); to the field of logistics and supply chain management (SCM) when big
data has deep implications (Waller & Fawcett, 2013b) (Zhong et al., 2016). In case of
the SCM field, big data is providing supplier networks with greater data accuracy,
clarity, and insights, leading to more contextual intelligence shared across supply
chains (Columbus, 2015).

Other scientific articles reviewing big data in logistics and supply chain exist,
and some of them are the following: (1) Tiwari et al. (2018) tried to provide guidance
for academicians and practitioners in utilizing BDA in different aspects of supply
chains. However, their research solely contributed a general guideline that did not
touch the deep aspects of big data utilization, and the result of this research was
remarkably narrow since it was highly sensitive to the keyword input to the search; (2)
Wang et al. (2016) observed and emphasized that managers must apprehend big data
business analytics and supply chain analytics as the strategic assets that must be
integrated in all business activities to enable integrated corporate business analytics.

However, this research did not insert data from the practitioners and professionals’
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point of view; (3) Arunachalam et al. (2018) offered a systematic literature review
about the capabilities of BDA in supply chain and developed the capabilities for an
advance model. The result stimulated the academic researchers to initiate a new
empirical research in BDA in the context of supply chain domain and provide a
direction for future research. Regrettably, the conclusion was eminently general; (4)
Brinch et al. (2018) conducted a Delphi study to gain an understanding about the
terminology of big data and identify the application of big data in SCM using adjusted
references or the framework of supply chain operations reference. The result of the
study showed that the terminology of big data seemed to be more about collecting data
rather than managing and utilizing data. Moreover, their research showed that supply
chain executives seemed slow to adopt big data. The weakness of this study was on
the method of the Delphi study, which was still on small-scale surveys; (5) Lai et al.
(2018) discussed the factors that determined the motives of companies in adopting
BDA in their daily operations. The empirical results of this study revealed that the
benefits and support from the top management can significantly influence the
intention to adopt BDA. Since the study of big data was conducted in the early phase,
the interpretation of BDA may have multiple diversions from different perspectives,
causing some ambiguities in apprehending the meaning of big data.

Meanwhile, the purpose of this manuscript was to explore and analyze current
conditions and trends regarding the implementation of BDA in logistics and supply
chain research communities. This is important inasmuch as (a) the current research
paradigm is at the fourth level where big data is analyzed using various kinds of
statistical methods (Kitchin, 2014), this manuscript can provide insight into the

current situations and trends of BDA in logistics and supply chain communities
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around the world; (b) researchers can be aware and realize their current position to
minimize the gap between big data available now and the capability to analyze it
(Marr, 2017), particularly in ASEAN region (Pujawan, 2016). By 2020, about 1.7
million megabytes of new information will be created per second for every human
being on this planet (Taggart et al., 2016). In fact, there will be a definite shortage of
skilled professionals in BDA available, while there will be a big demand for data
analytics skill at this time. Meanwhile, the forecast calls for fantastic growth estimated
to be 12% in 2024 for data analytics jobs as compared with growth projected to

average 6.5% for other jobs (Marr, 2017).

2.3 Research Methodology

2.3.1 Data Collection

Because of limited accessibility rights to collect scientific articles, this
study focused on the journals indexed by Scopus on Elsevier’s database with
“logistics” or “supply chain” on its “title.” To ensure the quality of the data collection,
several journals that had been discontinued were removed, and they were filtered in
terms of journal ranking, citations, and relevance to logistics and SCM for each
subarea from January 1, 2011, to December 30, 2018. Although the definition of big
data has been introduced since 2001, the focus of this study was the papers related to
big data published over the past eight years in the journals, and this was in line with
the results of a number of previous literature review studies that discovered that
scientific articles related to big data were mostly published after 2010 (Tiwari et al.,
2018) (Govindan et al., 2018) (Addo-Tenkorang & Helo, 2016) (Barbosa et al., 2018)

(Wamba et al., 2018).
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2.3.2 Methodology and Method

As explained earlier, this study explored, investigated, and conducted a
comprehensive analysis of the current status and trend of the application of BDA
techniques in logistics and SCM; therefore, the methodology for this research can be
illustrated in Figure 2.1. The first part of the research methodology began with a
literature review to reconceptualize the definition of big data, logistics, and supply
chains. Rowley and Slack’s (2004) framework for literature review was adopted to be
the guidance for conducting literature review processes. Likewise, these guidelines
were used in recent scientific articles by Chen et al. (2014) and Wang et al. (2016).
The second part of the research methodology was the journal searching containing
“logistics” or “supply chain” as keyword titles. Next, the journals that had been
discontinued and had no citations were removed from the journal searching result.
Some journals have changed their names and are still publishing articles; however,
there are also a number of journals that have stopped publishing scientific articles.
This will help improve the accuracy of the article search process in journals.

The third part of the research methodology was the journal filtering in
which this study used 26 BDA techniques listed by the McKinsey Global Institute
(Manyika et al., 2011) as shown in Table 2.1 (equipped with the explanation and
description of each technique). The fourth part of the research methodology was the
paper searching. The searching process in this step (for big data techniques used in
each journal) was conducted manually by writing at least one of the 26 big data
techniques and several combinations of keywords (including the writing in the title or

the abstract) to distinguish the techniques included in the articles. Afterward, the
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journal was saved and manually reviewed to observe current conditions and trends in

the future.

[ Supply Chain ] [ Logistics ] [ Big Data ]

[ ‘Logistics' Title J[ ‘Supply Chain’ Title J

[ Removing jo Is that had been discontinued and had no citation score on
g SCOPUS database

‘f 'Big Data' Title / | [ At least one of ‘Twenty-six Big Data Technigue'
~ Abst Keyword  Title / Abstract / Keywords

Whﬁon of Big Data, Logistics, and Supply Chain J
f ig Data rs in Logis ‘ ( Papers using big data technigues in
pply C s and thetrend | | logistics and supply chain Journals

a 3 alytlcﬁ (

Big data analytics in supply chain
management

Figure 2.1 Methodology.
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Table 2.1 Big data techniques by McKinsey (Manyika et al., 2011).

Technique Definition

This is often referred as split testing, bucket testing, or A/B/N testing
(if using multiple variants in testing). This is a technique for

A/B testing  comparing two variants with various tests to be able to see which
one has better performance to determine what treatment increases

the performance of the variant.

This is a common technigue to find an interesting relationship
Association ~ among many variables in a large database using a variety of
rule learning  algorithms to generate and test the possible rules. It is also referred

as market basket analysis used for data mining.

This is a set of techniques to identify the categories of data pointin a
Classification  collection for targeting categories in which data point belong to,

based on data points that have already been categorized.

Cluster This a statistical method to classify objects into groups of similar

analysis objects where the previous characteristics of similarity are unknown.

A combination of “crowd” and “outsourcing,” this technique collects

data and ideas from a large group of people or community rather
Crowdsourcing

than an organization or own employees through an open call, usually

through networked media such as the web.

Data fusion  This is a technique that integrates multiple data sources to obtain
and data more consistent, accurate, and useful information rather than using

integration data provided by individual data source.
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Table 2.1 Big data techniques by McKinsey (Manyika et al., 2011) (Cont.).

Technique Definition
This is a technique of discovering hidden patterns from a large data
Data mining  set by combining methods from statistics, machine learning, and
database management to analyze and extract the pattern.
This is a technique that uses multiple learning algorithms and
Ensemble predictive modeling to obtain better predictive performance than can
learning be obtained from any of the constituent models. This is a type of
supervised learning.
This is a method for solving and improving both constrained and
Genetic
unconstrained optimization problems and is inspired by the process
algorithms
of natural evolution or ‘“survival of the fittest.”
This is a subspecialty in the scientific study of algorithms, statistical
Machine models, and computer science (within a field historically called
learning artificial intelligence [Al]) concerned with the design and
development to improve performance from a specific task.
This is a set of techniques from a subfield of information
engineering, computer science (within a field historically called Al),
Natural
and linguistics that use computer algorithms concerned to analyze
language
human (natural) language, in particular, focus on how to use a
processing

computer to analyze and interpret a large amount of human (natural)

language from a large data set.
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Table 2.1 Big data techniques by McKinsey (Manyika et al., 2011) (Cont.).

Technique Definition
These are powerful computational data models, inspired by the
Neural structure and workings of biological neural networks (i.e., the cells
networks and connections within a brain), that find and represent patterns in
data from complex input/output relationships.
This is a set of techniques that study the graph used to characterize
Network relationships among discrete nodes that have attributes in a graph or
analysis a network. Connections among individuals in a community or
organization are analyzed in social network analysis.
This is a set of numerical and statistical techniques used to redesign
complex systems and processes to improve their performance
Optimization
according to one or a number of objective measures (e.g., cost,
speed, or reliability).
This is often referred as classification techniques with a set of
Pattern machine learning techniques that assign some sort of output value
recognition  (or label) to a given input value (or instance) according to a specific
algorithm.
This is a set of process in which a mathematical model, data mining,
Predictive
and probability are created or chosen to forecast an outcome at its best.
modeling
Regression is one part of the many techniques of predictive modeling.
This is a set of statistical techniques often used for forecasting or
Regression  predicting to determine how the value of the dependent variable

changes when one or more independent variables are modified.
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Table 2.1 Big data techniques by McKinsey (Manyika et al., 2011) (Cont.).

Technique Definition
This is often referred as opinion mining, where the application of
Sentiment natural language processing, computational linguistics, and other
analysis analytic techniques extract and identify subjective information from
source text material.
This is a set of techniques from electrical engineering and applied
Signal mathematics to process the “signals” (i.e., radio signals, video, text,
processing sounds, and images) to become meaningful variables that can be
extracted and structured before they can be used in data analysis.
This is a set of techniques applied to structure at human scale from
Spatial
statistics and analyze the topological, geometric, or geographical
analysis
properties encoded in a data set.
This is a set of techniques including the design of surveys and
Statistics experiments of the collection, organization, and interpretation of data.
This technique overlaps with many other techniques in this research.
This is a set of machine learning techniques to infer a function or a
Supervised  relationship from the large training data. Classification and support
learning vector machines are examples of these techniques. These are
different from unsupervised learning.
This is a more human alternative to understand the business problem
form modeling the behavior of complex systems that can be used for
Simulation

forecasting, predicting future trends, planning scenarios, and

recommending optimum decisions.
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Table 2.1 Big data techniques by McKinsey (Manyika et al., 2011) (Cont.).

Technique Definition
This is a set of techniques that has both statistics and signal
Time series  processing for analyzing sequences of data points, representing
analysis values at successive times, to extract the meaningful statistics and
other characteristics of the data.
This is a class of machine learning techniques to find a hidden
Unsupervised
structure or pattern in unlabelled data. Cluster analysis is an example
learning
of unsupervised learning (in contrast to supervised learning).
This is a general term or technique for creating images, diagrams, or
animations to communicate, understand, and improve the results of
Visualization

big data analyses to help people understand the significance of data

by placing them in visual context.

The last part of the research methodology was the result and discussion

of this manuscript, which explained the reconceptualization of SCM in the industrial

4.0 era, the statistical data of manuscripts about the current situations and trends with

BDA topics, the challenge of BDA implementation, and some knowledge discoveries

or insights based on the literature review conducted in this research.

2.4 Result and Discussion

2.4.1 Logistics and Supply Chain

Primarily, it is important to know the definition and the scope of

logistics and supply chain in this research since they are often used interchangeably,
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and many other terms such as material management, demand management, procurement,
customer relationship management, manufacture inventory, packaging, and so on have
similar definitions. Some claim that SCM is just another name for integration of
business logistic management, and the broad scope of SCM has been promoted over
the years (i.e., SCM may be concerned with product pricing and manufacturing
quality). Although SCM promotes viewing the supply channel with the broadest
scope, the reality is that enterprises do not practice this ideal. A single enterprise
generally is unable to manage its entire product flow channel from raw materials to
customers, and usually, it has a narrow scope. For example, the maximal managerial
control that can be expected is over (a) the immediate physical supply channel, which
is the time and space gap between the firm’s immediate material sources and its
processing points; and (b) the distribution channel, which refers to the time and space
gap between the firm’s processing points and its customers (Ballou, 2007). Because of
the similarities in the activities between the two channels, physical supply (referred to
material management) and physical distribution combined integrate those activities
into business logistics. Afterward, business logistics developed into SCM as shown in
Figure 2.2. Other terms such as value nets, value stream, and lean logistics describe

similar scope and purpose with SCM.
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Figure 2.2 Supply chain evolution by Ballou (2007).

Among the previous terms, there were no absolute definitions because
the evolution and the background of logistics and SCM come from a set of functional
activities (transportation, storage management, information services, etc.). Many
manuscripts explained the definition of SCM based on linguistics terminology and a
unified definition. In the writing of Jules Dupoit, a French engineer, the idea of
trading one cost for another (transportation costs for inventory costs) was evident in
the selection between road and water transport (Ballou, 2007).

The fact is that carriage by road being quicker, more reliable and less
subject loss or damage, it possesses advantage since businessmen often attach a
considerable value. However, it may well be that the saving 0 fr.87 induces the
merchant to use the canal; he can buy warehouses and increase his floating capital in

order to have a sufficient supply of goods on hand to protect himself against slowness
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and irregularity of the canal, and if all were told the saving of 0 fr.87 in transport gives
him/her advantage of a few centimes, he/she would favor of the new route (Dupuit,
1952).

Around 1961, the first textbook to suggest the benefits of coordinated
logistics management was introduced. Logistics is a branch of military science that
deals with procuring, maintaining, and transporting materials, personnel, and facilities
(Dupuit, 1952) (Pienaar, 2009). This definition put logistics into a military
description. A better representation of its definition was described by the Council of
Logistics Management, a professional organization of logistics managers, educators,
and practitioners formed in 1962 for the purpose of continuing education and fostering
the interchange of ideas.

Logistics is that part of the supply chain process that plans, implements,
and control the efficient, effective flow and storage of goods, services, and related
information from the point of origin to the point of consumption in order to meet
customers’ requirements (Council of logistics management, 2000).

This definition conveys the idea that product flows should be managed
from the point where they exist as raw materials to the point where they are finally
discarded (Chen et al., 2014). It is also worthwhile to explore several definitions for
the scope and content of logistics and supply chain. Chow and Heaver (1999)
described it as groups consisting of producers, suppliers, distributors, retailers and
transportation, and other logistics management service providers engaged in supplying
goods to consumers (Pienaar, 2009). Ayers (2001) defined it as life cycle processes
involving physical goods, information, and financial flows to meet the customer needs

with goods and services from suppliers (Ayers, 2001). Grant et al. (2006) characterized
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it as corporate business processes with integrated systems from end users through
suppliers that provide information, goods, and services, which add value for customers
(Grant et al., 2006). Mentzer et al. (2001) explained it as a group of entities (i.e.,
organizations or individuals) directly involved in the supply and distribution flow of
goods, services, finance, and information from source to destination (customers)
(Mentzer et al., 2001). Hanfield (2017) specified it as the activities to maximize
customer value and get a sustainable competitive advantage (Handfield, 2017). LeMay
et al. (2017) mentioned it as the coordination of a network through organizations and
individuals to get, use, and deliver material goods; to acquire and distribute services;
and to make their offerings available to markets, customers, and clients (LeMay et al.,
2017). Pienaar W. (2009) specified it as a common description of the integration
process that involves organizations to transform raw materials into finished goods and
to transport them to the end user (Pienaar, 2009). Some researchers argue that there
are many readily available definitions of SCM going beyond the fundamental concept
of definition. Meanwhile, the definition of logistics and SCM in this research does not
focus on the term in the linguistic definition and refers directly to the definition, which

is agreed upon by experts as the following (Rushton et al., 2017).

Logistics = Material Management + Distribution

An extension to the logistics idea includes the supply of raw materials
and components as well as the delivery of products to the final customer. Thus, supply

chain can be defined as follows.

Supply Chain = Suppliers + Logistics + Customers



27

In general, it can be said that logistics is the part of SCM that manages
the flow of materials and information from the supplier and customers to the end
consumers. It includes inventory management, warehousing, marketing/sales, customers,
management information systems, technology, transportation, and compliance as its
key logistics activities. The activities that constitute the supply chain process vary
from enterprise to enterprise, depending on an enterprise’s particular organizational
structure, management’s honest differences of opinion about what constitutes the
supply chain for its business, and the importance of individual activities to its
operation (Ballou, 2007).

2.4.2 Big Data

Big data is a term that describes the large volume amount of data in
business (Jeble et al., 2018). Gartner (at the time, it was named META Group), a
consultant firm, defined big data as “high-volume, high-velocity and high-variety
information assets that demand cost-effective, innovative forms of information
processing for enhanced insight and decision making” (Beyer & Laney, 2012). Later,
the IBM scientists added two more dimensions of big data-“high-veracity” (IBM,
2013) and “high-variability” (Andreu-Perez et al., 2015). Currently, the definition of
big data has five dimensions. The description and explanation of big data with four
dimensions on this research referred to the study of Katal (2013), which has a lot of
citations. The description of big data with five dimensions is explained in detail below
(Katal et al., 2013) (Andreu-Perez et al., 2015).

a) “Volume”-Currently, data that have reached petabyte volume is

already problematic. With the increasing utilization of smartphones, internet and web
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technology, and wearable devices (such as smartwatches, smart glasses, smart home,
etc.), data is predicted to increase to zettabyte volume in the next few years.

b) “Velocity”-The flow of data movement is rapid recently. It also
causes challenge for data (previously collected and captured) that change faster than
before and continuously in motion.

c) “Variety”-When data are collected not only from one specific
source but also from various data formats such as web pages, images, sensors, e-mails,
social media, and so on, which are structured and unstructured data, this complicates
the conventional analysis technique to analyze big data.

d) “Veracity”-The focus in this dimension is the ambiguity within
data (typically from noise and abnormality).

e) “Variability”-This refers to the establishment of a regular
contextualization structure of data flows that can be relied upon even in conditions
that cannot be predicted to be extreme. This is defined as the need to obtain data that
are meaningful considering all possible circumstances.

f)  The five “V” pillars mentioned above are the core components of
big data that can produce a new “V” pillar called value if organizations have the
ability to obtain greater valuable information from big data through deeper insight
from superior data analytics (see Part 3.4).

2.4.3 Journal Filtering and Big Data Papers Published in Journals

The searching verification was performed to figure out the list of
scientific journals indexed by Scopus on Elsevier’s database with “logistics” and
“supply chain” keywords. The journals that had been discontinued and did not have a

citation score were excluded as shown in Table 2.2.
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Table 2.2 Discontinued journal list.

Journal Year
Cellular Logistics 2015 to 2016
EURO Journal on Transportation and Logistics 2015
Logistics and Transportation Review* 1978 to 1996*
Naval Research Logistics Quarterly* 1979 to 1986*
EURO Journal on Transportation and Logistics 2015 to 2016
Supply Chain Manufacturing and Logistics 2006
Supply Chain Systems Magazine 2002 to 2006

*Note that the Logistics and Transportation Review journal is continued as
Transportation Research Part E: Logistics and Transportation Review, while the Naval

Research Logistics Quarterly is continued as Naval Research Logistics.

As a result, 23 journals had been chosen, where 5 of 19 search results
journals with “logistics” and 2 of 11 journals with “supply chain” keywords had been
stopped from Elsevier’s database. Among the 23 selected journals indexed by Scopus
on Elsevier’s database, there were merely 43 published papers related to big data or
approximately 0.63% of the total papers (an extensive gap from the total 6,929 papers
published in the journals). The journal that published the least scientific articles was
the International Journal of Construction Supply Chain Management with 16 papers,
while the journal that published the most scientific articles was the Transportation
Research, Part E: Logistics and Transportation Review with 1,063 papers. The Journal
of Business Logistics and the International of Logistics Management were the journals
that published the big data papers in the logistics and supply chain area the most with

11 journals using the term “big data” in their title, abstracts, or keywords. Interestingly,
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no more than 5% of the total papers were published by the two journals, even though
they were the most widely published journals related to big data.

Meanwhile, the authors with the most published papers in the journals
were Stanley E. Fawcett and Matthew A. Waller with 4 manuscripts (see Appendix
A), and most of the authors came from the United States with 38 authors, followed by
the United Kingdom with 15 authors, and Australia with 13 authors. Furthermore,
scientific articles were published each year: 2 from 2014 to 2015, 5 in 2016, 3 in
2017, and 25 in 2018. Complete statistical data on manuscripts using big data analysis
techniques in selected journals and a comparison between the number of big data
articles published and the total number of articles published in selected journals are
shown in Figures 2.3, 2.4, and 2.5.

A comparison between the number of articles related to big data and
the total number of articles published in logistics and supply chain journals per year
showed the massive gap one more time (2 big data papers: 752 papers or 0.26% of
total paper published in 2013 and 26 big data papers: 1,158 papers or 2.24% of total
paper published in 2018). To analyze the trend toward the big data papers published in
logistics and supply chain journals, five time series forecasting techniques were
performed (i.e., exponential smoothing, linear trend model, quadratic trend model,
exponential trend model, and autoregressive model). Four of the five models (except
exponential smoothing) used the consecutive coded value 0 (2013) through 5 (2018)
as the X (coded year) variable. The result of these models produced the following
forecasting equations as shown in Figure 2.6. The R2 and the adjusted R2 for the

quadratic trend model were the highest when they were compared with the other models.
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Figure 2.3 Complete statistical data on manuscripts using big data analysis techniques in selected journals.
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Figure 2.5 Comparison between the number of big data articles published and the

total number of articles published in selected journals.

To further verify and to show the actual value of the big data paper published in
logistics and supply chain journals, along with the predicted value of the papers, the
residual, the error sum of squares (SSE), the standard error of estimates (SYX), and
the mean of absolute deviation (MAD) for each of the four models, comparing the
magnitude of the residuals in four models was performed. For this time series, the
comparison of the SYX and MAD indicates that the first-order autoregressive model
provides the poorest fit, and the quadratic trend model is the best model. Using the
best model, the result of the analysis for 2019 was 35 papers, which were rather higher
than the number of papers from 2011 to 2018 related to big data in logistics and

supply chain journals.
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Linear Quadratic Exponential First-Order Autoregressive
Year Big Data Papers Residual Predicted Residual Predicted Residual Predicted Residual
Published

2013 2 110 -3.10 4.68 2.68 0.30 -1.70 #N/A #N/A
2014 4 2.28 -1.72 112 -2.88 0.46 -3.54 15.50 11.50
2015 4 5.65 1.65 103 -2.97 0.61 -3.39 1277 8.77
2016 5 9.02 4.02 4.40 -0.60 0.76 -4.24 10.04 5.04
2017 3 12.39 9.39 11.24 8.24 0.91 -2.09 7.31 4.31
2018 25 15.76 -10.24 2154 -4.46 1.06 -24.94 4.58 2142

SSE 22442 |SSE 12.41 SSE 671.28  SSE 712.04

Svx 7490 Sy 6.121 Syx 0.290 Sy 10.808

MAD 502 MAD 364 MAD 6.65 MAD 10.21

Figure 2.6 Forecasting equations.

Meanwhile, simple exponential smoothing (SES) merely requires

deficient data storing, quickness and simplicity in computing, and emphasis on the

most up-to-date information that was also exerted to predict the amount of research

papers in 2019 related to big data within the scope of logistics and supply chain

journals. It is likely that at least 8 papers related to big data will be published in 2019

within the scope of logistics and supply chain journals. Alpha (o) = 0.1 provided

better accuracy with its lowest mean squared error (MSE) and MAD score on SES

forecasting technique. Every year (from 2013 until the end of 2018), movement on the

number of published scientific articles increased (except in 2017). In 2018, there was

a drastic rise in the pattern movement with 24 journal papers. The result of the
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analysis for 2019 was 8 papers, which was higher than the number of papers from
2011 to 2017 related to big data in logistics and supply chain journals. The trend

increased from the previous year as shown in Figure 2.7.
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Figure 2.7 Prediction of the big data papers published in 2019 within the scope of

logistics and supply chain journals.

Thus, it can be concluded that the research topic related to big data had
an extensive gap compared with the other topics within logistics and supply chain
journals based on real data and information that had been collected and analyzed.

Furthermore, the result of this study explored the application of each of
the 26 big data techniques. It shows that in total, these techniques appeared 1,980

times within the 23 selected journals. It is important to notice that many of the
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publications applied more than one of these techniques. Table 2.3 presents the selected
research areas, the associated journals, and the results of the database search. From the
information shown, there were 1,560 scientific articles related to the logistics area and
420 scientific articles related to the supply chain area with a total of about 1,980
scientific articles related to big data techniques used in logistics and supply chain
journals. The five most widely used technigues in logistics journals were optimization,
simulation, regression, genetic algorithms, and classification (with 1,560 journals).
Meanwhile, the five most widely used techniques in supply chain journals were
optimization, regression, simulation, classification, and genetic algorithms (with 420
journals). Moreover, Table 2.3 shows the usage of big data techniques per year.
Optimization was the most frequently used technique every year in both areas (with
680 scientific articles). From 2011 to the end of 2018, the number of scientific articles
that used this technique had increased dramatically. Nevertheless, there were still no
scientific articles that used association rule learning, natural language processing, and
unsupervised learning.
2.4.4 BDA inSCM

As previously mentioned, “big data” is a term that describes high
volume, high variability, high variety, high veracity, and high velocity of data and
inundates organizations on a day-to-day basis. The important issue in big data is that it
must be combined with a variety of analytical approach (i.e., statistical analysis,
optimization, visualization, clustering, etc.) to extract valuable information from the
large data set. This combination is referred as BDA as shown in Figure 2.8. The role
of BDA in the immense impact of e-commerce, social media, self-driving cars,

wearable device, barcode scan, drones, internet, and cloud storage era can transform the
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Table 2.3 Amount of papers that used big data techniques from McKinsey per year

published in logistics and supply chain journals.

Big Data Technigues Logistics Journals | Supply Chain Journals

A/B testing 1 0

Association rule learning 0 0

Classification L ] 3 6 9 13 19 10 12 W 20

Cluster analysis I 21 3 4 6 7 4 6 9 6 12

Crowd sourcing 1 | 1 1 1

Data fusion and data integration 2| 2 2 1 1

Data mining | gl 3 4 1 2 2 1

Ensemble learning 1 0 1

Genetic algorithms Bl 103 [ 29 1% 9 1B ® 1B 15 1B 26

Machine learning | 6 0 1 2 3

Matural language processing 0 0

Network analysis I s3] 3 4 5 & 1N 8 1B & 12

Neural networks I 18] 4 2 4 2 4 3 5 2

Optimizaton DT |

Pattern recognition 1| 1 1 1

Predictive modelling 0 1 1

Regression B 224 4 3 36 41 34 41 36

Sentiment analysis | 3 0 1 1 1

Signal processing 1| 1 1 1

Simulation B | ) 2NasgEnsG

Spatial analysis | 6] 1 1 2 T 1 1 1

Statistics I 579 " 22 6 9 4 M & 15 10

Supervised learning 2 0 1 1

Time series analysis | 6 | 1 1 2 1 1 1 1

Unsupervised learning 0 0

Visualization I 1BH & 3 1 4 3 65 5 2

|

1 102

definition and the management of supply chain. Since the current supply chain cannot
be equated with its traditional function (where a single purely operational function
was reported to sales or manufacturing and focused on ensuring the supply of
production and delivery lines to customers, and it was also combined with other
independent SCM functions in several companies), the focus of the SCM function has
shifted to advanced processes. First, it enlarges the data set for analysis beyond the
traditional enterprise resource planning and supply chain management system internal

data. Second, it applies powerful statistical techniques by combining internal and
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external data sources to analyze. Third, it creates a new approach that improves supply

chain decision analysis, strategic choice, and operation optimization.

Statistics

B

Optimization

Velpeity

Forecasting Variety Veracity

I — -

Big Data
Analytics A

Figure 2.8 BDA.

In relation to the papers publishing the implementation of BDA in
logistics and supply chain journals, there were several scientific articles employing big
data analytical techniques that were published in the said journals from 2011 to 2018.
Based on the data on social media (in these cases, it was Twitter), sentiment analysis
techniques, natural language processing, clustering analysis, data visualization, and
supervised learning were combined to obtain a rich picture of interaction between the
company and customers, to predict market demand, and to find out key issues that
affect customer satisfaction (Bhattacharjya et al., 2016) (Bhattacharjya et al., 2018)
(Singh et al., 2018). These studies showed the use of a set of tools to gather insights
from a large amount of unstructured data from conversations on social media

platforms. Bohacs and Rinké&cs (2016) purely performed data visualization to analyze
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and model the complex systems. To make a good decision in a distributor company,
Hamister et al. (2018) integrated data visualization, optimizing modeling, and
forecasting safety stock using real data. To improve the value density of raw data is a
crucial step that allows analysis to acquire meaningful data, including optimization
using data in the real world. Miller et al. (2018) implemented data visualization and
statistical approach of big data techniques to devise a framework that examined the
services of the supply chain setting of health care with public data regarding hospital -
level patient satisfaction.

The deficient number of papers related to the implementation of BDA
published in logistics and supply chain journals means there are many opportunities to
explore several captivating issues using BDA in the logistics and supply chain areas
by the research communities. Some of the main areas of logistics and supply chains
that can be explored using BDA are as follows.

a) Production, inventory, and operation planning can be improved
using BDA in planning processes and demand capability. For example, the visibility
of point of sales data, inventory data, and production planning data can be analyzed to
identify mismatch between supply and demand with real-time analysis. By
incorporating temperature and data about sunny days, ice cream companies are able to
predict the demand more accurately. In addition, other companies are able to perform
the similar thing and drive actions such as price changes, the timing of promotions,
shaping demand, or the addition of new lines based on the customer behavior in the
right place for the right time to realign things with BDA.

b) In workload optimizations and picking zone allocation in warehouses

based on efficiency-for example, to improve storage efficiency and picking productivity-a
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big data 3-D model visualization analysis can be used to model and simulate new
configuration. Sensor data in warehouses can be exerted to anticipate real-time
transportation requirement.

c) Connecting real-time routing allocation between transportation and
warehouses is utilized to improve the operational optimization such as trucks that use
consumption fuel analytics to enhance driving efficiency and use GPS to reduce
waiting time in warehouses in real time.

d) Routing optimization for transportation vehicles based on traffic
congestion, weather, and driver characteristics is easily analyzed with BDA before the
era of autonomous truck comes.

e) Real-time out-of-stock detection and prevention for point of sales
are aligned with the production planning analysis. The combination between point of
sales and consumer behavior data is used to improve inventory management.

f) Consumers’ sentiment data on social media can be used to obtain a
rich insight into the interaction between enterprise and consumers, and risk
management can be used for fraud detection and to provide credit rating to define
payment term offered to mitigate the risk.

In the future, the development of automated production at factory,
autonomous truck, automated warehouse, shipping rerouting, drone technologies, and
Al ecosystems will lift SCM to the next level of management and definition.
Automated production machine will provide constant feedback on production capacity
based on sales information and consumer behavior. Driverless trucks with live transit
location via satellite get in touch with good movements. Operations in warehouses

such as picking and transporting good and information flow of status will be handled by
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machines. Customers will be able to automatically reroute their delivery address to

new information on their smartphones. Drones will deliver and pick the goods to the

border areas. Al will perform an international network analysis, where, related to law,

international transactions, international contracts or agreements, legal systems or

blockchain systems, and everything humans perform currently are predicted being

replaced by Al in the future. Figure 2.9 illustrates the previous, the current, and the

future of supply chain concept.
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Figure 2.9 SCM Infographic.

2.4.5 Challenges of BDA Implementation

The result of this study also brought up the challenges of big data

implementation. As big data starts to grow and evolve, BDA will continue to grow
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and become important in academic and enterprise areas. Despite the great potential
and opportunity of BDA, there are also some great challenges and risks. When the
BDA challenges are addressed in a proper manner, the success rate of implementing
big data solutions automatically increases. As big data makes its way into academics
and particularly enterprises around the world, addressing these challenges are
extremely important to unlock the full potential of BDA. Below are some of the main
challenges of BDA implementation.

a) Dealing with data growth and amount of accessible data. As big
data is continuously growing and expanding, new technologies are being developed
every day. The combination of data explosion and technology developments become a
big challenge for enterprises to be answered without the introduction of new risks and
problems. In addition, the limitless amount of accessible information can become an
obstacle for enterprises to deal with because the scale and variety of the data can be
too overwhelming to be analyzed and create waste that negatively affects big data
usefulness.

b) Synchronization among data source. A lot of different types of
software systems from different areas of daily functional activities in enterprises,
which are quite challenging to incorporate into analytical insight and meaningful
messages, exist.

c) Organizational resistances and culture. Some organizations are still
conservative. Most business firms, government institutions, and other organizations
may resist big alterations. The biggest impedance to the adoption of BDA is related to
cultural change such as organizational alignment, lack of understanding, and

managerial change. In an interview, a director of supply chain in automotive industry
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mentioned, “Koreans, in general, are not familiar with making decision based on
decision making quantitative data. Rather, they tend to make important decisions
based on their past experience or opinion of someone they trust. This emotional
attribute may be an obstacle” (Richey et al., 2016). Attempt to change the doctrine and
the culture requires a lot of patience and great persistence.

d) Security and privacy of the data. Soon after the business
enterprises discover how to utilize BDA, it brings them a wide range of possibilities
and opportunities. However, confidential data, such as unit price data, are important
for enterprises, and there are a lot of risks when enterprises share these data to be
analyzed. If these kinds of data leak outside the organization, for example, when the
company makes a $15 profit from the $25 product, the client will push the company to
down the price. Therefore, some confidential information will be difficult to get into
big data analysis.

e) Real-time analysis. The challenges of getting important insights
through the use of real-time BDA can be an obstacle since the velocity of the data is

growing swiftly time by time.

2.5 Conclusion

As the result of this exploratory paper of the current situation related to the
implementation of big data techniques within logistics and supply chain journals, there
were almost 2,000 scientific articles that used big data techniques within the journals
of logistics and supply chain. Furthermore, there were 43 scientific articles that
mentioned the context of their scientific research studies within the big data context
(where there was a massive gap between big data scientific articles compared with the

other topics in the journals). This indicated that the utilization of big data techniques
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and analysis was sparsely published in the logistics and supply chain journals (within
the context of big data). However, a trend analysis showed that the topics related to
big data published in logistics and supply chain journals have increased every year
(from 2013 to 2018). This also showed that BDA and SCM have received more
attention from academics and become a potential topic to be continued into further
research, which will be beneficial to many sectors, such as academics and other
industries.

Furthermore, BDA in the digital era means that big analytics turn that data into
real insight. It is an art that must be understood and implemented. Thus, the principal
focus in BDA is not what is being analyzed but how the analysis is being implemented
within the context of big data. Based on the reviews and findings of this paper, the
following are some points to be noted.

a) There is a lack topic in big data research. There were no adequate research
studies in implementing big data techniques in the supply chain and logistics field
from January 1, 2011, to December 30, 2018, and the most common finding across all
areas is that the interest in big data research is only recent.

b) There is a need to improve and implement research on big data. Based on
the statistical result about the current situation and trend in implementing BDA in this
research, it is recommended that the future research should focus on the
implementation of BDA within specific industries and use real data to reduce the
existing gap now. All aspects of SCM must also be studied with real data, especially
big data analysis for planning, forecasting, procurement, and material management, as
well as big data analysis that supports the alignment, agility, and sustainability of

supply chain with integrated systems.
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c) Enterprises in ASEAN must assimilate BDA or risk themselves of being
left behind. In developed countries, new digital technologies are changing the
traditional ways of SCM. Using a digital foundation in place, now enterprises can
capture, analyze, integrate, easily access, and interpret high-quality data in real time,
which support enterprises to make better decisions. Meanwhile, enterprises in
developing countries (i.e., ASEAN) should consider and realize the importance of big
data and technology to support and change their business process or face the risk of
being left behind.

d) The ability of big data analysis to minimize the existing gap now must be
improved. Big data and technology have played important roles in this new era. Since
the skills needed for these new roles are not readily available today, the biggest
challenge for researchers is to fill those critical roles.

e) The future of SCM is Al. It is clear that the future of SCM is the
technology that optimally manages end-to-end workflows and requires little human
intervention.

In addition, the limitation of this research was that each of the big data
techniques (as previously stated) has overlapped with one another (for example, a
combination of statistics and regression analysis constitutes the part of predictive
analytics, etc.). Thus, it affects the accuracy of the search results in several aspects.
Another limitation was that the sample size examined in the time series forecasting
analysis was quite small. It could affect the result of forecasting accuracy in this

research.
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CHAPTER Il
Using Big Data Analytics for Decision Making: Analyzing
Customer Behavior using Association Rule Mining in a
Gold, Silver, and Precious Metal Trading Company in

Indonesia

3.1 Abstract

Indonesia is facing many challenges in the fourth industrial revolution (4IR)
era. One of them is related to big data technologies and implementation that can be
seen clearly from Indonesia Industry Readiness Index (INI) 4.0. Therefore, focusing
on implementing big data analytics in a gold, silver, and precious metal trading
company is the objective of this manuscript to support daily business operations. To
be more specific, the aim is to discover meaningful patterns and ensure high quality of
knowledge discovery from the big data available in a company in Indonesia. It is
needed to support the Making Indonesia 4.0 as a roadmap to implement industrial
digitalization in Indonesia. The methodology used for the big data implementation in
this manuscript is the combination of the CRISP-DM framework and key steps for
customer analytics. The result of this research is a list of recommendations that
facilitate strategic planning based on evidence of measurable big data analytics to

achieve the business goals of a company.
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3.2 Introduction

The fourth industrial revolution (forth 4IR) is a high-tech strategy deriving
from technological advancement and disruptive development in the industrial sector
worldwide that fundamentally alter the industrial environment work and relate to one
another (Dallasega, Rauch, & Linder, 2018; Schwab, 2016¢). With technological
innovation, it has the potential to raise global income levels and improve the quality of
the industrial sector around the world (Schwab, 2016a, 2016b). Some consider it as
the integration of emerging technologies such as Internet of Things (loT), Big Data,
and Cloud technologies (Pereira & Romero, 2017). On the other hand, there are
scientific arguments that the fourth industrial revolution is not only regarding
technology integration but also concerning the whole concepts of ‘how to acquire,
share, organize data and resource that make and increase the product or service
delivery faster, cheaper, more efficiency, more productivity, more effective, and more
sustainable’ (Benitez, Llorens, & Braojos, 2018; Koh, Orzes, & Jia, 2019; Piccarozzi,
Aquilani, & Gatti, 2018). Since technologies integration are considered the core of the
41R, there some technologies frequently discussed in the literature: loT, Big Data
Analytics (BDA), Cloud, 3D printing, robotic, Artificial Intelligence (Al), Machine
Learning (ML), and 5G technology (Kamble, Gunasekaran, & Gawankar, 2018;
Piccarozzi et al., 2018).

In response to this, President Joko Widodo has declared ‘Making Indonesia
4.0’ as a road map to implement industrial digitalization that can positively support
industry performances in Indonesia (Deputi Bidang Protokol-Pers-dan Media
Sekretariat, 2019). It is followed by Indonesia Industry Readiness Index (INDI) 4.0 by

the Ministry of Industry to support the government measuring progresses on 4IR in
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Indonesia (Aisyah, 2019). As the interest in the fourth industrial revolution is growing
rapidly, this manuscript does not limit the focus on 4IR itself but intends to implement
BDA as interconnection in supporting 4IR (Kamarul Bahrin, Othman, Nor Azli, &
Talib, 2016). It is essential since the current research paradigm is at the fourth level,
where big data is analyzed using various statistical methods for real-world needs in
real-time settings (Kitchin, 2014). However, the scientific manuscripts published in
the journal related to BDA implementation are still deficient (Fosso Wamba, Akter,
Edwards, Chopin, & Gnanzou, 2015; Yudhistyra, Risal, Raungratanaamporn, &
Ratanavaraha, 2020) where many manuscripts explain that BDA can improve business
strategy (Akter, Wamba, Gunasekaran, Dubey, & Childe, 2016) and organizational
performance (Gunasekaran et al., 2017).

Moreover, there is a big gap between big data available now and the capability
to analyze it while there will be a big demand for data analytics skills at this time
(Marr, 2017, 2018). Thus, this study aims to discover meaningful patterns and ensure
high quality of knowledge discovery from the big data available in a company in
Indonesia. It can provide new insight into what a company should offer as better
incentives to its customers and what strategies a company should develop to allocate
the resources appropriately. As a result, the main contributions of this manuscript are
mentioned as follows.

a) it presents analytics with a large amount of data to help a company
strengthen its position to stay ahead of the competition.

b) it minimizes any investment risk on researching and testing the market,
product, or ideas.

c) it facilitates strategic planning based on evidence of BDA to achieve the

business goals of a company; and
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d) it helps the company in spotting emerging trends on customer needs and
demands.

In addition, another contribution of this manuscript is that it helps a company
to improve their performances, which are assessed by INDI 4.0 in Indonesia and
increase the average score of 2.14 (scale 4) where the lowest score comes from metal

companies in Indonesia (Kementrian Perindustrian, 2020).

3.3 Literature Review

3.3.1 Related works

There are few manuscripts published articles in journals related to BDA
implementation. For instance, Batarseh and Latif in 2016 and Alani and team in 2016
assessed the quality of service and healthcare organization using BDA in healthcare
industries in the United States and Iraq (Batarseh & Latif, 2016); Moyne and Iskandar
in 2017 implemented BDA in a manufacturing company (Alani, Ahmed, Majid, &
Ahmad, 2018); (Moyne & Iskandar, 2017); Naimur Rahman and his team in 2016
used BDA to predict total electricity forecast in the United States (Naimur Rahman,
Esmailpour, & Zhao, 2016); Honarvar and Sami in 2019 tried to find a suitable
solution for urban development by using the opportunities of big data and present data
related to urban computing with the aim of assessing the knowledge that can be
obtained through integration of multiple independent data sources in Smart Cities
(Honarvar & Sami, 2019). Meanwhile, the position of this manuscript that makes it
different from previous related works is that no study was found in the literature
covering BDA in a gold, silver, and precious metal industry. Also, this manuscript
explores the customer behaviors and habits based on a large amount of data analysis in

conducting the transaction in a developing country like Indonesia.
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3.3.2 Frequent patterns, association, and correlation

One famous method to analyze a large amount of data often used by
experts and researchers is association rule mining method, a common technique leads
to the discovery of associations and correlations among items in a large database using
a variety of algorithms to generate and test the possible rules (Manyika et al., 2011;
Yudhistyra et al., 2020). A typical example of this method is market basket analysis,
an analysis of customers buying habits by finding an association between different
items that customers place in their ‘shopping basket’ (Valarmathi, 2017). Using this
analysis, a company can understand the purchase behavior of its customers, which can
help a company to create better decision making for supporting its business goals
(Kaur & Kang, 2016). For instance, if customers tend to purchase computers and
printers together, then having a sale on printers may encourage the sale of printers as
well as computers and at the same time is represented in the following association

rule.
computer = printer [support = 20%, confidence = 60%] @
where a function defining support for itemset x can be defined as (Lantz, 2015):

count(x)

N @)

support(x) =

where N is the number of transactions in the dataset and count(x) is the number of
transactions containing itemset x, and the confidence is a measurement of its
predictive accuracy where the support of itemset containing both x and y divided by

the support of the itemset only x as followed.



59

support(x,y)
support(x)

confidenct(x —y) = (3)

Rule support and confidence are two measures the usefulness and certainty of
discovered rules. A support of 20% means that 20% of all the transactions under
analysis show that computers and printers are purchased together. A confidence of
60% means that 60% of the customers who purchased a computer also bought the
printer. Rules are considered interesting if they satisfy both a minimum support
threshold and a minimum confidence threshold where users or experts can set it.
Additional analysis can be performed to discover the interesting statistical correlation
between associated items to get better knowledge. Furthermore, there are various
algorithms to perform association rule mining and to compute large datasets such as
the Apriori algorithm and the Continuous Association Rule Mining Algorithm
(CARMA).
3.3.3 Apriori algorithm

Apriori is an algorithm proposed by Agrawal and Srikant in 1994 for
frequent mining itemset for Boolean association rules (Agrawal & Srikant, 1994). The
first step of this algorithm simply counts the item occurrences to determine the large I-
itemsets. A subsequent pass, say pass k, consists of two phases. First, the large
itemsets L. found in the (k-1)-th pass are used to generate the candidate itemsets Cy,
using the Apriori-gen function. The Apriori-gen function takes as argument Ly, the
set of all large (k - 1)-itemsets. It returns a superset of the set of all large k-itemsets.
Afterward, the database is scanned, and the support of candidates in Cy is counted. For
fast counting, we need to efficiently determine the candidates in Cy that are contained

in a given transaction t.
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3.3.4 Continuous Association Rule Mining Algorithm (CARMA)

This algorithm needs, at most, two scans of the transaction sequence to
produce all large itemset where during the first scan, this algorithm continuously
constructs a list of itemsets (a lattice) of all potentially a large itemset. Then, during
the second scan, this algorithm determines the precise support of each set in the lattice
and continuously remove all small itemset (Hidber, 1999).

The more detail explanations about every phase in CARMA algorithm
are explained by Huang et. al. (2009) as follows (Huang, Wang, & Shia, 2009). Phase
| objective in this algorithm is to produce all potentially large itemsets. Then it is
followed by storing the picked itemset and their related value vectors which it is
handled by lattice V. The value vector is a three-dimensional vector composed of
count (v), maxMissed (v), and firstTrans (v) where count (v) is the number of
occurrences of v since its insertion in the lattice; maxMissed (v) is the upper bound on
the number of occurrence of v before v is inserted in the lattice; and firstTrans (v) is
the index of the transaction at which v is inserted in the lattice. Both count (v) and
maxMissed (v) can define the interval of estimated support of v. The lower bound is
minSupport; (v) = count; (v)/i and the upper bound is maxSupport; (v) = (maxMissed;
(v) + count; (v))/i,j is the current transaction number. A support threshold can be
specified by user. This threshold makes a sequence o = (o1, 0, 03, ...). Based on the
sequence o, a new index [o]; can be constructed, namely the ceiling of O up to i. [o] is
the last monotone decreasing sequence which is up to i pointwise greater of equal to o
and 0 otherwise. Assume that i-1 transactions have been processed and let V;.; be the
support lattice up to i-1. It is reading the i-th transaction t; and update the Vi to Vi. o;
is specified for the i-th transactions. For any itemset v, if it has already been in the

lattice v, then it updates the count (v), increasing it by one. When the set of v is not in
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V, it considers the following rules to judge whether or not to let it in. If v is |-item set
then it is directly inserted with count (v) = 1, firstTrans (v) = i, maxMissed (v) = 0. If v
is k-item set (k>1), two requirements should be satisfied. The first is that all subsets w
of v have already been contained in V and are potentially large. Phase | also includes a
prune step-only working every 1/qi or every 500 transactions (default)-whichever is
the larger.

Phase Il removes trivially small itemsets based on the last specified
support threshold. It rescans the process again and determines the accurate support
and continues to remove the trivially small dataset. If the user do not need precise

support, Phase Il can be omitted (Hidber, 1999).

3.4 Case Study

The combination of key steps for customer analysis (Yudhistyra,
Raungratanaamporn, & Ratanavaraha, 2019) and the CRISP-DM framework (Mariscal,
Marbéan, & Ferndndez, 2010; Wirth, 2000) shown in Figure 3.1 is fused to ensure the
high quality of knowledge discovery in this case study. The pre-processing steps are
business understanding, data understanding, and data preparation; the processing step
is the modeling and evaluation; and the post-processing is the final result.

3.4.1 Business understanding

The important factor in this step is the current business situation in the
gold, silver, and precious metal trading company, which intends to use BDA to gain
knowledge about the behaviors of its customers in conducting a transaction. It is used
to develop the company’s shelf management and campaign strategies in offering the
company’s products. To be more detailed, the intention of using BDA in this case

study covers a) finding frequent itemset patterns on the company’s historical
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transaction dataset using b) recognizing peculiarities on customers' transactional data;

¢) identifying useful and actionable patter to be aligned with business strategies.

Data Collection and
Description

Determining Business Data Verification

Objective

Assess the Situation

Data Selection

|~ Business
Understanding

Data
Understanding

Determining Data Mining —
Goal )
Data Transformation
Data
Preparation
Deployment B e
i o= "= Model 1
B~ - 1
& y ! | Modeling
< B
Discussion and Strategies Data Model 2
4
/
— !
- Evaluation (-— -
b L )
Y J 7 Model N
Rule Confidence Confidence | Information Normalize Rules with multiple
Confidence Difference Ratio Difference Chi-Square consequents

Figure 3.1 Combination of CRISP-DM and keys steps for customers analysis.

Detail fact-findings found to support BDA implementation, such as the
resource availability (software, hardware) or legal issues in which the data is allowed
to be utilized, had been completed before beginning the project plan. A list of possible
project plans to be performed during the rest of the project is listed as follows.

a) A collection of the dataset is collected from various resources
available at the company.

b) Association rule mining techniques are utilized to discover

meaningful relationships or patterns from the dataset.
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c) Data mining software applications such as R, Modeler, Tableau, or
RapidMiner are considered to be used for analyzing the dataset and calculating the
accuracy of predictive models.

d) The data mining goal criteria are categorized as successful
outcomes when the minimum percentage accuracy of the models' percentage is above
50% (moderate fit model) (Field, 2018) .

e) The repetition of the modeling and evaluation process is adjusted
based on rule confidence, confidence difference, confidence ratio, information
difference, normalize chi-square, and rules with multiple consequents.

3.4.2 Data understanding and preparation

The datasets were provided by the company, which was exported from
multiple resources of company database covering July 2010 to October 2019. It
contains 3,986,872 observations from 248,856 customers. There are seven variables
on the dataset, and the description of datasets is provided by the company shown in

Table 3.1 as follows.

Table 3.1 Initial data.

Attribute Name Description
CUSTOMERS_ID The ID of the customers
TRANS_DATE The date of the transaction
TRANS_ID The invoice number of the order transaction
CUSTOMERS_ADDRESS The address of the customers
DESCRIPTION Description of the product
QUANTITY_TOTAL Quantity total of the product

PRICE_TOTAL Price total of the product
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Exploratory data analysis was performed to verify the quality of the
data. It covered exploring the structure of the data, measuring central tendency,
removing the null of the tuple in the datasets (cleaning), sorting, hashing, exploring
the relationship, grouping, aggregation, merging, visualizing the relationship,
examining relationship, checking the collinearity, outlier’s detection, etc. Afterward,
there is a list of some unsatisfied results found in the data quality verification steps as
follows.

a) Incorrect data. Some of the data contain common errors, such as
error product names and biased customer data.

b) Exogenous force. Some of the data contain a contradiction with the
facts and circumstances such as production date or year for some products.

c) Duplication. It is a common mistake made by people when inputting
the data, such as similar customer data with different ID recorded in the systems.

d) Inconsistent naming standard. When it is seemingly simple, this
kind of disorganization often wreaks havoc on data analysis.

All of these mistakes can lead to measurement errors that cannot be
fitted with existing theory. They will inaccurately skew the dataset, resulting in
corrupt predictions and poor decision-making because of the unrepresentative dataset.
There is some solution to minimize these mistakes such as automate data entry to
reduce human error, use consistent and organized naming standard, schedule training
events for end-users for the systems to make they understand the value of data, and
consider moving to the cloud systems which the systems can see time-stamped logs
that users have made throughout the day.

Afterward, the datasets were reduced to be suitable with the variables

used for the algorithms based on practical knowledge. The datasets are transformed
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into 80 variables, as shown in Table 3.2, as follows. The product variables are
transformed to become tabular data that is suitable for building association rules

mining models in market basket analysis.

Table 3.2 Data transformation.

Attribute name Description

TRANS ID The ID of the transaction
The tabular data of products (1-79) that have items
PRODUCT N (1-79) represented by separate flags, where each flag field

represents the presence or absence of a specific item

3.4.3 Modeling, evaluation, and deployment

After the data preparation completed, initial data analysis for finding
associations and checking interrelation among the products in every transaction can be
seen in Figure 3.2 as follows.

Figure 3.2 denotes the number of times that the two items occurred in
the same transaction. For instance, the number of times that ‘product 8’ is purchased
with ‘product 11° is 1,007 times. This observation will provide an initial overview of
customer behavior in their shopping cart items. To be more specific, the relationship
of each transaction is divided into three parts (i.e., strong link, medium link, and weak
link) of item frequency in the data, as shown in Figure 3.3 (the thicker the line, the

stronger the relationships).
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Figure 3.2 A web graph shows the number of times that the two items occurred in

the same transaction.
Information from Figure 3.3 shown that some products have a strong

relationship based on the company transaction history if the items occurred in the
same transaction more than 15,000 times. Some products that have strong
relationships are ‘product 7’ and ‘product 12’ with 38,123 times; ‘product 10’ and
‘product 7° with 23,367 times; ‘product 10’ and ‘product 12 with 15,530 times; and
so forth. The products have a weak relationship if the items occurred in the same
transaction less than 5,000 times. Some products that have weak relationships are
‘product 23’ and ‘product 7° with 291 times; ‘product 18’ and ‘product 8” with 532

times; ‘product 21’ and ‘product 25’ with 296 times; and so forth. It is also sufficient

that there are no customers purchased ‘product 19’ and ‘product 18’ in the same
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transaction so that the company should not promote these products at the same time

for its customers.
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Figure 3.3 Dividing the item frequency relationships.

A predictive model was extracted using an Apriori algorithm to get
deeper knowledge and to discover more association rules in the data as a market
basket analysis. In this case, if the company wants to send a promotional campaign
through multiple channels for existing customers, actionable strategies can be
developed better after knowing the recommendations of a strong association in its
sales products. Using the Apriori algorithm, there are 21 rules found from the analysis

result, as shown in Table 3.3 as follows.
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Consequent Antecedent Support (%)  Confidence (%) Lift
Product 8
Product 13 1.3 63.026 5.547
Product 10
Product 8
Product 13 1.354 58.763 5.171
Product 7
Product 8
Product 7 1.3 63.375 1.905
Product 10
Product 8
Product 10 1.354 60.838 3.58
Product 7
Product 8
Product 12 1.354 52.002 2.152
Product 7
Product 11
Product 9 1.259 57.367 6.674
Product 6
Product 11
Product 12 1.453 50.418 2.087
Product 9
Product 11
Product 12 1.259 51.275 2.122
Product 6
Product 11
Product 12 1.526 56.452 2.337
Product 7
Product 9
Product 12 1.7 59.902 2.48
Product 7
Product 6
Product 12 1.606 61.653 2.552
Product 7
Product 13
Product 10 15 61.593 3.624
Product 12
Product 13
Product 7 2.461 50.737 1.525
Product 10
Product 13
Product 10 2.252 55.446 3.262

Product 7




Table 3.3 Rules developed by Apriori algorithm (Conts).
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Consequent

Antecedent

Support (%)

Confidence (%)

Lift

Product 7

Product 7

Product 8

Product 8

Product 6

Product 12

Product 10

Product 13
Product 12
Product 10
Product 12
Product 13
Product 10
Product 7
Product 13
Product 12
Product 7
Product 9
Product 12
Product 7
Product 13
Product 10
Product 7
Product 13
Product 12
Product 7

1.5

2.816

1.249

1.044

1.018

1.249

1.044

69.608

63.284

50.632

51.285

56.187

62.756

75.061

2.092

1.902

5.998

6.076

6.109

2.598

4.417

When constructing the rules, the minimum antecedent support of 1%

and the minimum rule of confidence of 50% were adjusted using this algorithm. Using

three ways (support percentage, confidence percentage, and lift value) to measure the

association, the first rule on the table above informs as, “if a customer buys ‘product

8’ and ‘product 10’ (with 1.3% frequency of transaction), they will also buy ‘product

13> (with 63.026% confidence). The second rule informs that customers will buy

‘product 13’ if they previously buy ‘product 8 and ‘product 7’. This rule covers
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1.354 percent of the transactions and is correct in 58.763 percent of purchases
involving ‘product 13’ (and so on until the last rule in Table 3.3 above). In addition,
lift values in Table 3.3 above indicate the strength of a rule over the random
occurrence of the antecedent item(s) and the consequent item(s). It basically mentions
the ratio of the confidence and the support (the strength of any rule). A lift value
greater than 1 means that the consequent item(s) is likely to be bought if the
antecedent item(s) is bought, while a value less than 1 means that consequent item(s)
is unlikely to be bought if the antecedent item(s) is bought. A larger lift value is,
therefore, a strong indicator that a rule is important and reflects a true connection
between the items.

Furthermore, a CARMA algorithm was also performed to be compared
with the Apriori results in order to improve the product recommendations. Another
advantage of using CARMA over Apriori is that ‘if rules with many consequents are
desired’, which it can generate association rules with multiple consequents. When
constructing the rules, the minimum antecedent support of 1% and the minimum rule
of confidence of 50% were also adjusted using this algorithm. The result, conversely,
has no multiple consequents rules like it is expected before. There are five rules which

are similar to the Apriori rules, as shown in Table 3.4.
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Table 3.4 Rules developed by CARMA algorithm.

Consequent Antecedent Support (%) Confidence (%) Lift

Product 12

Product 7 15 69.608 2.092
Product 13
Product 10

Product 7 2.816 63.284 1.902
Product 12
Product 7

Product 12 1.7 59.902 2.48
Product 9
Product 13

Product 10 2.252 55.446 3.262
Product 7
Product 10

Product 7 2.461 50.737 1.525
Product 13

After rerunning the models several times and comparing the results,
unique findings are to identify the most useful rules quickly, so the attention is paid
directly to the ones with the highest support, confidence, or lift values. The best five
rules, according to the lift statistic, are denoted in Table 3.5 as follows.

These rules appear to be more sophisticated than those in Table 3.3.
The first rule, with a lift of about 6.674, implies that customers who buy ‘product 11’
and ‘product 6’ are six times more likely to buy ‘product 9’ than the typical
customers. Rule two and rule three are also similar to rule one, which is over six times

more likely to be found in the dataset.
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72

Consequent

Antecedent

Support (%)

Confidence (%)

Lift

Product 9

Product 6

Product 8

Product 8

Product 13

Product 11

Product 6

Product 9

Product 12

Product 7

Product 13

Product 12

Product 7

Product 13

Product 10

Product 7

Product 8

Product 10

1.259

1.018

1.044

1.249

doud

57.367

56.187

51.285

50.632

63.026

6.674

6.109

6.076

5.998

5.547

Although the confidence and the lift could give high values, some

measurements were conducted to evaluate and compare the associations that provided

clear and useful insight. A common approach is to take the association rules and

divide them into three categories, as follows (Lantz, 2015).

a) The aim in using association rule mining is to figure out valuable

patterns that provide a meaningful insight from datasets that seem obvious once

discover.
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b) Sometime, the rules are trivial, not worth to be considered as
valuable patterns. Although the rule is clear, sometimes it is not appropriate.

c) When the connection between the items is ambiguous, the rule is
called inexplicable. It means that figuring out how to use the insight from the patter is
absurd.

In this case, suppose that giving the preceding rule, the marketing team
has enthusiasm about the possibility of creating an advertisement to promote ‘product
8’ and ‘product 10°, which are now in season (i.e., Eid Mubarak season for Muslim
people or Christmas for Christian people). Before finalizing the campaign, however,
the rules reveal that ‘product 8” and ‘product 10’ are often purchased with other items,

as shown in Table 3.6 as follows.

Table 3.6 An actionable rule.

Consequent Antecedent  Support (%) Confidence (%) Lift
Product 8

Product 13 1.3 63.026 5.547
Product 10
Product 8

Product 7 1.3 63.375 1.905
Product 10

There are two rules involving ‘product 8” and ‘product 10°. A rule with
lift of 5.547 seems to be interesting enough to be called an actionable rule than another
one. Meanwhile, the combination of ‘product 13° and ‘product 12’ are also purchased
frequently with ‘product 10” with lift of 3.624, but the ‘product 7’ has lower lift score

(with lift of 2.092) than ‘product 10’ as shown in Table 3.7. It is a hidden gem because



74

it has a stronger interrelationship than the ‘product 10’ with ‘product 13 and ‘product

12’ on the web graph.

Table 3.7 Rules with lower lift score become a hidden gem after evaluation steps.

Consequent Antecedent Support (%) Confidence (%) Lift
Product 13

Product 10 15 61.593 3.624
Product 12
Product 13

Product 7 15 69.608 2.092
Product 12

Meanwhile, the processing time (elapsed time for the model build) for
both algorithms with the same setting have variation when executing the algorithms.
In this case, the Apriori algorithm has better performance when it is compared with

the CARMA algorithm shown in Figure 3.4 as follows.
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Figure 3.4 Performance comparison between the Apriori and the CARMA algorithm.



75

between the Apriori and the CARMA algorithm. Information from Figure 3.4 above
shows that the range of elapsed time for the model build using the Apriori algorithm is
between 106 seconds and 108 seconds (107 seconds for average time). It is faster than
the CARMA algorithm, which has ranged between 107 and 136 seconds (120 seconds
for average time). Furthermore, the identification of products in this case study
depends on the datasets used, and the result of the number of product recommendation
has no difference using both Apriori and CARMA algorithm. Although the CARMA
algorithm performs faster, the result is not satisfying to satisfy business needs when it
is compared to the Apriori algorithm. After finishing the general procedure to create
the relevant model, some general strategies that can be proposed listed as followed.

a) Create a new retail store layout to increase sales. Start with
attractive window display and design effective shelf display or place the product
optimally based on the best model which has been chosen. For example, ‘product 9’
should be put near ‘product 11’ and ‘product 9’. Additional store layout ideas such as
have a good lighting, use colour to convince customers (red colour indicates urgency
and promotes sales), offer welcoming tones, and speed up the checkout process can be
considered as business strategies to be implemented.

b) Use product categorization. Offering a promotional campaign
related product in customers basket based on the best model when a customer
conducts the transaction with the company;

c) Response campaign documentation. Documenting the promotional
campaign whether a customer accepts or reject the promotional campaign for further
analysis.

d) Information technology and system upgrade. Know every detail

about meaningful orientation to apply these techniques into real-time information
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systems with integration of logistic and distribution systems, retail systems, customer
service systems, transportation, and warehouses systems in the company. In the
COVID 19 pandemic era where some countries implement lockdown policy,
conventional or traditional business models without sophisticated technology
integration will lead companies into bankruptcy.

These strategies will also change the relationship between customers
and a company in marketing their products, which can make promotional activities
measurable than previously. The important things to be noted is to document the all
implementation of business strategies as a whole and hold a sustainable action review

with all stakeholders and go through lesson learned.

3.5 Conclusion

Knowledge is power. Using association rules as an unsupervised learning
process, a company will have the capability of extracting knowledge from a large
database without any prior knowledge of what patterns to seek. After conducting this
case study, here is a list of meaningful conclusions from these models and
recommendations for companies:

a) This manuscript presents a novel implementation of big data analytics to
change the way a company developing a new strategy for its customers, especially in a
gold, silver, and precious metal trading company in a developing country like
Indonesia.

b) The challenge in implementing big data analytics is that the infrastructure
and technology to analyze it. The more data collected by a company, the higher

computational technologies and infrastructure are required.
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c) With the Apriori algorithm and CARMA algorithm for modeling in this
manuscript, a company can explain in detail how the association of each product can
be determined. In case of each segmentation using both procedures, the company can
promote the possible products to its customers and deliver attractive offers or
advanced service as promotional campaign strategies.

In addition, this manuscript is not a theoretical paper but a technical paper
which can be useful guidance for managers, professional, or lecturer in implementing
BDA. Further research should focus on observing the development of this big data
analytics implementation and develop sustainability and real-time model for
developing a new model. Once again, if companies really want to improve their
business and performance, they should consider implementing big data analytics and
embrace its challenges. In this 4IR era, It not only supports decision-makers to make
the most valuable decision based on measurable data, but it also can achieve business

goals easier and more effectively.
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CHAPTER IV
IMPLEMENTATION OF BIG DATA ANALYTICS IN
CUSTOMER FOCUSED SUPPLY CHAIN
MANAGEMENT: The Combination of Data Mining and
Behavior Scoring for Analyzing the Customers in a Gold,

Silver and Precious Metal Trading Company in Indonesia

4.1 Abstract

Making Indonesia 4.0 is a roadmap to implement industrial digitalization in
Indonesia, where every business in Indonesia needs to adopt a new approach for
supporting their daily business. A few years ago, a business would have gathered
information, ran analytics, unearthed information that can be used for future decisions.
In the meantime, data is everywhere today (referring to big data), which is possible for
businesses to analyze it and get answers from it immediately. Unfortunately, many
companies are still having difficulties analyzing and implementing Big Data Analytics
(BDA) in Indonesia. Hence, the objective of this manuscript is to conduct BDA
implementation in a company in Indonesia. To be more specific, it is focusing on
customers to know precisely the characteristics of customers and know the best way to
market the products to the customers immediately by segmenting the customers. The
methodology used in this research is CRISP-DM and key steps for customer analysis

combined with data mining and behavior scoring method. The results of this study are some
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implications and recommendations related to the implementation of big data analytics, which
will be beneficial to companies and enable them to work faster and stay agile with big data,

particularly companies located in a developing country like Indonesia.

4.2 Introduction

Customer Relationship Management (forth CRM) is a core part in achieving
successful Supply Chain Management (SCM) (Bullington and Bullington, 2005).
Therefore, it is important for companies to successfully attract new customers, support
existing high-value customers, discover their behavior, and make a considerable effort
by satisfying their needs for successful CRM. However, instead of giving the similar
enticement for customers equally, companies should select the customers who can
bring them benefits in regard to their behaviors, demography, geography, images, or
psychographic because they all are unique and not equal (Beane and Ennis, 1987,
Dyche, 2001). In this case, customer segmentation can be used to identify and
illustrate those customers or ‘sets of buyers’, which then become the targeted
customers for the company’s marketing plans. It is no wonder that many researchers
have focused on customer relationship management in various industries, particularly
in segmenting customers to strengthen the company’s CRM or to develop appropriate
promotion strategies for different customer groups or clusters (Wu and Lin, 2005, Yeh
et al., 2009). Until now, some existing customers segmentation approaches have been
used in the hospital (Chen et al., 2012, Lee, 2012) and healthcare field (Wu et al.,
2014, Wei et al., 2012), Fast Moving Goods Company (FMGC) (Chang and Tsal,
2011) or retail stores (You et al., 2015, Abirami and Pattabiraman, 2016, Chen et al.,
2009), e-commerce or online stores (Hong and Kim, 2012), global pizza restaurants

(Sarvari et al., 2016), five-star hotels (Dursun and Caber, 2016), commercial banks
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(Ansari and Riasi, 2016), health and beauty companies (Khajvand et al., 2011), and
telecommunication providers (Song et al., 2017). Meanwhile, this study focuses on
both the customer data and their transactional behavior based on the data provided by
a gold, silver, and precious metal trading company in Indonesia. As a result, the main
contributions of this manuscript are:

a) It presents analytics with large amount of data to help a company change
the way producing its strategies and strengthen its position to stay ahead of the
competition.

b) it minimizes any investment risk on researching and testing the market,
product, or ideas.

c) it facilitates useful decision-making models based on evidence from BDA
and frameworks that will make company search for opportunities easier and more
effective, and company decision making more in touch with reality; and

d) it has impact on changing seller-buyer relationship/culture in a company.

4.3 Literature Review

4.3.1 Related works

Chen et al. (2012) identified patients to identify the demand and
adequately distribute the resource in the hospital. They used a clustering model,
consisting of two stages, in a target customer segment through initially integrating the
Recency-Frequency-Monetary (RFM) attributes and K-Means clustering, and
combining the global discretization method and the rough set theory. Lee (2012)
analyzed 14,072 patients in a university hospital to find loyal patients going to a
medical center frequently and modeled their medical service usage patterns using

cluster analysis via a decision tree algorithm. Wu et al. (2014) combined cluster
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analysis and the Length-Recency-Frequency-Monetary (LFRM) model to analyze
patients’ values. In a pediatric dental clinic in Taiwan, Self-Organizing Maps (SOM)
and K-Means clustering were utilized to divide 1,462 patients into twelve groups. The
methodology used by Wu et al. was almost similar to the one used by Wei et al.
(2012) to segment the patients into twelve clusters in their research.

Chang and Tsai (2011) offered a model, namely, Group RFM (GRFM).
Their model performs purchased item-constrained clustering from both condition of
each customer and their purchased items to respond to the market-oriented demands or
to determine when is the most suitable time to deliver a specific promotion campaign
for customers. You et al. (2015) combined the RFM model, decision tree algorithm,
and K-Means clustering for proposing a framework that can identify the potential
characteristics of different customer categories. Then this framework can develop
suitable strategies that can significantly minimize the company inventory for each
customer segment from a Chinese company.

Abirami and Pattabiraman (2016) used association rules mining
algorithms and RFM models to analyze and predict customer behaviors based on the
data in the retail store. They succeeded in finding out customer shopping habits over
time and in achieving useful information on customer purchasing behavior for
managerial decision-making. Chen et al. (2009) applied a Sequential Pattern Mining
(SPM) method based on the e-commerce dataset. Hong and Kim (2012) identified
customer values by segmenting customers into several groups that have similar ideas
to buy by applying both SOM and K-Means clustering into a single model based on

customer psychographic data. Sarvari et al. (2016) combined association rule mining
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algorithms and RFM models for segmenting the customers based on demographic and
transaction database in a global pizza restaurant.

Dursun and Caber (2016) focused on outlining moneymaking hotel
customers by clustering the customers using RFM analysis into eight clusters based on
three five-star hotels operating in Antalya, Turkey. Ansari and Riasi (2016) identified
the main clusters of bank clients by using two-step scalable clustering to help
commercial banks to profile their clients better and design marketing strategies
efficiently. Khajvand et al. (2011) estimated customer lifetime value based on RFM
analysis and K-Means clustering in a health and beauty company. Song et al. (2017)
regularized the clustering outcomes successfully with the RFM model by integrating
Multiple Corresponding Analysis (MCA). They also expanded these approaches to
many levels for the construction of the time interval of the RFM model. Hwang and
Jun (2014) proposed supervised learning paths to tackle the sparsing dataset issue in
the training dataset called a cold-start problem.

4.3.2 Recency, Frequency, and Monetary (RFM)

Customer lifetime value for a company refers to the presence of net
profit or loss value to the company from a customer based on the transaction of that
customer with the company (Jain and Singh, 2002, Gupta and Lehmann, 2003).
Generally, it is evaluated using an approach of RFM analysis, which is widely used to
measure the value of customers based on their purchasing behavior history (Hu and
Yeh, 2014). The terms first defined by Bult and Wansbeek (1995) as (Bult and
Wansbeek, 1995): (1) Recency (R) as days since the last purchase; it is identified by
analyzing the number of days since the customer's last purchase. Then deduct the most

recent purchase data from today to calculate the recency value. (2) Frequency (F) as
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the total number of transactions made within a certain time. It is identified by
analyzing how many times the customers have purchased from the store (for example,
the identification of loyal customers can be indicated by high-frequency value). (3)
Monetary (M) as the total money spent by the customers during a certain time. If the
customer has a high monetary value, it indicates that the company should give more
attention on this customer.
4.3.3 TwoStep hierarchical agglomerative clustering

Clustering analysis is the unsupervised classification of patterns
(observations, data items, or feature vectors) into groups (clusters). This
agglomerative algorithm measures the distance between all objects and assigns each
object to an initial cluster. If there are nominally scale variables, similarity measures
such as Tanimoto, Simple-matching, or Russel & Rao coefficients are used to
determine the similarity of the objects. If there are metrical valuables (at least interval
scale), distance measures are used to determine the dissimilarity. For example, object
x and object y are described by variable;, variable,, ... variable, = X, Xy, ..., Xy and (ya,

Y2, ..., Yn). Using the vector components x; and y;, the metrics are defined as follows:

d= <;|Xi - yi|2> 1)

1
considering two components per vector, it is d = (|x; — y1|" + |x; — y,|")r with

specific value of r, this becomes:

n
d=)lx -yl @
i=1

and
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All of the objects are organized into the form of a tree in the
background. If this tree exceeds a specific size, it will be reorganized. Due to the step-
by-step analysis of each object, the result depends on the order of the records in the
dataset. Important assumptions in using TwoStep hierarchical agglomerative clustering
are that the categorical variables are multinomially distributed, and continuous
variables are assumed to be normally distributed. Hence, they should be transformed
in advance. In case of using a hierarchical clustering algorithm, specifying the number
of clusters to be determine is unimportant (Wendler & Grottrup, 2016). However,
Bayesian Information Criterion (BIC), or Akaike’s Information Criterion (AIC) can be
used to determine the optimal number of clusters in this algorithm (Boone, 2011). The

AIC can be calculated as follows:

AICmOdel = —2L + 2d (4)

where L is the maximized log-likelihood for the model and d is the number of
independent parameters to be estimated by the model (Boone, 2011). Meanwhile, the

BIC can be calculated as follows:

BICpmoger = —2L+In(N) x d (5)

where N is the number of objects in the dataset (Boone, 2011). Another approach to determine

approximate number of cluster can be calculated as follows (Mardia et al., 1994):
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number of objects (6)
2

4.3.4 K-Means clustering
Unlike the hierarchical clustering algorithms which compare all objects
one-by-one with all other objects (it is time-consuming and especially hard to handle
with large dataset), K-Means clustering does not necessarily analyze the distance
between all objects. For the first step, the K-Means clustering determines a cluster
center within the data and assign each object to the cluster center with the smallest
distance. The cluster centers are recalculated, and then optimized by re-arranging
some objects. The iteration process ends if it does not improve the quality (i.e. no
object is assigned to another cluster) (IBM, 2016). The more detailed steps of this
algorithm can be described as follows (IBM, 2016):
a) Specify the number of clusters %.
b) If there are metrical variable, transform it to become 0 and 1 values
by using the following formula:
; Xi — Xmin
ASE: Xmax — ¥min %
where is the rescaled value of input field x for record 4, x; is the original value of x
for record 4, x,,,;,, is the minimum value of x for all record, x,,,, IS the maximum
value of x for all record.
c) The £ centered clusters are defined as follows:
I. In the dataset, the value of the first record is labelled as the initial

cluster center.
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ii. Distance is calculated from all records to the cluster centers so far
labelled.
iii. The values from records with the largest distance to all cluster
centers are labelled as a new cluster center.
iv. The process stops if the number of clusters equals the number
predefined by the user, i.e. until £ cluster centers are defined.
d) The object is assigned to the cluster center with minimal distance
by using the squared Euclidean distance between each record or object.
e) Using the ‘average’ of the object assigned to the cluster, the
centered clusters are updated.
f) This process stops when the iteration takes place or there is no
change in the centered cluster recalculation.
4.3.5 Cluster Evaluation Algorithms
It is important to note that the clustering methods (TwoStep
hierarchical agglomerative and K-Means clustering algorithms) do not provide any
help with finding an appropriate description of each cluster. How to best describe each
cluster should be figured out by the researchers. For evaluating the clustering models,
measures used in this research are described as follows (IBM, 2016)(Kaufman &
Rousseeuw, 2005)(Tan et al., 2019).
a) The silhouette coefficient which combines the cluster cohesion
concept (contained tightly cohesive cluster) and cluster separation (favoring models
which contain highly separated cluster). It is simple the average over all cases of the

equation.
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N
1 minD;;,jeC; — D;..
SC N : 5] _] l' lc; (8)
N z - max(min{D;;, jeC;}, D¢,
=

where D,; is the distance between case < and the centroid of cluster 7, C ; denotes

cluster labels that do not include case 4 as a member, while ¢, is the cluster label that

includes case . If max(min{D;, jeC ;}, D, equals 0, the Silhouette of case < is

(72
not used in the average equation.
b) The Sum of Squares Error (SSE) and Sum of Square Between

(SSB) which can be calculated as follows:

1
Average SSE = NZ z D?; 9)
jeC i€j
and
1 2
Average SSB = NZ N;Dj (10)
jec

c) The predictor importance which indicates how well the variable
can differentiate different cluster. It is displayed in a model nugget which indicates the
relative importance of each input for the particular model. When the number of
attributes becomes large in the dataset, exploratory analysis of the all the predictors
might be infeasible, and concentrating on those with strong relationships with the
outcome might be an effective triaging strategy (Kuhn & Johnson, 2013). It is better to
rank the predictors in this manner which can be very useful when sifting through large
amounts of data. The higher the importance measures (for numeric and discrete
variables), the less likely the variation for a variable between cluster is due to some

chances and the more likely due to some underlying differences.
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4.4  Case Study

In order to achieve a successful project, to ensure high quality of knowledge
discovery, to provide means for evaluating the effectiveness of the results, to increase
implementation efficiency, and to document the experiences in this research, the process in
conducting case study is based on the combination of key steps for customers analysis
methodology (Yudhistyra et al.,, 2019) and the CRIPS-DM (Wirth, 2000)(IBM,
2018)(Chapman et al., 2004) which is an open standard process model used by data mining

experts as shown in Figure 4.1 as follows.

Determining Business

Objective Data Collection and

Description
Assess the Situation L
Data Verification

R
Determining Data Mining o

Goal
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Data Transformation
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Strategy deployment ] Model N
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The Silhouette The Sum of Squares Error (SSE) and Sum The Predictor

coefficient of Square Between (SSB) Importance

Figure 4.1 The combination of CRISP-DM and key steps for customers analysis.

4.4.1 Business Understanding
The decision-makers in a gold, silver, precious metal trading company
in Indonesia intend to develop strategies related to their customers to satisfy customer
needs and improve the CRM systems. Until now, the promotional systems used by the

company for its customers are only websites and employees’ social media such as
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Facebook, Twitter, Instagram, or WhatsApp application. Sometimes this company
uses newspapers, which can be concluded that this company treats all its customers
equally. Sometimes this company uses newspapers, which can be concluded that this
company treats all its customers equally. Meanwhile, there are some technological and
resource availability constraints that are not compatible with the big data available in
the company. All the requirements related to legal and security issues had been
resolved before data collection was conducted. Thus, this case study determines the
success criteria for developing CRM company strategies as follows: (1) gaining
insight from the past with descriptive analytics; and (2) making customer segmentation
models based on their purchasing behaviors with data mining and behavior scoring
implementation. For achieving data mining goals, there is a list of project plan
produced in this case study.

a) Data mining software such as R, Modeler, RapidMiner, and
Tableau is considered to be used to analyze and visualize the results.

b) Unsupervised big data analytics techniques such as K-Means and
TwoStep hierarchical agglomerative clustering are performed to deals with the process
of discovering newer patterns in big data. RFM analysis and value-based segmentation
are also performed for the knowledge discovery process.

c) The iteration or repetition of the modeling and evaluation process
is adjusted based on the silhouette coefficient, the sum of square and the sum of
square between, and the predictor importance. The best model is selected after a lot of

repetition with similar results.
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4.4.2 Data Understanding and Data Preparation
The initial datasets were collected and exported from the company
database (i.e., product database, customer database, transactional data, etc.) covering
July 2010 to October 2019. The dataset consists of 3,986,872 observations with
248,856 customers. The descriptions of the data (i.e., primary keys, attribute, and type

of the data) are provided by the company shown in Table 4.1 as follows.

Table 4.1 Initial data.

Attribute Name Description
CUSTOMERS_ID The ID of the customers
TRANS_DATE The date of transaction
TRANS_ID The invoice number of the order transaction
CUSTOMERS_ADDRESS The address of the customers
DESCRIPTION Description of the product
QUANTITY_TOTAL Quantity total of the product
PRICE_TOTAL Price total of the product

To ensure the quality of the data, the initial data examination
(Chatfield, 1995), which has a lot in common with exploratory data analysis (Tuckey,
1993) was performed. It included removing the null of the tuple in the datasets
(cleaning), sorting, pivoting, hashing, grouping, aggregation, merging, checking the
collinearity, outlier detection, etc. Consequently, there is a list of several

unsatisfactory results when data verification steps were conducted, as follows.
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a) Duplication and incorrect inputting into the datasets. Users
commonly made this mistake when inputting the data, such as error customer names
and bias product data.

b) Inconsistent naming standard. It is better to have a consistent
naming standard for better analysis.

c) Exogeneous force problem. There was some data that have a
contradiction with the facts and reality, such as the production date of each product.

Furthermore, the initial dataset was transformed and prepared into a
suitable form for analysis. The detailed processes of data transformation are shown in

Figure 4.2 as follows.

Figure 4.2 Data transformation processes.

First, the initial dataset does not contain the registration date for each
customer. The registration date is needed to check the duration of the customers and

the company (tenure). To figure out the registration date of each customer, the data of
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the first transaction made by customers can be chosen as the registration date. Second, the
quantity total per item/category is aggregated after the quantity field in the initial dataset is
converted from transaction data to tabular data. Third, the price total per item/category is
aggregated after the price field in the initial dataset is converted from transaction data to
tabular data. Fourth, the number of transactions is converted to flag (binominal) value
indicating purchase. Fifth, the total transaction per item is calculated based on the flag
value in the fourth step. Six, the maximum transaction date is the last date the customer
made a transaction with the company. Seventh, removing the null value. Eighth, purchase
per item/category is the relative spending amount per item, which is calculated by
dividing each item/category with the total spending amount. Ninth, purchase transaction
per item/category is the ration of transaction per item/category, which is calculated by
dividing each item/category with the entire transactions. Tenth, the average per
item/category is the average spending amount per item/category for each month. To
compute the average spending amount every month, each item/category is split by 112
months (from July 2010 to October 2019) for former customers, but it is split with the
tenure for the recent customers. Eleventh, flag per item/category is a binomial value field
indicating spending for each item/category. Twelfth, the average basket size is an
indication of the average spending amount per transaction, which is important to
recognize customers who spend a lot per visit. Thirteenth, Recency (R) is the time since
the latest sale. Fourteenth, the Frequency (F) of the sale is measured as the average of the
transaction for every month through tenure months or 112 months. Fifteenth, the
Monetary (M) value is derived by dividing the total spending of each customer by 112
months (tenure). Sixteenth, RFM binning is a procedure to bin the customers into five

groups of 20% (quintiles) for each RFM component. Tabel 2 is the description of the
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transformed dataset. Finally, the transformed dataset contains 119, 905, 962 data, where

the attributes of each variable are described in Table 2 as follows.

Table 4.2 Transformed data.

Attribute Name

Description

QUANTITY_TOTAL_PER_ITEM
PRICE_TOTAL_PER_ITEM
QUANTITY_TOTAL_PER_CATEGORY
PRICE_TOTAL_PER_CATEGORY

TRANSACTIONS_PER_ITEM

NUM_TRANSACTIONS

REGISTRATION_DATE
TENURE

PRC_PER_ITEM
PRC_PER_CATEGORY
PRC_TRANS_PER-ITEM
PRC_TRANS_PER_CATEGORY
AVG_PER_ITEM
AVG_PER_CATEGORY
FLAG_PER_ITEM
FLAG_PER_CATEGORY
AVG_BASKET SIZE
RECENCY

FREQUENCY

MONETARY
NUM_PROD_GROUP

TRANS_DATE_MAX

Quantity total per item

Price total per item

Quantity total per category

Price total per category

Number of transactions per item

Total of order transaction where an invoice considers
as a transaction

Customer first transaction date as registration date
Duration of the customers and the company
Relative spending amount per item

Relative spending amount per category

Ratio of transaction per item

Ration of transaction per category

Monthly average spending amount per item
Monthly average spending amount per category
A flag (binomial) value field indicating purchase
A flag (binomial) value field indicating purchase
Average spending amount per transaction

Time since last transaction

Monthly average number of order transaction
Monthly average purchase amount

Number of distinct product categories with purchase

Most recent date of transaction
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4.5 Modeling, Evaluation, and Deployment

45.1 Descriptive Analytics

Descriptive analytics were performed to look at data, to summarize raw
data on data preparation phase, to make it something that is interpretable by humans,
and to analyze past events for insights as how to approach the future strategies.
Therefore, through extensive data preparation, the detailed raw information form
Table 4.2 gives summarized data at a customer level such as the frequency and
recency of purchases; the total spending of amount; relative spending amount per
product, per category, and per location; average spending amount per transaction
tenure or duration of each customers; time since last transaction; monthly average
number of transactions; monthly average purchase amount, in total and per group
product; average transaction amount per transaction; total number of distinct product
groups with purchases, etc. Moreover, an example of a density map visualization of
1.5% customers deployment in an island in Indonesia is shown in Figure 4.3 below
(since the company does not allow to publish the real data, the figure is only for
illustration and visualization, so it cannot be showed in detail).

There was some information that was regrettably not stored in the
company database that would be exceedingly valuable for customer analysis. The
datasets did not have important data such as birth date, gender, type of the customers
(business-to-business or business-to-customers), number of employees if the type of
customers is business to business, customers’ social media, etc. It should be noted that
data is the gasoline for big data analytics. The more information registered and
collected into database systems, the more detailed the characteristics and behaviors of

customers can be generated by big data analytics. It is never too late to strengthen the
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foundation of CRM by developing the current information systems to the next level.
Creating many sophisticated applications (i.e., mobile app, web app, or desktop
application) that are user-friendly and technologically sophisticated is one of the
proper solutions for collecting essential CRM data. In this case, information collected
can be transformed into useful knowledge for the company (Luck and Stephenson,

2009).

Figure 4.3 An ilustration of a density map of 1.5% customers deployment on an

island in Indonesia (for visualization only).

4.5.2 Customers Analytics
As mentioned before, all customers are not equal. Some of the
customers are more valuable than others. Identifying the valuable customers and
understanding them should be considered as a top priority for developing customers

prioritization strategies. It can enable service-level differentiation and prioritization in
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order to assign each customer to a segment according to his or her value. The
significant dimension of the customer’s value with the company could be analyzed by
Value-based segmentation; RFM analysis; Two-Step clustering; and K-Means
clustering.
4.5.2.1 Value Based Segmentation

It was calculated based on monetary value of each customer.
The segmentation bands selected were regular customers, bronze customers, silver
customers, and gold customers. The conditions for each segment are displayed in

Figure 4.4 as follows.

CUSTOMER SEGMENT

s NATURE

ND RED DIAMOND
. (High 15%)

DIAMOND
(Medium-Low 30%)

REGULAR

4TH (Bottom 50%)

Figure 4.4 Customers segmentation based on their monetary values.

The ‘regular’ customers (green color) are the undersurface fifty percent
of customers with the smallest spending with the company products. Around thirty

percent of customers with medium-low total spending are segmented to the ‘diamond’
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segment (grey color). The ‘red diamond’ customers are the fifteen percent of customers
with a high spending. The ‘signature’ customers are the top five percent of customers
with the highest spending. The objective of these segmentations is to acquire the
assumed large-scaled difference for every customer in connection with spending
money for the approximately 9-years period. The contribution of every segment that

has been split to the company revenues is shown in Table 4.3 as follows.

Table 4.3 Contribution of each segment to the total sales amount for approximately

nine years period.

Percentage of Sum percentage of

customers total purchase
(%0) amount (%)
Segments Signature (Top 5%) 5 75.5
Red Diamond (High 15%) 15 12.7
Diamond (Medium-Low 30%) 30 8.5
Regular (Bottom 50%) 50 3.3
Total 100 100.0

The Table 4.3 above shows the information that almost three-fourth
sales arose from the top 5% customers segment for about 75.5% of the total amount
spent at the stores. Nevertheless, low-value customers which consist of the mass
(bottom 50%) segment provided the lowest 3.3% of the total sales. The identification
of value segments is prominent for the business which can provide valuable help for

company in setting the appropriate action according to each customer’s value.
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45.2.2 RFM Analysis

Implementing RFM analysis is used to extend the value
segmentation where the monetary value information is examined along with recency
and frequency of purchase. The customers are assigned to cells labelled as ‘since
when (R)’, ‘how much (M)’, and ‘how often (F)’ they purchase. These actual values
(RFM values) for those customers are arranged and ranked into smaller number of
RFM values intervals (is a number from 1-5, known as RFM score) in order to
minimize the effects of minor observation errors. The distribution of customers into
RFM cells is shown in Figure 4.5 below.

According to the above jitter scatter plot, the analysis about the
relationship of customers with company can be assessed. In this case, the signature
(the most valuable) customer segment is the customers with the RFM values equal to
555-means that the customers recency value is 5, frequency value is 5, and monetary
value is 5. This analysis gives information about 30% of the total revenue at the store
was spent by 10.04% of gold customers segment. Next analysis explained in the next
section is the analysis of TwoStep hierarchical agglomerative clustering and K-Means
clustering which is a collection of many different multivariate statistical methods for

segmenting customers.
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Figure 4.5 RFM jitter scatter plot.
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4.5.2.3 TwoStep hierarchical agglomerative clustering

After previously dividing customers into four segments or
clusters (gold, silver, bronze, and regular customers) calculated based only on
monetary value, identifying segment of customers was also conducted using TwoStep
hierarchical agglomerative clustering. Using this algorithm, the customers were
assigned to a cluster, based on similarity or dissimilarity/distance measures of their
three individual characteristics (R, F, and M scores). The importance of each
continuous variable was calculated with an F-test (based on theory the three variables
are important). As well as the three variables used were not independent and were not
normally distributed (even after it was transformed in advance with log transformation,
exponential transformation, square root transformation, inverse, so forth), Euclidian
distance was used for calculating the similarity or dissimilarity/ distances between the
new clusters and all other objects. In addition, the advantage of using a TwoStep node
is that it determines the number of clusters automatically. Nevertheless, it is also vital
to assess the clusters based on silhouette values depending on the number of cluster in

detail for characteristics checking of each cluster as shown in Table 4.4 as follows.
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Table 4.4 Dependency of silhouette measure and the number of cluster determined

by TwoStep.

Number of clusters Silhouette measure of cohesion and separation
2 0.587
3 0.4426
4 0.3996
5 0.4536
6 0.4624
7 0.4127
8 0.4096
9 0.431
10 0.441
11 0.4345
12 0.4295
13 0.4367

The table 4.4 above shows that the best model assessed by 0.587 of
silhouette measure is the model with two clusters. However, the characteristics with
two clusters was too simple to be described (for example only a customer group that
has high RFM score and another group that has low RFM score). In addition, using a
simple regression function indicates that for every additional number of cluster, the
quality of the clustering impairs by -0.0059, in term of the silhouette measure of

cohesion and separation as shown in Figure 4.6 as follow.
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Figure 4.6 Graph of silhouette measure vs number of clusters determined by TwoStep.

So, when using TwoStep, the better option is looking for each

characteristic of each cluster result and modifying the number of clusters based also

on the background of application of the clustering algorithm to determine the right

cluster. After the evaluation process, the model proposes to segment the customers is

the model with six clusters shown in Figure 4.7 below.

Cluster Sizes

Cluster

[ cluster-1
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M cluster-3
M cluster-4
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Size of Smallest Cluster:
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Size of Largest Cluster:
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Ratio of Sizes:

Largest Cluster to Smallest Cluster 65.36

Cluster Quality
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Silhouette measure of cohesion and separation

Figure 4.7 TwoStep hierarchical agglomerative clustering model with six clusters.



107

The above clustering model informs that the size smallest cluster equal
to 0.5% of total customers, the size of largest cluster equal to 30% of total customers,
and the ratio of sizes is 65.36. Moreover, the interpretation of the determined cluster is

described in Table 4.5 as follows.

Table 4.5 Cluster description of the customer segmentation by TwoStep.

Cluster  Percentage
Characteristics of customers segment

number (%)
Customer segment with an average frequency tile5 of
' H2 2.14, monetary tile5 of 3.95, and recency tile5 of 1.72.
Customer segment with an average frequency tile5 of
i o 3.22, monetary tile5 of 2.47, and recency tile5 of 3.35.
Customer segment with an average frequency tile5 of
’ o 1.40, monetary tile5 of 1.55, and recency tile5 of 1.55.
Customer segment with an average frequency tile5 of
* 00 4.62, monetary tile5 of 4.40, and recency tile5 of 4.58.
Customer segment with an average frequency tile5 of
¥ * 4.21, monetary tile5 of 4.77, and recency tile5 of 2.43.
. ) Customer segment with an average frequency tile5 of
5

1.86, monetary tile5 of 3.16, and recency tile5 of 4.64.

As shown in Table 4.5, the customers assigned to cluster number 5 are
customers who spend the most and have above average frequency, but have not

returned for a long time. Offering these customers newer product and talking to them
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may help the company to bring back these customers. Cluster number 4 can be
described as the champion segment that bought recently, bought often, and spent good
money with the company. This customer segment should be engaged and asked for
product reviewing. Cluster number 6 with recent customers who spent above average
should be offered the awareness of the company brand that distinguish the company
product from its competitors. Cluster number 1 is the customer segment who spent big
money but not often with the company and long time ago. The customers in this
cluster should be reconnected and be recommended the company popular products.
Cluster number 2 is the customers with above average recency and frequency values
but they did not spend too much. Making limited times offers and recommending
products based on past purchased should be conducted by the company. The
customers assigned to cluster number 3 are uninteresting to the company with lowest
recency, frequency, and monetary scores. The customers in this segment should be
revived their interest with reach out campaign or be ignored otherwise.
45.2.4 K-Means clustering

Using K-Means clustering, the rule of thumb was not used
because it delivered too much clusters with number of million objects and made each
cluster harder to be described. The three variables used here do not allow the
implementation that precision. Therefore, starting with a lower number and deciding
to use two till eleven clusters cluster became a good option. The model summary for

each cluster is shown in Table 4.6 as follow.
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Table 4.6 Dependency of silhouette measure and the number of cluster determined

by K-Means.

Number of clusters Silhouette measure of cohesion and separation
2 0.6004
3 0.4966
4 0.4964
5 0.4803
6 0.4627
7 0.4595
8 0.4528
9 0.4378
10 0.4698
11 0.4486
12 0.4477
13 0.4572

The result based on the Table 4.6 shows that the best model using this
algorithm is the model with two clusters. A more detailed analysis was conducted to
be more precise with the result since the model with two clusters were too general to
be described. Moreover, a simple regression function is also performed to determine

the optimal number of clusters as shown in Figure 4.7 as follows.
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Figure 4.8 Graph of silhouette measure vs number of clusters determined by K-

Means.

The graph for the K-Means demonstrates that for every additional
number of cluster, the quality of the clustering impairs by -0.0087, in terms of the
silhouette measure of cohesion and separation. First, a model with six clusters was
assessed and checked. Unfortunately, there were many customers with lowest recency,
frequency, and monetary scores. A model with four clusters was hard to be described
based on their characteristics. After comparing the different models based on their
silhouette values and assessing the results for each cluster based on practical and
theoretical knowledge, the best model for this algorithm is the model with five clusters
as shown in Figure 4.8 as follows.

The information from Figure 4.8 shows that the smallest cluster with
the K-Means clustering is 12.5% of the total customers; the largest cluster is 41.2% of
the total customers, and the ratio of the largest cluster to the smallest cluster is 2.6.

The characteristics of each segment is shown in Table 4.7 as follows.
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Figure 4.9 K-Means clustering model with five clusters.

Table 4.7 Cluster description of the customer segmentation by K-Means.

Cluster

number

Percentage

(%)

Characteristics of customers segment

27.0

28.5

12.5

15.9

16.2

Customer segment with an average frequency tile5 of

1.33, monetary tile5 of 1.59, and recency tile5 of 1.45.

Customer segment with an average frequency tile5 of

4.62, monetary tile5 of 4.54, and recency tile5 of 4.57.

Customer segment with an average frequency tile5 of

2.78, monetary tile5 of 1.54, and recency tile5 of 3.10.

Customer segment with an average frequency tile5 of

3.72, monetary tile5 of 2.89, and recency tile5 of 3.75.

Customer segment with an average frequency tile5 of

2.39, monetary tile5 of 3.87, and recency tile5 of 1.99.
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Based on this information, cluster number 2 is the most valuable cluster
with an average of 4.62 frequency, 4.54 monetary, and 4.57 recency scores. The
customers in this cluster should be rewarded, and they can be an early adopter for new
products. On the other hand, cluster number 1 is the cluster that is unattractive to the
company with low recency, frequency, and monetary scores. Offering other relevant
products and special discounts based on their purchase history can become good
solutions for the customers in this cluster. The customers in clusters number 4 can be
described as promising customers who have above average frequency and recency but
have not spent much. Creating brand awareness (consistently building the company
brand and strengthening its associations in the mind of company customers) is
important to help the company business to stand out above its competitors. Customers
in cluster number 5 who spent big money but may not have bought recently need to be
sent a personalized email to reconnect and provided helpful resources. Cluster number
3 is a customer group that has a below-average frequency and monetary. Sharing
valuable resources and recommending popular products is important to reconnect with
them. The company will lose them if not reactive.

Furthermore, the challenge for clustering is to cluster the valid
customer segment based on data distribution and its characteristics. Outliers may have
significant importance with clustering analysis. Discovering these outliers is
remarkably non-trivial, and eliminating them sometimes is not necessarily covetable,
but it can influence the model results. With TwoStep algorithm and K-Means
algorithm for producing models in this manuscript, a company can explain in detail
how the connection of two objects can be decided. In case of each segmentation using

both procedures, the company can anticipate the potential requirement of a customer
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group and send fascinating deals or advanced services. To be more specific, some
relevant recommendations and implications that will be extremely important for the
company are listed as follows.

a) More focus on specific customers and establish appropriate service
options for ‘priority’ customers. Invest resources to give more attention to the most
valuable customers and match the need of each customer segmentation.

b) Offer customers surprise gifts and services. For example, sending a
handwritten note to its customers which shows that the company values its customers.

c) Send surveys. A quick online survey for its customers is important
to improve Key Performance Indicator (KPI) in the company, get positive feedback,
and learn from customer complaints.

d) Create a frequent communication calendar. It is important for a
company to keep in touch with its customers, to educate its customers, to improve its
customer knowledge, and to give special offers at regular intervals. For example, the
company anniversary can be selected as a date every year to create a frequent
communication calendar with its customers.

e) Provide training for end-users and audit the information systems. It
will be important to develop new CRM systems (such as mobile application, chatbots
messenger, blockchain, cloud technology, Internet of Things (IoT), etc.) to succeed in
today’s business environment and get a deeper insight in customer behavior.

f) Develop E-Gold money systems. This could be the most
innovative strategy to be implemented by this company. The concept is similar to a
normal Automated Teller Machine (ATM) that enables customers to perform financial

transactions such as cash withdrawal, deposits, fund transfer, or account information
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inquires at any time without direct interaction with the company staff. The difference
in the concept is in the currency used for transactions. In the current bank system,
customers use the national currency (for example, Rupiah in Indonesia). Meanwhile,
this system uses the gold price standard to conduct transactions. For example, a
customer can withdraw money worth 1 gram of gold price from an ATM machine
(about 1 million Rupiah in cash). The advantage of this system is that customer
savings are not affected by fluctuations in national currency exchange rates which are

often fluctuating.

4.6 Conclusion

Direct experience implementing big data analytics in a gold, silver, and precious
metal company is an extremely valuable lesson. This does not only reduce the gap between
the big data available now and the ability to analyze it, particularly in a developing country
like Indonesia. During the implementation of big data analytics in this case study, there is a
list of important notes that will be useful to support the continuous sustainable improvement
in the industry 4.0 era.

a) Reduce the bureaucratical procedure to collect big data in the company.
There were many challenges to get and collect the data from the company with many
bureaucratical procedures to be passed. Minimizing bureaucratical procedures in the
company will also help researchers to easily collect the data and give external insights
that can be compared with internal knowledge to enrich the point of view before the
stakeholders make business decisions.

b) Embrace the infrastructure, technology, and digital transformation
challenges. The larger the dataset is analyzed, the higher the technological

requirements are needed. Each developed country has at least one ‘big tech’ company
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such as the United States has Amazon, Microsoft, or Google; South Korea has
Samsung; France has Schneider Electric, or Germany has SAP that routinely deals
with big data. It is the time for a developing country like Indonesia or other
developing countries to have at least a company that can develop technology and
infrastructure like Al, big data, cloud computing infrastructure and security, quantum
computing, Augmented Reality (AR)/Virtual Reality (VR), blockchain, cognitive
computing, and IoT data management. It is massively important for the success of
Making Indonesia 4.0 in Indonesia to counterbalance developed countries and to
welcome industry 5.0 in the future.

c) Legal issues cause by technology development. Technology innovation
should be aligned with the practice of law, particularly with the rise of the internet and
big data. Where now most of every activity can be done virtually, electronically, or
digitally, the law requirement should adapt to regulate and protect legal issues (for
example, the privacy law, copyright law, or patent law). These issues can be overcome
by a joint cooperation between governments and industries or private organizations.

In addition, this manuscript is not a theoretical paper that refers to new or
established principles related to a specific field of knowledge. It is a technical paper
that has a purpose to increase the store of human knowledge and to be a useful
guidance for practitioners or professionals, students, or lecturers who have an interest
in big data analytics. Further research should focus more on observing the
development of the implementation of this big data analysis to develop sustainability

and real-time models that support day-to-day business in the company.
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CHAPTERV

CONCLUSIONS AND RECOMMENDATIONS

The conclusion of this study is summarized to answer the research objectives
mentioned in Chapter 1. First, conducting a comprehensive analysis of the current
status of big data analytical trends (in logistic and supply chain journals and research
communities) gives the result that topics related to the BDA implementation are
extremely deficient. Second, direct experience in implementing BDA in a company
constitute the most important lesson learned that could give researchers, professionals
or practitioners, and students guidance and a new point of view for BDA
implementation. Third, Evaluating the models used in BDA implementation is
performed with a lot of iteration to select the best model before suggesting a new
policy and recommendation for the company.

Some conclusions and recommendations have been mentioned in each chapter
(Chapter Il, Chapter I1I, and Chapter 1V) including recommendations for the company
(Chapter Il and Chapter Il1). In addition, the results from Chapter Il (market basket
analysis) can be combined with the results from Chapter Il (customer segmentation)
to develop better decision making by stakeholder in a company. For example, Chapter
Il identifies the habits of the customers when they purchase product from the
company. Meanwhile, a company should not treat all the customer equally since
around 75% of the revenue comes from 5% customers only (mentioned in Chapter
[11). 1t means that these 5% customers are more profitable to the company than other

customers. Giving more attention and priority to these 5% customers (such as offering
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surprise gift and extraordinary service) are important to keep these customers loyal to
the company.

A perfect example of what can be achieved through customer loyalty can be
seen from Apple and Toyota (including Lexus) brands. Most of products from both
brands are successful because they focus on sweating their brand through creativity,
innovation, and dedication for their existing customers. Here are of some hidden
benefits that loyal customers can give to the company:

1. Loyal customers are often willing to buy more. They are usually not
influenced by the price of company products because they trust the brand that they are
buying from.

2. Loyal customers refer other people to your products and your company.
The power ‘word of mouth’ referrals and endorsement from loyal customers will
economize the advertising and marketing budget to acquire new customers.

3. Loyal customers give feedback and help your company grows. They
understand your product and can give feedbacks for improvement. It is a critical
element to develop company products.

4. Good relationship between loyal customers and the company will make
everything easier for both side because they are mutual beneficial. To company, being
being relational makes everything easier because loyal customers are less likely to fly
off the handle at the first sign of distress.

Furthermore, there is a list of recommendations for developing further research
to increase the storage of human knowledge, particularly related to customer-focused

supply chain management.



124

1. Social media analytics. Every customer has social media. Gathering and
analyzing data from customer social media such as Facebook, Instagram, LinkedIn,
Twitter, etc., will help companies to track and to measure online conversations about
products and companies. By paying attention to social media analytics, and measuring
the insight from social media for better solution also allow companies to see where
strategic opportunity exists, and where threats need to be nullified with adjustment to
the strategy.

2. Market research. Big Data Analytics (BDA) is a megatrend, but it is not to
replace market research. Regardless the amount of the data, nothing can be compared
to the insight gained simply from talking and surveying to the others. This is where
the value and the real power of market research lie in the big data world. BDA and
market research should be used to complement each other to be extremely effective in
understanding customer behavior.

3. Blockchain technology and Internet of Things (loT). As future
technologies, blockchain and loT will revolutionize the way everything works,
including the way people connect to the internet. Both technologies can be used to
develop new supply chain concept which involves lots of parties across different
location, to analyze new data and information, to protect the amount of data and

makes it more manageable.
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