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CHAPTER I 

INTRODUCTION 

 

1.1  Background and significance  

Recently, hydrogen has received great attention as a next-generation energy 

carrier which is clean, effective, and viable alternative to fossil fuels. Over the past 

three decades, photocatalytic or photoelectrochemical (PEC) water splitting has 

received extensive consideration as a potential approach for the clean hydrogen 

production from a renewable source like solar energy (Tran et al., 2012; Walter et al., 

2010). The catalytic splitting of pure water into H2 and O2 is a typical uphill reaction 

with a large positive change in the Gibbs free energy (∆G = 238 kJ mol–1). Since this 

reaction is similar to photosynthesis by green plants, it is regarded as a method of 

artificial photosynthesis. The overall water splitting in an acidic environment can be 

described as       

2H2O → 2H2 + O2   Erxn
0 = –1.23 V vs NHE        (1.1) 

where NHE is abbreviated for normal hydrogen electrode. The half-reactions are 

described as  

4H+ + 4e– → 2H2  Ecathode
0  = 0 V vs NHE        (1.2) 

2H2O → O2 + 4H+ + 4e–    Eanode
0  = –1.23 V vs NHE.        (1.3) 

For the overall water splitting on a semiconductor photocatalyst, when the 

semiconductor  absorbs the light with an energy equivalent to or greater than its band 
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gap, electrons in the valence band (VB) are excited into the conduction band (CB), 

leaving holes in the VB meanwhile. These photogenerated electron–hole pairs 

separate and migrate to the surface without recombination. Then, the adsorbed species 

are reduced and oxidized by the photoexcited electrons and holes to produce H2 and 

O2, respectively. To achieve overall water splitting, the conduction band minimum 

(CBM) of the material must be more negative than the reduction potential of H+ to H2 

(0 V vs NHE at pH 0), while valence band maximum (VBM) must be more positive 

than the oxidation potential of H2O to O2 (1.23 V vs NHE). Thus, the minimum 

photon energy that thermodynamically required to drive this reaction is 1.23 eV 

(Maeda, 2011).  

Several efforts have been made to research and develop the suitable and 

efficient semiconductors to use as photocatalysts for water splitting. There are three 

requirements for efficient photocatalysts including (i) band-edge potentials suitable 

for overall water splitting (ii) band-gap energy lower than 3 eV to harvest visible light 

(iii) stability in the photocatalytic reaction (Maeda, 2011). Recently, numerous efforts 

have been made to design and develop  efficient transition metal oxide (TMO) 

semiconductors as photocatalysts  in  PEC cells (Jafari et al., 2016; Maeda, 2011). 

Bismuth vanadate (BiVO4) has been identified as one of the most promising 

photoanode materials for solar water oxidation to O2 because it possesses unique 

physical and electrochemical properties including ability to effectively harvest 

sunlight at the visible spectrum and high stability under electrochemical conditions 

(Kudo et al., 1999; Y. Park et al., 2013; Tokunaga et al., 2001; Xi and Ye, 2010; 

Zhao et al., 2011). In particular, among various crystalline phases of BiVO4, 

monoclinic scheelite (ms-) BiVO4 exhibits the highest photocatalytic activity as the 
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distortion of VO4 tetrahedra creates local polarization (Tokunaga et al., 2001), which 

could facilitate the separation of photogenerated electron–hole pairs.   

Despite the mentioned advantages, BiVO4 still suffers from major limitations 

such as extreme recombination of photogenerated electron–hole pairs (Abdi and van 

de Krol, 2012; Zhong et al., 2011), low electrical conductivity (Abdi et al., 2013; 

Ziwritsch et al., 2016), and poor water oxidation kinetics (Berglund et al., 2012), 

resulting in a main bottleneck for practical PEC performance. Such a low intrinsic 

conductivity and mobility is typically encountered in various TMOs due to the slow 

thermally activated hopping conduction instead of fast band conduction in Group A 

semiconductors (Bosman and van Daal, 1970; Lany, 2015). In TMOs such as BiVO4, 

an extra electron prefers to localize at one transition metal (TM) center due to strong 

electron–electron repulsion in contracted d orbitals and thereby reduce TMn+ to                 

TM(n–1)+. The trapped electrons are accompanied by local lattice distortion of the 

surrounding lattice leading to a formation of small polarons. The small polarons can 

undergo thermally activated hopping from one TM site to the nearby site which is 

much slower than that of the band conduction (on the order of 0.1 cm2 V–1 s–1 electron 

mobility for BiVO4 compared to 1450 cm2 V–1 s–1 for Si) (Canali et al., 1975). 

To improve the charge transport kinetics of BiVO4, researchers have focused 

on developing strategies to overcome these drawbacks, including morphology control 

(Luo et al., 2010; Pilli et al., 2011), composite structure (heterojunction formation) 

(Pilli et al., 2013; Selim et al., 2019), oxygen evolution catalyst loading (Berglund et 

al., 2012; Jeon et al., 2011), defect formation (oxygen vacancy creation) (Kim et al., 

2015; Seo et al., 2018; Ullah et al., 2018), and doping. Both experimental and 

theoretical studies have reported that the substitutional doping at V site with W (H. S. 
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Park et al., 2011; Yin et al., 2011; Zhang et al., 2016), Mo (B. Liu et al., 2017; H. S. 

Park et al., 2011; Yin et al., 2011; Zhang et al., 2016), and P (Jo et al., 2012; G. Liu et 

al., 2014; Regmi et al., 2019; Xia et al., 2018), or at Bi site with Sm (Govindaraju et 

al., 2018), Yb (Govindaraju et al., 2018), and Ce (Jiang et al., 2016), or at O site with 

Se (Ullah et al., 2018), and N (Kim et al., 2015; Seo et al., 2018) could enhance 

electron–hole separation, carrier mobilities, and conductivities of the BiVO4 

photoanode. In particular, it has been shown by several studies that addition of small 

amount of P impurities significantly improves photocurrent density, photocatalytic O2 

evolution rate, carrier concentrations and mobility (Jo et al., 2012; G. Liu et al., 2014; 

Regmi et al., 2019; Xia et al., 2018). Computations based on density functional theory 

(DFT) reveal that substitution of P at the V site increases electron density at the 

surrounding O atoms leading to polarization of P–O bonds which could facilitate 

charge separation and improve photocatalytic activity (Regmi et al., 2019). 

Furthermore, the electron density at the top of the VB could increase carrier 

concentration in the material (Jo et al., 2012; Regmi et al., 2019). Nevertheless, one 

experimental study based on X-ray photoelectron spectroscopy suggests that P-doped 

samples contain noticeable amount of oxygen vacancies which could enhance charge 

transport properties (Xia et al., 2018).  

Such ambiguous explanations on the origin of superior electrochemical 

performance of P-doped BiVO4 have motivated us to further explore the fundamental 

role of P doping on the formation of oxygen vacancies and corresponding charge 

transport properties. Note that, the microscopic description of localized charge states 

depends strongly on the method employed. The conventional DFT with the 

generalized gradient approximation (GGA) is an unsuccessful approach to predict 
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charge localization (affect delocalization of charge carriers) due to the self-interaction 

error inherent in current exchange-correlation functional (Cohen et al., 2008; Mori-

Sánchez et al., 2008). To correct the self-interaction error, DFT energy functional 

including Hubbard-U term have been performed to take into account of strong on-site 

d electron interactions (H. S. Park et al., 2011). Park et al. have investigated that the 

localized charge carriers in bulk BiVO4 can appropriately be described when applying 

the DFT+U approach with the U value of 2.7 eV for the V 3d states. The band gap of 

BiVO4 is consistent with the obtained value from experiments. The DFT+U 

calculation has been shown to be a successful method for describing the charge 

localization and their transport kinetics in BiVO4-based photoanodes (T. Liu et al., 

2015; Pasumarthi et al., 2019; Regmi et al., 2019; Seo et al., 2018; Wu and Ping, 

2018; Zhang et al., 2016). Therefore, it is the objective of this work to utilize 

computational tools based on the DFT+U method to study the effect of P substitution 

on (i) the change of the geometrical and electronic structures (ii) the interplay 

between formation of oxygen vacancies and charge transport properties of BiVO4-

based photoanodes. The obtained fundamental understanding could be used to 

rationally design doping strategies to obtain high performance photocatalysts. In 

addition, we briefly review the experimental and theoretical studies of the 

introduction of P in BiVO4 for the enhanced photocatalytic performance in the 

following section.     

The rest of this thesis is arranged as follows. In Chapter II, we give a brief 

description of the theoretical and computational approaches employed. In Chapter III, 

we present geometrical and electronic structures of the doped system and compare 

them with those of the pristine BiVO4. In Chapter IV, we discuss the role of P doping 
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on the reducibility of BiVO4, involving the formation of oxygen vacancy and its 

stability. In Chapter V, we discuss the migration barriers of electrons originated from 

the formation of oxygen vacancy as well as their mobilities to understand the 

interaction between the polarons and the defect site. Finally, we summarize the main 

implications of our results, with a focus on the role of the P substitution in enhancing 

the electronic conductivity of BiVO4-based photoanodes in Chapter VI.   

1.2 Literature review 

In recent years, several attempts have been made to develop the effective 

strategies to improve the photocatalytic activity of BiVO4. Both experimental and 

theoretical studies have reported that the substitutional doping in BiVO4 with P could 

enhance photocurrent density, photocatalytic O2 evolution rate, electron–hole 

separation, carrier concentrations and mobility, which are responsible for high 

photocatalytic activities (Jo et al., 2012; G. Liu et al., 2014; Regmi et al., 2019; Xia et 

al., 2018). 

Jo et al. studied the enhanced photoelectrochemical properties of P-doped 

BiVO4. Phosphorus atoms were introduced into the vanadium sites in the host lattice 

of monoclinic clinobisvanite BiVO4 with different target atom ratios (0.5%, 1%, and 

5%). All P-doped BiVO4 samples were synthesized in a powder form by urea-

precipitation method and they were loaded onto the fluorine-doped tin oxide (FTO) 

glass by using electrophoretic deposition technique. The experimental study revealed 

that BiVO4 doped with 0.5% of P exhibits the best photocurrent density (0.548 

mAcm–2 at 0.7 V), which is about 30 times higher than of pristine BiVO4 (0.019 

mAcm–2 at 0.7 V) and it also improves photocatalytic O2 evolution rates as shown in 
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Figure 1.1. Moreover, the electrochemical impedance spectroscopy measurements 

show that P doping remarkably lowers the charge transfer resistance of BiVO4.   

Figure 1.1 Photocurrent-potential curves of pristine BiVO4, and 0.5%, 1%, and 5% 

PO4-doped BiVO4 (left). The back side of photo-anodes was illuminated with a xenon 

arc lamp (300 W) fitted with a UV cut-off filter (𝜆 ≥ 420 nm). Photocatalytic water 

oxidation with bare and PO4-doped BiVO4 under the visible light (𝜆 ≥ 420 nm) 

irradiation (right). The photocatalyst powders (0.1 g) were dispersed in aqueous 

AgNO3 solution as an electron scavenger (Jo et al., 2012). 

To clarify the effect of P doping in BiVO4, they carried out theoretical 

approach based on DFT calculations to study the electronic properties of P-doped 

BiVO4. A supercell of 1×2×1 monoclinic clinobisvanite BiVO4 was constructed to be 

the calculated model. For P-doped BiVO4 system, one of sixteen V atoms is 

substituted by a P atom (6.25% doping concentration). The findings revealed that the 

obtained band gap of pristine BiVO4 is 1.94 eV, whereas the slightly larger band gap 

of 1.95 eV was observed in P-doped system. Upon P doping, the length of P–O bond 

is 1.563 Å, which is slightly smaller than the V–O bond (1.737 Å). The O 2p peak 

increases at –0.7 eV as evident by projected density of states (PDOS) plots as 

illustrated in Figure 1.2(a). The ratio of integrated DOS in the energy window of –0.7 

 



 

 

8 

 

eV from VBM to total electrons are 4.0% and 5.9% for pristine and P-doped BiVO4, 

respectively, which indicate that the substitution of P could increase charge carriers in 

BiVO4, leading to the higher photocatalytic performance. Form Bader charge analysis 

of P-doped BiVO4 system, the charge is transferred from P atom to O atoms due to a 

lower electronegativity of P atom. Therefore, P atom has a much smaller charge 

(1.357 electrons) than V atom (3.102 electrons) in pristine system. Also, O atoms in 

PO4 tetrahedron have a large charge (fluctuate between 7.406 and 7.453 electrons) 

than O atoms (6.966 electrons) in the pristine BiVO4. They concluded that the charge 

redistribution around the dopant may cause the separation of electron–hole pairs as 

demonstrated in Figure 1.2(b), which could improve the photocatalytic property.     

  

Figure 1.2 (a) Total and projected DOS of monoclinic clinobisvanite BiVO4 (dotted 

line) and P-doped BiVO4 (solid line). (b) Calculated isosurface of integrated charge 

density in the range from –0.7 eV (red arrow) to Fermi energy for P-doped BiVO4. 

Only P–O bonds are shown for clarity (Jo et al., 2012). 

(a)

(b)
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The monoclinic BiVO4 doped with different amounts of phosphorus (0.5%, 

1%, and 5%) have also been studied by Liu et al. They were prepared by an 

electrospinning method combined with calcination. The experimental results showed 

that the ultraviolet-visible absorption spectra of the pristine and P-doped BiVO4 are 

almost the same. BiVO4 is a direct band gap semiconductor with the band gap energy 

of 2.36 eV whereas the band gap energies of P-doped BiVO4 samples are estimated to 

be 2.37, 2.49 and 2.50 eV for the doping concentration of 0.5%, 1% and 5%, 

respectively. Therefore, the band gap increases upon P doping. The 0.5% P-doped 

BiVO4 exhibits the better photocatalytic activity compared to pristine BiVO4. It is 

known that the recombination of electron–hole pairs can release energy in the form of 

fluorescence emission. Thus, a low fluorescence emission intensity implies a lower 

electron–hole recombination rate. The photoluminescence emission spectra revealed 

that the emission intensity of pristine BiVO4 is higher than those of the 5%, 1%, 0.5% 

P-doped samples, and the order is pristine BiVO4 > 5% > 1% > 0.5% P-doped BiVO4, 

which suggests that the doped phosphorus reduces the electron–hole pairs 

recombination rate, leading to high charge density which corresponds to higher 

photocatalytic activity. 

Recently, the 0.6%, 2%, and 4% P-doped BiVO4 have been investigated by 

Xia et al. The P-doped BiVO4 samples were fabricated on FTO substrate by using a 

simple dip-coating method and subsequent thermal treatment process. Phosphorus 

element is uniformly dispersed into BiVO4. The X-ray diffraction patterns showed 

that the increasing amount of P element did not result in any other peaks. This finding 

can be explained that P doping quantity is too small, resulting that P doping does not 

change the crystalline structure of BiVO4. However, the incident photon-to-current 
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efficiency of 2% P-doped BiVO4 is increased to 33%, which is significantly higher 

than that of pristine BiVO4 as shown in Figure 1.3. Interestingly, the analysis of X-ray 

photoelectron spectra (XPS) indicates that the 2% P-doped BiVO4 possess more 

abundant oxygen vacancies (see Figure 1.4). The oxygen vacancy could facilitate the 

capture of electrons, which is favorable for the separation of electron–hole pairs, 

accounting for the enhanced photocatalytic performance.  

 

Figure 1.3 Photocurrent-potential curves of pristine BiVO4, 0.6%, 2%, and 4%                   

P-BiVO4 in 0.5 M Na2SO4 electrolyte with the AM 1.5 G simulated solar light at 100 

mW cm–2 (dashed lines represent dark currents) (Xia et al., 2018). 

 

Figure 1.4 XPS spectra of O 1s of BiVO4 (left) and 2% P-doped BiVO4 (right)                

(Xia et al., 2018).  
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In addition, Regmi et al. reported the synthesis of P-doped BiVO4 with 

different concentration using a microwave hydrothermal method and investigated its 

photocatalytic activity. The experimental results showed that the doped samples 

exhibit higher photocatalytic activity than that of pristine BiVO4, which is consistent 

with the previous studies (Jo et al., 2012; G. Liu et al., 2014; Xia et al., 2018). 

Furthermore, they studied the electronic properties of BiVO4 upon P doping in the 

similar way as a previous study (Jo et al., 2012) by means of DFT+U calculations to 

understand the improved photocatalytic performance. They applied U of 2.7 eV to 

account of the strongly localized nature of 3d orbitals in V atom. A 1×2×1 monoclinic 

BiVO4 was used for calculation. The P-doped BiVO4 was formed by replacing a V 

atom with a P atom (6.25% doping concentration) as illustrated in Figure 1.5.   

 

Figure 1.5 (a) Supercell model structure of phosphate doped BiVO4 considered in the 

calculation (b) Side view of the supercell in (a) (Regmi et al., 2019).  

They found that the calculated band gap is 2.11 and 2.13 eV for pristine and P-

doped systems, respectively. The larger DOS in the energy range from –0.8 eV to 

VBM was observed upon P doping (see Figure 1.6), implies an increase of charge 
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carriers in the material. These results are consistent with a previous study (Jo et al., 

2012).  

 

Figure 1.6 Total DOS of pure BiVO4 and phosphate doped BiVO4. The inset shows 

the magnified view of the DOS in the energy range from −1.0 eV to the top of the VB 

(Regmi et al., 2019).  

In P-doped system, there are two different P–O bond lengths in PO4 unit 

where the P–O bond length of the upper pair of atoms is slightly longer (1.570 Å) than 

that of the lower pair (1.566 Å) as shown in Figure 1.7(a). It is indicated that the P–O 

bond relaxation improves the redox ability and hence the photocatalytic activity. 

Moreover, they calculated the charge density difference (CDD) of P-doped BiVO4 

system as illustrated in Figure 1.7(b) and 1.7(c). The CCD indicated that there is 

charge accumulation occurring at the vicinity of O atoms in PO4 which verifies the 

transfer of electrons from P to O atoms. Interestingly, the CDD distributions of the 

pair of O atoms on the upper and lower half of PO4 are different. More charge is 

accumulated in the upper pair than that in the lower pair of O atoms, which results in 
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a dipole moment, thus improving electron–hole separation and benefiting the 

photocatalytic activity.   

 

Figure 1.7 (a) PO4 polyhedron (b) CDD isosurfaces of the PO4 polyhedron (c) A 

section of the CDD isosurfaces in (b) showing CDD in the left pair of O atoms in the 

PO4 polyhedron (Regmi et al., 2019). 

Beside the previous studies mentioned above, other aspects of role of P doping 

such as charge transport mechanism have not been studied. Additionally, the 

explanations on the origin of superior photocatalytic performance of P-doped BiVO4 

is still unclear. These motivated us to further investigate the role of P doping on the 

formation of oxygen vacancies and corresponding charge transport properties in 

BiVO4 photoanodes.   
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CHAPTER II 

THEORETICAL AND COMPUTATIONAL 

APPROACHES 

 

2.1    Density functional theory (DFT) 

In condensed-matter physics and quantum chemistry, the characteristics of 

materials such as electronic, optical, and magnetic properties arise from the behavior of 

atoms and their crystal structures. Since the electrons are dominated by the laws of 

quantum mechanics, the Schrödinger equation are employed to describe all systems 

ranging from atoms and molecules to complex materials. The Schrödinger equation are 

attainable for only very simple systems, but for systems with large number of atoms, 

the electrostatic repulsion between the electrons makes the problems very difficult to 

solve. Therefore, the quantum mechanics with the appropriate approximations are used 

to solve the problems by reducing complexity of the systems while providing the 

accurate solutions.  

 The earliest and extensively used approximation was that of Hartree theory 

(Hartree, 1928). This theory is expressed the wave function of system as a product of 

one-electron wave functions, so that the problem reduces to a one-electron Schrodinger 

equation. However, such functions do not possess antisymmetric property which are 

not correct for many-body systems. To this end, the so-called Hartree-Fock theory 

(Fock, 1930)  was  proposed  which  compose wave  function of system  in the form of 
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slater determinant. As a result of replacing the product of one-electron wave functions 

by a linear combination of orbitals (Slater, 1930), the total energy of system 

incorporates the exchange effects. However, this theory neglects the correlation effect 

which makes the obtained solution inaccurate. Also, this theory is not suitable for 

practical use because it requires high computational resources for systems with large 

number of electrons. To overcome these drawbacks, DFT, one of the most widely used 

methods for ab initio calculations of the structure of materials, is applied, where crucial 

developments in exchange-correlation energy has been taken into account. This 

approach is expressed in terms of the electron density in the Hohenberg-Kohn theorems 

(Hohenberg and Kohn, 1964) and in terms of electron density and the single-particle 

wave functions in the Kohn-Sham equation (Kohn and Sham, 1965). The description 

in detail of DFT are described in the following sections.   

2.1.1  The Hohenberg-Kohn theorems 

  The Hohenberg-Kohn Theorems are the fundamental theorems for DFT. 

This theorem was proposed in 1964 by P. Hohenberg and  W. Kohn (Hohenberg and 

Kohn, 1964). Instead of calculating all electrons interacting with each other, they 

proposed the two concepts of electron density within the framework of DFT which are 

as follows:  

1. The ground-state energy and all behaviors of electron wavefunction 

in the external potential can be determined from the electron density.  

2. For every external potential, there exists a universal energy 

functional. Its global minimum corresponds to the ground state of the system and the 

ground-state electron density. 
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2.1.2  The Kohn-Sham equation 

  In 1965, Kohn and Sham (Kohn and Sham, 1965) proposed the method 

to solve the Schrödinger equation for many-body systems based on the Hohenberg-

Kohn theorems and Born-Oppenheimer approximation. They divided the term of total 

energy into two parts including the known and unknown energy functionals, where 

considering the energy that corresponds to electrons only. The kinetic energy of 

electrons in many-body systems can be separated into two terms, namely the known 

kinetic energy which is the kinetic energy of non-interacting electrons, 𝑇non[𝑛(𝑟)] and 

the unknown term which is the kinetic energy of electron-electron correlation, 

𝑇corr[𝑛(𝑟)]. For the potential energy of electrons in many-body systems, it consists of 

two parts which are the potential energy of interaction between electron and electron, 

𝐸ee and the potential energy of interaction between nucleus and electron, 𝐸Ne.  

  Based on the Hartree-Fock theory, it treats exchange energy, 𝐸x exactly 

but completely neglects correlation energy, 𝐸corr. From this drawback, DFT 

incorporates all terms of the unknown exchange and correlation energy including 

𝑇corr[𝑛(𝑟)] and 𝐸corr to be one term which is called exchange-correlation energy, 

𝐸xc[𝑛(𝑟)]. Therefore, the total energy of many-body systems can be expressed as                  

𝐸[𝑛(𝑟)] = 𝑇non[𝑛(𝑟)] +
1

2
∬
𝑛(𝑟)𝑛(𝑟′)

|𝑟−𝑟′|
𝑑𝑟𝑑𝑟′  

−∑ ∫
𝑍𝐼𝑛(𝑟)

|𝑅𝐼−𝑟|
𝑑𝑟 + 𝐸xc[𝑛(𝑟)]

𝑁
𝐼=1 .                             (2.1)  

From Equation 2.1, the first term is the kinetic energy of non-interacting electrons, the 

second term is the potential energy of interaction between electron and electron, the 

third term is the potential energy of interaction between nucleus and electron, and the 

last term is the exchange-correlation energy.       
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  Based on the second Hohenberg-Kohn theorem, the ground-state energy 

of the system can be calculated by minimizing the term of total energy (Equation 2.1) 

with the ground-state electron density. The condition for obtaining the lowest total 

energy can be defined as 

[−
∇𝑖
2

2
+ 𝑉eff[𝑛(𝑟)]]Ψ𝑖

KS(𝑟)  =  𝐸𝑖Ψ𝑖
KS(𝑟).                           (2.2) 

The Equation 2.2 is called the Kohn-Sham equation where −
∇𝑖
2

2
 is the kinetic energy 

operator of electrons in atomic units, 𝑉eff[𝑛(𝑟)] is the effective potential, Ψ𝑖
KS(𝑟) is the 

Kohn-Sham orbital (the electron density that obtained by the Kohn-Sham orbital is the 

corrected density for many-body systems), 𝑖 is band index (in general, the value of 𝑖 is 

ranged from one to the number of occupied electron bands which is equal to a half of 

the total number of electrons), and 𝐸𝑖 is the energy that corresponds to band index. 

  The effective potential can be written as 

𝑉eff[𝑛(𝑟)] = 𝑉H[𝑛(𝑟)] + 𝑉ext[𝑛(𝑟)] + 𝑉xc[𝑛(𝑟)] 

=
1

2
∫
𝑛(𝑟′)

|𝑟−𝑟′|
𝑑𝑟′ − ∑ ∫

𝑍𝐼

|𝑅𝐼−𝑟|
𝑑𝑟 + 𝑉xc[𝑛(𝑟)]

𝑁
𝐼=1 ,        (2.3) 

where 𝑉H[𝑛(𝑟)] is the Hartree potential (potential of interaction between electron and 

electron), 𝑉ext[𝑛(𝑟)] is the external potential (potential of interaction between nucleus 

and electron), and 𝑉xc[𝑛(𝑟)] is the exchange-correlation potential which can be 

expressed as  

𝑉xc[𝑛(𝑟)] =
𝛿𝐸xc[𝑛(𝑟)]

𝛿𝑛
.                   (2.4) 

To solve the Kohn-Sham equation, we have to know the effective 

potential first. However, there exist the unknown exchange-correlation term in the 
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effective potential. Hence, it is essential to know the exact form of exchange-correlation 

energy which are mentioned in the section below.   

2.1.3  Exchange-correlation energy 

 DFT is the effective method that provides us the accurate results if we 

know the correct form of exchange-correlation energy. However, the main problem of 

this theory is that the exchange-correlation energy is not known exactly. Therefore, 

many researchers have proposed several forms of this energy that give the results of 

calculations matching with the experimental results. The common form of exact 

exchange-correlation energy can be defined as  

𝐸xc[𝑛(𝑟) = ∫ 𝜀xc𝑛(𝑟)𝑑𝑟 =∫(𝜀x + 𝜀c)𝑛(𝑟)𝑑𝑟,        (2.5) 

where 𝜀xc is the exchange-correlation energy density, 𝜀x is the exchange energy density, 

and 𝜀c is the correlation energy density. 

  There are two most widely used exchange-correlation energy, namely 

the local density approximation and the generalized gradient approximation. 

  (1) Local density approximation (LDA)  

This approximation is based on the homogeneous electron gas where 

exchange energy density of LDA can be expressed as  

𝜀x
LDA[𝑛(𝑟)] = −

3

4
(
3

𝜋
)

1

3
𝑛
1

3(𝑟).    (2.6)  

For the correlation energy density, it is not known exactly now. In practical, the 

correlation energy density are parametrizations of highly precise Quantum Monte Carlo 

simulations (Ceperley and Alder, 1980). Since the atomic and molecular systems 

spatially inhomogeneous which differ from the uniform electron gas, this approach is 

not quite correct. However, it still works fine for the case of homogeneous system.    
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(2) Generalized gradient approximation (GGA) 

In fact, the electron density in the vicinity of nucleus is high while the 

electron density that far away from nucleus is low. Thus, the electron density is not 

uniform at any position that means there exist the gradient of the electron density, 

∇𝑛(𝑟). The exchange-correlation energy of GGA consists of the terms that depend on 

the electron density and the gradient of the electron density. There are various 

commonly used forms of GGA. The most popular GGAs are BLYP which was denoted 

the combination of the exchange functional by Becke and the correlation functional of 

Lee, Yang and Parr, both in 1988 (Becke, 1988) and PBE where this functional was 

proposed in 1996 by Perdew, Burke and Ernzerhof (John P Perdew et al., 1996). In this 

thesis, the exchange-correlation energy was approximated using the PBE form. The 

exchange energy density of PBE can be written as        

𝜀x
PBE[𝑛(𝑟), ∇𝑛(𝑟)] = −

3

4
(
3

𝜋
)

1

3
𝑛
1

3(𝑟)𝐹(𝑥),           (2.7) 

where  

𝐹(𝑥) = 1 + 𝑎 −
𝑎

1+𝑏𝑥2
,   (2.8) 

 𝑥 =
|∇𝑛(𝑟)|

𝑛
4
3(𝑟)

                      (2.9) 

when 𝑎 and 𝑏 are constant. 

  The correlation energy density of PBE is based on the correlation energy 

density of LDA where the effect of the gradient of the electron density is applied 

(𝐻[𝑛(𝑟), ∇𝑛(𝑟)]). For the non-magnetic systems, the correlation energy density can be 

written as         

𝜀c
PBE[𝑛(𝑟), ∇𝑛(𝑟)] = 𝜀c

LDA[𝑛(𝑟)] + 𝐻[𝑛(𝑟), ∇𝑛(𝑟)], (2.10) 

where  
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𝐻[𝑛(𝑟), ∇𝑛(𝑟)] = 𝑐 ln [1 + 𝑑𝑡2 (
1+𝐴𝑡2

1+𝐴𝑡2+𝐴2𝑡4
)],               (2.11) 

𝐴 = 𝑑 [exp (
𝜀c
LDA[𝑛(𝑟)]

𝑐
) − 1]

−1

,           (2.12) 

𝑡 =
𝑥

2(3𝜋2)
1
3

=
∇𝑛(𝑟)

2(3𝜋2)
1
3𝑛
4
3(𝑟)

,    (2.13) 

when 𝑐 and 𝑑 are constant. 

2.1.4  Pseudopotential 

 One of the important quantities in the Kohn-Sham equation is the 

effective potential which consists of the Hartree, external, and exchange-correlation 

potentials. The Hartree and external potentials are inversely proportional to the distance 

between the particles, 𝑟. The problem of these two potentials is that when the distance 

between the particles is small, the wavefunction in this area exhibits the strong 

oscillation. This requires large number of basis functions to perform the wavefunction 

in this region, leading to the use of high computational resources and excessive 

computational times. To overcome this problem, the pseudopotential was proposed. 

The relation between real potential, 𝑉 and pseudopotential, 𝑉pseudo and the relation 

between real wavefunction, Ψ and pseudo wavefunction, Ψpseudo as a function of the 

distance between the particles are shown in Figure 2.1. It can be seen that 𝑉 = 𝑉pseudo 

and Ψ = Ψpseudo when 𝑟 >  𝑟𝑐, where 𝑟𝑐 is cut-off radius while 𝑉 ≠ 𝑉pseudo and Ψ ≠

Ψpseudo when 𝑟 ≤  𝑟𝑐. In addition, it can be obviously found that Ψ displays the strong 

oscillation when 𝑟 ≤  𝑟𝑐. Therefore, it is difficult to solve the Schrödinger equation in 

this region. To solve such problem, it is essential to make wavefunction in this area 

smooth which are regarded as Ψpseudo  (red line in Figure 2.1), where the suitable 

Ψpseudo has to meet the definitions as follows.    
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  1. When 𝑟 ≥  𝑟𝑐, the pseudo wavefunction and real wavefunction must 

be the same and the total energy of pseudopotential must be equal to the corrected total 

energy or total energy of all electrons. 

  2. The pseudo wavefunction and real wavefunction must be continuous 

at 𝑟 =  𝑟𝑐. 

  3. The generated pseudo wavefunction must have the spherical charge 

of 𝑟𝑐 which is equal to that of real wavefunction.       

  4. The generated pseudopotential is needed to apply to the comparable 

problems. 

  5. For the element that exists a large number of electrons, it is required  

to incorporate the relativistic property into the generated pseudopotential.    

 

Figure 2.1 Relation between real potential, 𝑉 and pseudopotential, 𝑉pseudo; between 

real wavefunction, Ψ and pseudo wavefunction, Ψpseudo as a function of the distance 

between the particles (Payne et al., 1992). 
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  There are three commonly used types of pseudopotential: norm-

conserving (Hamann et al., 1979); ultrasoft (Vanderbilt, 1990); and projector-

augmented wave (PAW) (Blöchl, 1994; Kresse and Joubert, 1999). In this thesis, we 

used PAW pseudopotential to describe electron-ion interactions. This method uses a 

smooth wavefunction to describe the electrons near the nucleus or the core region, C, 

which is a good approximation since only the valence electrons are responsible for the 

interatomic interactions. In this method, the pseudo wavefunctions are transformed by 

an operator 𝑇̂ into the real Kohn-Sham single particle wave functions (Blöchl, 1994; 

Kresse and Joubert, 1999) 

|Ψ⟩ = 𝑇̂|Ψ′⟩,               (2.14) 

where |Ψ⟩ is the real single particle wavefunction and |Ψ′⟩ is the pseudo wavefunction. 

The operator 𝑇̂ can be constructed by considering that the wavefunctions have to be the 

same outside the core region. For inside the core region, it can be created with the 

smoother partial waves 

|Ψ′⟩ = ∑ |𝜙𝑖
′⟩𝑐𝑖𝑖 .    (2.15)    

The total single particle wavefunction outside and inside the core region can be written 

as the following equation 

|Ψ⟩ = ∑ |𝜙𝑖⟩𝑐𝑖 = 𝑇̂|Ψ′⟩𝑖 ,            (2.16) 

where  

𝑇̂ = 1 + ∑ 𝑇𝐶𝐶    (𝑇𝐶 only acts inside C),           (2.17) 

𝑐𝑖 = ⟨𝑝̂𝑖|Ψ′⟩,             (2.18) 

⟨𝑝̂𝑖|𝜙𝑗
′⟩ = 𝛿𝑖𝑗,              (2.19) 

∑ |𝜙𝑖
′⟩⟨𝑝̂𝑖| = 1𝑖 ,              (2.20) 

𝑇𝐶|Ψ′⟩ = ∑ 𝑇𝐶|𝜙𝑖
′⟩𝑐𝑖 = ∑ (|𝜙𝑖⟩ − |𝜙𝑖

′⟩)⟨𝑝̂𝑖|Ψ′⟩𝑖𝑖 ,              (2.21) 
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𝑇̂ = 1 + ∑ (|𝜙𝑖⟩ − |𝜙𝑖
′⟩)⟨𝑝̂𝑖|𝑖 .            (2.22) 

The transformation of the pseudo wavefunctions into real functions has to be linear. 

This means that it is possible to project the coefficients from the operator 𝑝̂𝑖 according 

to Equation 2.18. If we consider that Equation 2.19 and 2.20 define the operator 𝑝̂𝑖, 

while using Equation 2.15 and 2.18, we finally end up with Equation 2.21 within the 

core region with Equation 2.22 that originates from Equation 2.16 (Wärnå, 2019).     

2.1.5  Bloch’s Theorem 

 A crystal is a form of solid where the atoms are arranged in a regular 

repeating pattern called a crystal lattice. This makes the potential energy of the 

crystalline solid possess the periodic character. Nevertheless, the complexity of this 

problem can be reduced by using Bloch’s Theorem (Kittel et al., 1996). This theorem 

establishes that the wavefunction of a crystal can be expressed as the product of a plane 

wave and a function that has the same periodicity as the lattice, 𝑢𝑘(𝑟), i.e., 

Ψ𝑘(𝑟) = 𝑢𝑘(𝑟)e
𝑖𝑘∙𝑟,        (2.23)     

where 𝑘 is the wave vector in the reciprocal lattice or Brillouin zone of the crystal and 

𝑟 is the position of atom in the unit cell of the crystal. The wavefunction of the crystal 

that has the periodicity can be written as   

𝑢𝑘(𝑟) = ∑ 𝑐𝑘+𝐺e
𝑖𝐺∙𝑟

𝐺 ,        (2.24) 

where 𝑐𝑘+𝐺 is constant and 𝐺 is any vector that distributes in the reciprocal lattice, 𝐺 =

𝑚1𝑎′ + 𝑚2𝑏′ + 𝑚3𝑐′ where 𝑚1, 𝑚2, and 𝑚3 are the positive integers; 𝑎′, 𝑏′, and 𝑐′ are 

reciprocal lattice vectors. When we substitute the periodic wavefunction into Bloch’s 

Theorem, the wavefunction of the crystal can be written as 

Ψ𝑘(𝑟) = ∑ 𝑐𝑘+𝐺e
𝑖(𝑘+𝐺)∙𝑟

𝐺 .        (2.25) 

Therefore, the Kohn-Sham orbital of the crystal in DFT can be expressed as  
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Ψ𝑘
𝐾𝑆(𝑟) = ∑ 𝑐𝑘+𝐺e

𝑖(𝑘+𝐺)∙𝑟
𝐺 .         (2.26)   

From Equation 2.26, the value of 𝐺 should be defined to distribute over the reciprocal 

lattice; in other words, the value of 𝐺 should be infinity. However, we cannot do that 

in a practical manner. Thus, the value of 𝐺 can be cut out at the high energy. This can 

be done because the properties of the materials correspond to the low-energy range 

(energy near Fermi energy), while the high-energy range does not affect the properties 

of the materials. Here, the highest value of 𝐺 can be defined as 𝐺𝑐𝑢𝑡 and 𝐺𝑐𝑢𝑡 relates to 

the cutoff energy in the atomic unit as follows 

𝐸cut =
|𝑘+𝐺cut|

2

2
.    (2.27) 

Therefore, the Kohn-Sham orbital of the crystal can be rewritten as  

Ψ𝑘
𝐾𝑆(𝑟) = ∑ 𝑐𝑘+𝐺𝑖e

𝑖(𝑘+𝐺𝑖)∙𝑟
𝐺𝑖<|𝐺𝑐𝑢𝑡|

.             (2.28) 

Assuming that |𝐺𝑐𝑢𝑡| relates to the number of plane wave, 𝑁𝐺 , Equation 2.28 can be 

rewritten as  

Ψ𝑘
𝐾𝑆(𝑟) = ∑ 𝑐𝑘+𝐺𝑖e

𝑖(𝑘+𝐺𝑖)∙𝑟𝑁𝐺
𝐺𝑖=1

.            (2.29) 

In order to calculate the energy at each 𝑘 and the set of coefficient 𝑐𝑘+𝐺𝑖, the secular 

equation for the crystal have to be constructed as 

∑ ℋ𝐺𝑗,𝐺𝑖𝑐𝑘+𝐺𝑖 =
𝑁𝐺
𝐺𝑖=1

∑ 𝜖(𝑘)𝑆𝐺𝑗,𝐺𝑖𝑐𝑘+𝐺𝑖
𝑁𝐺
𝐺𝑖=1

.   (2.30) 

When we solve this secular equation (Equation 2.30), we obtain the eigen value and the 

Kohn-Sham orbital for each 𝑁𝐺  at 𝑘. The relation between the eigen value and wave 

vector, 𝑘 = 𝑘1 are shown in Figure 2.2(a). When we change the value of 𝑘 such as 𝑘 =

𝑘1, 𝑘2, 𝑘3, 𝑘4, and 𝑘5, the relation between the eigen values and wave vectors are 

illustrated as Figure 2.2(b), which is known as the band structure. Besides the band 

structure obtained by solving the secular equation, there is one quantity that can be 
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achieved automatically when we know the band structure, namely the density of states 

of electrons, 𝑛(𝜖). This quantity can be calculated from the band structure as 

  𝑛(𝜖) = ∑ 𝛿(𝜖 − 𝜖(𝑘))𝑘 ,          (2.31) 

where 𝛿(𝜖 − 𝜖(𝑘)) is the Dirac delta function which is equal to zero for every 𝜖, except 

𝜖 = 𝜖(𝑘).  

 

Figure 2.2 Relation between the eigen value and wave vector, 𝑘 (a) one point (b) five 

points, where 𝑁𝐺 = 8 and the dashed line is the line which links between the points 

that have the same value of 𝑁𝐺  (Srepusharawoot, 2016).  

  The accuracy of the results from calculations depends on the number of 

basis functions that perform the Kohn-Sham orbital. From Equation 2.29, the quantities 

that relate to the number of these basis functions are 𝑁𝐺  and 𝑘. This means that if these 

two variables have large values, the obtained computational results are highly accurate 

but it requires the extensive computational times. On the other hand, when the value of 

the two variables is small, the obtained results are less accurate but it use low 

computational times. In order to get the accurate results with low computational times, 
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we have to find the appropriate value of 𝑁𝐺  and 𝑘. It is well known that the value of 𝑁𝐺  

corresponds to the cut-off energy. Therefore, the suitable value of 𝑁𝐺  relates to the 

reasonable value of the cut-off energy. The way to find the appropriate value of the cut-

off energy can be accomplished as follows. 

  1. Calculating the total energy of considered system at various cut-off 

energies. 

  2. Plotting graph of the relation between the total energy and cut-off 

energy where the reasonable value of the cut-off energy is the lowest cut-off energy 

that makes the total energy consistent.                

  From Equation 2.29, another variable needed to consider for finding the 

suitable value is 𝑘. Here, we can use the number of points in Brillouin zone (k-points), 

𝑛𝑘 to represent variable 𝑘. The means to find the reasonable value of 𝑛𝑘  can be achieved 

as follows. 

  1. Determining the appropriate cut-off energy for the calculations. 

  2. Calculating the total energy which corresponds to various 𝑛𝑘. 

  3. Plotting graph of the relation between the total energy and 𝑛𝑘 where 

the acceptable value of 𝑛𝑘 is the lowest number of k-points in Brillouin zone that makes 

the total energy consistent. 

 2.1.6 Self-Consistent Field calculation 

  In practice, the ground-state energy in DFT can be obtained by Self-

Consistent Field calculation. This calculation is the method to find the ground-state 

density which is the fundamental quantity for calculating the physical quantities such 

as energy, force, and stress. The step of Self-Consistent Field calculation are 

demonstrated in Figure 2.3 and the details are as follows.  
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Figure 2.3 Self-Consistent Field calculation in DFT.                                                     

Modified from Ref. (Srepusharawoot, 2016).  

  1. Guessing the initial electron density, 𝑛𝑖(𝑟). 

   2. Determining the old electron density, 𝑛old(𝑟) = 𝑛𝑖(𝑟).  

  3. Taking 𝑛old(𝑟) to calculate the effective potential, 𝑉eff[𝑛old(𝑟)].    

  4. Substituting the obtained effective potential into the Kohn-Sham 

equation and solving such equation to get the Kohn-Sham orbital and eigenvalues.   

  5. Taking the obtained Kohn-Sham orbital to calculate the new electron 

density, 𝑛new(𝑟). 

1. Initial guess 𝑛𝑖(𝑟)

2. Define 𝑛 l (𝑟) = 𝑛𝑖(𝑟)

3. Calculate 𝑉e  [𝑛 l (𝑟)]

4. Solve Kohn-Sham equation 

5. Calculate 𝑛ne (𝑟)

6. 𝑛ne 𝑟 = 𝑛old 𝑟 ?

Calculate any physical 

quantities by 𝑛ne (𝑟)

Yes

No

Define 

𝑛old 𝑟 = 𝑛new 𝑟
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  6. Comparing between 𝑛old(𝑟) = 𝑛new(𝑟): 

- If 𝑛old(𝑟) = 𝑛new(𝑟), the ground-state electron density is 𝑛new(𝑟) where it is used to 

calculate any physical quantities.   

- If 𝑛old(𝑟) ≠ 𝑛new(𝑟), 𝑛old(𝑟) = 𝑛new(𝑟) is defined and the step 3 to 6 are repeated 

until 𝑛old(𝑟) = 𝑛new(𝑟).            

2.1.7 Hellmann-Feynman Theorem 

  Force theorem is the theorem for calculating the force between ions in 

quantum mechanics. The force acting on ions, 𝐼 can be calculated as   

𝐹𝐼 = −∇𝐼𝐸tot = −
𝑑𝐸tot

𝑑𝑅𝐼
,          (2.32) 

where 𝐸𝑡𝑜𝑡 is the total energy of electron and nucleus in many-body system and 𝑅𝐼 is 

the position of ion I. In DFT, the total energy of many-body system based on Born-

Oppenheimer approximation can be written as   

𝐸tot = 𝑇 + 𝐸ee + 𝐸Ne + 𝐸NN  

= 𝐸 + 𝐸NN,        (2.33) 

where 𝑇, 𝐸ee, 𝐸Ne, and 𝐸NN is the kinetic energy of electron, the potential energy of 

electron-electron interaction, nucleus-electron interaction, and nucleus-nucleus 

interaction, respectively and 𝐸 is the total energy that corresponds to electron only. 

Therefore, the force between ions can be written in terms of such energies as         

𝐹𝐼 = −
𝑑(𝐸+𝐸NN)

𝑑𝑅𝐼
  

= −
𝑑𝐸

𝑑𝑅𝐼
−
𝑑𝐸NN

𝑑𝑅𝐼
.                      (2.34) 

If Ψ is wavefunction (Kohn-Sham orbital) of electron, the total energy of electron can 

be expressed as   

𝐸 = ⟨Ψ|𝐻̂|Ψ⟩ = ∫Ψ∗𝐻̂Ψ𝑑𝑟.          (2.35) 
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Substituting Equation 2.35 into Equation 2.34, we get 

   𝐹𝐼 = −
𝑑

𝑑𝑅𝐼
∫Ψ∗𝐻̂Ψ𝑑𝑟 −

𝑑𝐸NN

𝑑𝑅𝐼
.          (2.36) 

Considering the first term in Equation 2.36, we get 

−
𝑑

𝑑𝑅𝐼
∫Ψ∗𝐻̂Ψ𝑑𝑟 = −∫

𝑑Ψ∗

𝑑𝑅𝐼
𝐻̂Ψ𝑑𝑟 − ∫Ψ∗

𝑑𝐻̂

𝑑𝑅𝐼
Ψ𝑑𝑟 − ∫Ψ∗𝐻̂

𝑑Ψ

𝑑𝑅𝐼
𝑑𝑟,   (2.37) 

−
𝑑

𝑑𝑅𝐼
∫Ψ∗𝐻̂Ψ𝑑𝑟 = − ⟨

𝑑Ψ

𝑑𝑅𝐼
|𝐻̂|Ψ⟩ − ⟨Ψ|

𝑑𝐻̂

𝑑𝑅𝐼
|Ψ⟩ − ⟨Ψ|𝐻̂|

𝑑Ψ

𝑑𝑅𝐼
⟩.    (2.38) 

From the property of Hermitian Hamiltonian as 

⟨Ψ1|𝐻̂|Ψ1⟩ = ⟨Ψ1|(𝐻̂Ψ1)⟩ = ⟨(𝐻̂Ψ1)|Ψ1⟩ = 𝐸⟨Ψ1|Ψ1⟩,     (2.39)  

Equation 2.38 can be written as 

−
𝑑

𝑑𝑅𝐼
∫Ψ∗𝐻̂Ψ𝑑𝑟 = − [𝐸

𝑑

𝑑𝑅𝐼
⟨Ψ|Ψ⟩ + ⟨Ψ|

𝑑𝐻̂

𝑑𝑅𝐼
|Ψ⟩].    (2.40) 

From the property of orthonormal wavefunction as ⟨Ψ|Ψ⟩ = 1, 
𝑑

𝑑𝑅𝐼
⟨Ψ|Ψ⟩ = 0, 

Equation 2.40 can be rewritten as 

  −
𝑑

𝑑𝑅𝐼
∫Ψ∗𝐻̂Ψ𝑑𝑟 = − ⟨Ψ|

𝑑𝐻̂

𝑑𝑅𝐼
|Ψ⟩ = −∫Ψ∗

𝑑𝐻̂

𝑑𝑅𝐼
Ψ𝑑𝑟.      (2.41) 

It is well known that the kinetic energy of electron and potential energy of electron-

electron interaction depend on the position of electron only. Therefore, the derivative 

of these energies with respect to the position of nucleus is zero. Then, we get 

−
𝑑

𝑑𝑅𝐼
∫Ψ∗𝐻̂Ψ𝑑𝑟 = −∫Ψ∗

𝑑𝐸Ne

𝑑𝑅𝐼
Ψ𝑑𝑟.    (2.42) 

Thus, the force acting on ions can be written as  

𝐹𝐼 = −∫Ψ
∗ 𝑑𝐸Ne

𝑑𝑅𝐼
Ψ𝑑𝑟 −

𝑑𝐸NN

𝑑𝑅𝐼
.        (2.43)  

Equation 2.43 is the well-known Hellmann-Feynman Theorem (Hellmann, 1937).  
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2.1.8 Optimization 

Optimization is the method to move the atoms or ions to the positions 

that possess the lowest total energy of the positions that make the net force zero. The 

process of optimization in DFT is the combination of the process of ion position change 

and Self-Consistent Field calculation. The step of optimization are displayed in Figure 

2.4 and the details are as follows.    

 

Figure 2.4 Optimization process in DFT.                                                                        

Modified from Ref. (Srepusharawoot, 2016).  

Initial guess 𝑛𝑖(𝑟)

Define 𝑛old(𝑟) = 𝑛𝑖(𝑟)

Calculate 𝑉eff[𝑛old(𝑟)]

Solve Kohn-Sham equation 

Calculate 𝑛ne (𝑟)

𝑛ne 𝑟 = 𝑛old 𝑟 ?

Calculate force acting on ions, 𝐹𝐼

Yes

No

Define 

𝑛old 𝑟 = 𝑛new 𝑟

Define initial structure

𝐹 ≤ 𝐹  l ?

Finish

Move ions

Yes

No

Self-Consistent Field 

Calculation
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1. Defining the initial structure for optimization. 

2. Self-Consistent Field calculation for getting the eigenvalues and the 

Kohn-Sham orbital that correspond to such structure.   

3. Taking the obtained Kohn-Sham orbital to calculate the force between 

ions, 𝐹𝐼. 

4. Comparing between 𝐹𝐼 obtained from step 4 and 𝐹tol (in this thesis, 

𝐹tol was set to be 0.02 eV/Å): 

- If 𝐹𝐼 ≤ 𝐹tol, the process of optimization is finished where the last position of atoms is 

the position of atoms for optimized structure. 

- If 𝐹𝐼 > 𝐹tol, the atoms are moved to the direction that dominates the lowest total 

energy. Then, the processes go through the Self-Consistent Field calculation again and 

are repeated until 𝐹𝐼 ≤ 𝐹tol.         

2.1.9  Pros and cons of DFT 

 Currently, DFT is a very powerful method for understanding and 

predicting material properties starting from the first-principles of quantum mechanics. 

Despite the success and widespread use of DFT, it only addresses the electronic ground 

state of materials where it is not designed to describe electronic excitations and non-

equilibrium phenomena (Giustino, 2014).  

The material properties which can be calculated with good accuracy 

using DFT are as follows:  

- equilibrium structures 

- vibrational properties and vibrational spectra 

- binding energies of molecules and cohesive energies of solids 

- ionization potential and electron affinity of molecules 

 



 

 

38 

   

- band structures of metals and semiconductors. 

The material properties that cannot be calculated reliably using DFT are 

as follows:  

- electronic band gaps of semiconductors and insulators 

- magnetic properties of Mott-Hubbard insulators (mostly systems with 

  atomic-like localized d or f electronic states)  

- bonding and structure in sparse matter, e.g. proteins, where van der 

  Waals forces are important. 

2.2  DFT+U method 

As described in the previous section, DFT is the computational tools for 

predicting the properties of different classes of materials in a good accuracy. Although 

its accuracy is acceptable for the structural and cohesive properties, it significantly fails 

in the prediction of the properties of strongly-correlated systems. Also, it is 

unsuccessful for calculating the polaron properties, as well. The problem of DFT to 

describe correlated systems can be ascribed to the tendency of exchange-correlation 

functionals to over-delocalize valence electrons and to over-stabilize metallic ground 

states (Cococcioni, 2012; Tolba et al., 2018). That is why DFT fails dramatically in 

predicting the properties of systems whose ground state is characterized by a more 

pronounced localization of electrons. The reason behind this delocalization stems from 

the inability of the approximated exchange-correlation functionals to completely cancel 

out the electronic self-interaction contained in the Hartree term. Therefore, a remaining 

fragment of the same electron is still there which can induce added self-interaction, 

resulting in the excessive delocalization of the wavefunctions (Cococcioni, 2012; 
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Himmetoglu et al., 2014; Tolba et al., 2018). From this drawback, DFT+U method is 

formulated to improve the description of the ground state of correlated systems.   

DFT+U method is inspired by the Hubbard model. This U correction treats the 

strong on-site Coulomb interaction of localized electrons with an additional Hubbard-

like term. The Hubbard Hamiltonian describes the strongly correlated d and f  electronic 

states while treating the rest of the valence electrons by the usual approximations of 

DFT. In practice, the on-site interaction strength is described by two parameters 

including the on-site Coulomb term U and the site exchange term J, which are 

empirically adjusted to match the experimental band gap (Deskins and Dupuis, 2007). 

The DFT+U performs in the same way as the conventional DFT method to describe the 

valence electrons, and only for the d and f orbitals. Therefore, within DFT+U the total 

energy of the system, 𝐸DFT+U can be written as (Himmetoglu et al., 2014) 

𝐸DFT+U[𝜌(𝑟)] = 𝐸DFT[𝜌(𝑟)] + 𝐸Hub[{𝑛𝑚𝑚′
𝐼𝜎 }] − 𝐸dc[𝑛

𝐼𝜎],  (2.44) 

where 𝐸DFT is the standard DFT energy functional for all the states and 𝐸Hub is the 

energy of the Hubbard functional that describes the correlated states. Due to the additive 

Hubbard term, there is a double counting error for the correlated states; thus, a double-

counting term, 𝐸dc must be subtracted from the DFT energy that models the 

contribution of correlated electrons to the 𝐸DFT as a mean-field approximation of 𝐸Hub 

(Himmetoglu et al., 2014). The 𝐸dc term is not uniquely defined for each system and 

different formulations can be used in various systems. One of the most popular 

formulations is the FLL formulation (Vladimir I Anisimov et al., 1997; Vlasdimir I 

Anisimov et al., 1993; Liechtenstein et al., 1995), which is based on the implementation 

of fully localized limit (FLL) on systems with more localized electrons on atomic 

orbitals. Based on the FLL formulation, the DFT+U can be written as 
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𝐸DFT+U[𝜌(𝑟)] = 𝐸DFT[𝜌(𝑟)] + ∑ [
𝑈𝐼

2
∑ 𝑛𝑚

𝐼𝜎𝑛𝑚′
𝐼𝜎′

𝑚,𝜎≠𝑚′,𝜎′ −
𝑈𝐼

2
𝑛𝐼(𝑛𝐼 − 1)]𝐼 ,  (2.45) 

where 𝑛𝑚
𝐼𝜎 are the occupation numbers of localized orbitals identified by the atomic site 

index I, state index m, and by the spin σ. The occupation number can be calculated from 

the projection of Kohn-Sham orbitals on the states of a localized basis set as 

(Himmetoglu et al., 2014)  

𝑛𝑚,𝑚′
𝐼𝜎 = ∑ 𝑓𝑘𝑣

𝜎
𝑘,𝑣 ⟨Ψ𝑘𝑣

𝜎 |𝜙𝑚′
𝐼 ⟩⟨𝜙𝑚

𝐼 |Ψ𝑘𝑣
𝜎 ⟩,       (2.46) 

where the coefficients 𝑓𝑘𝑣
𝜎  is the occupations of Kohn-Sham states (labeled by k-point, 

band, and spin indices), determined by the Fermi-Dirac distribution of the 

corresponding single-particle energy eigen values.  

 In this thesis, we employed the Dudarev’s approach (Dudarev et al., 1998) for 

DFT+U calculations because we studied the BiVO4 system, involving the transition 

metals with tightly bound d electrons, such as V atom. Nevertheless, there is no 

universal U value for holding every properties of every materials of interest. Therefore, 

we have to determine an appropriate U value to describe the properties of BiVO4, 

including the electronic and polaron properties. The U value of 2.7 eV has been used to 

properly describe the behavior of polaron formation in the Mo/W-doped BiVO4 (Park 

et al., 2011). The calculated hopping barrier of 0.3 eV is consistent with the 

experimental determined value (0.29 eV) in W-doped BiVO4 (Rettie et al., 2013). To 

further ensure this U value that it is suitable for our system, we explored the band gap 

of BiVO4; the polaron state in the band gap and the polaron hopping barrier for electron-

doped BiVO4 system by applying the values of U in the range between 1.7 and 10 eV. 

The results are summarized in Table 2.1 and demonstrated in Figure 2.5. Here, only 

one polaron hopping path was considered because the hopping barriers along various 

possible paths are equivalent. The energy barriers were obtained by the linear 
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interpolation method for saving computational costs, where this method performs a 

single-point energy calculations of each configuration along the migration path. This 

method is acceptable for this case because we first calculated the hopping barrier with 

U of 2.7 eV by linear interpolation method and Climbing image nudged elastic band 

(CI-NEB) method; then, we found that the barriers obtained from both methods are 

very comparable. However, we used a more acceptable method like CI-NEB to find the 

polaron hopping barrier in the main results. The details of CI-NEB method and polaron 

hopping model are described in the next section and in Chapter V, respectively.   

Table 2.1 Calculated band gap of BiVO4; the polaron state in the band gap and the 

polaron hopping barrier of electron-doped BiVO4 for different U values.     

U (eV) Band gap (eV) 
Polaron state                

(eV below CBM) 
Energy barrier (eV) 

1.7 2.12 0.52 0.17 

2.7 2.17 1.03 0.30 

3.7 2.22 1.44 0.34 

4.7 2.28 1.82 0.36 

6 2.38 2.21 0.38 

8 2.55 no gap state 0.44 

10 2.55 no gap state  0.47 
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Figure 2.5 (a) Band gap of BiVO4 (b) Polaron hopping barrier of electron-doped BiVO4 

at different U values.      

From Table 2.1 and Figure 2.5, the band gap, polaron state, and energy barrier increase 

with increasing U value. In case of band gap, U = 6 eV gives the band gap of 2.38 eV 

which is in good agreement with experimental value of 2.4 eV (Kudo et al., 1999; 

Tokunaga et al., 2001). Above U values of 8 eV, the band gap tends to converge to 2.55 

eV. For the polaron state, low U values give gap state near CBM while large U values 

give gap state near VBM. However, above U values of 8 eV, the polaron state is located 

in the VB which proves impossible. In case of polaron hopping barrier, U = 2.7 eV 

gives the energy barrier of 0.30 eV which is consistent with the result (0.3 eV) in the 

Mo/W-doped BiVO4 from previous computational work (Park et al., 2011) and the 

experimental value (0.29 eV) in W-doped BiVO4 (Rettie et al., 2013). Therefore, we 

chose U value of 2.7 eV for our study because it gives the accurate energy barrier and 

reasonable band gap (2.17 eV) and gap state. Moreover, we have confidence in this U 

value because our results show good agreement with the previous study (Park et al., 

2011).     
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2.3 Climbing image nudged elastic band (CI-NEB) method  

The nudged elastic band (NEB) is a method for finding the saddle points and 

minimum energy paths (MEP) between a given initial and final states of a transition. 

The NEB has been used in conjunction with electronic structure calculations, in 

particular plane wave-based DFT. In this method, the MEP is found by constructing the 

images between the initial and final states. A spring interaction between adjacent 

images is added to ensure continuity of the path, thus mimicking an elastic band. An 

optimization of the band with the minimization of the force acting on the images brings 

the band to the MEP. Recently, CI-NEB method, a modification of the NEB method 

which gives a precise estimate of the saddle point, has been widely used. Also, in this 

thesis, we used CI-NEB method to determine the saddle point of polaron transfer. The 

brief details of regular NEB and CI-NEB method are given below.  

2.3.1 Regular NEB method 

 An elastic band with N+1 images can be denoted as [𝑅0, 𝑅1, 𝑅2, . . . , 𝑅𝑁], 

where 𝑅0 and 𝑅𝑁 are fixed and given by the energy minima for the initial and final 

states, respectively, while the intermediate images are adjusted by optimization. The 

total force acting on the images can be expressed as (Henkelman et al., 2000)  

𝐹𝑖 = 𝐹𝑖
𝑠|∥ − ∇𝐸(𝑅𝑖)|⊥,       (2.47)  

where 𝐹𝑖
𝑠|∥ and ∇𝐸(𝑅𝑖)|⊥ are the spring force along the local tangent and the true force 

perpendicular to the local tangent, respectively. The true force is given by 

∇𝐸(𝑅𝑖)|⊥ = ∇𝐸(𝑅𝑖) − ∇𝐸(𝑅𝑖) ∙ 𝜏̂𝑖,              (2.48) 

where 𝐸 is the energy of the system and 𝜏̂𝑖 is the normalized tangent at image 𝑖.   

The spring force is given by 

𝐹𝑖
𝑠|∥ = 𝑘(|𝑅𝑖+1 − 𝑅𝑖| − |𝑅𝑖 − 𝑅𝑖−1|)𝜏̂𝑖,      (2.49)  
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where 𝑘 is the spring constant. The images are optimized according to the force in 

Equation 2.47. The images converge on the MEP with equal spacing if the spring 

constant is the same for all the springs. As the images do not land at or even near the 

saddle point typically, the activation energy needs to be estimated by interpolation.  

2.3.2 CI-NEB method 

 In this approach, the information about the shape of the MEP is 

maintained whereas a precise convergence to a saddle point is obtained. After a few 

iterations with the regular NEB, the highest energy image, 𝑖max is identified. The force 

on this image is given by (Henkelman et al., 2000)  

𝐹𝑖max = −∇𝐸(𝑅𝑖max) + 2∇𝐸(𝑅𝑖max)|∥    (2.50)  

= −∇𝐸(𝑅𝑖max) + 2∇𝐸(𝑅𝑖max) ∙ 𝜏̂𝑖max 𝜏̂𝑖max.     (2.50)  

This image does not feel the spring forces at all, the true force at this image along the 

tangent is inverted instead. The image tries to maximize its energy along the band and 

minimize in all other directions. When this image converges, it is at the exact saddle 

point. 

 An example of NEB and CI-NEB calculations is shown in Figure 2.6. In can be 

seen that the regular NEB results in a low resolution of the barrier, and the interpolation 

gives an underestimate of the activation energy. The CI-NEB brings one of the images 

right to the saddle point and gives the accurate activation energy. 
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Figure 2.6 DFT calculations of the minimum energy path for CH4 dissociative 

adsorption on Ir(111) surface. The dissociated H and CH3 fragments sitting on adjacent 

on-top sites correspond to reaction coordinate of 0.0. The CH4 molecule 4 Å away from 

the surface corresponds to 1.0. Both NEB and CI-NEB calculations involve 8 movable 

images (Henkelman et al., 2000). 

2.4  A Summary of computational details 

 We carried out first-principles calculations using the spin-polarized DFT+U 

approach with periodic supercell model as implemented in the Vienna Ab Initio 

Simulation Package (VASP 5.3) (Kresse and Furthmüller, 1996a, 1996b; Kresse and 

Hafner, 1993). The PAW method (Blöchl, 1994; Kresse and Joubert, 1999) was used to 

describe electron-ion interactions where Bi 5d106s26p3, V 3p63d34s2, O 2s22p4, and          

P 3s23p3 were treated as valence electrons. Their wavefunctions were expanded in the 

plane-wave basis with a cutoff energy of 450 eV. The exchange-correlation functional 

was approximated using the GGA in the form of PBE version (John P. Perdew et al., 

1996). We employed the Dudarev’s approach (Dudarev et al., 1998) for DFT+U 
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calculations with U3d(V) = 2.7 eV (Park et al., 2011) to correct for the self-interaction 

error inherent in the current exchange-correlation functional. A Gaussian smearing 

technique ( = 0.05 eV) was used during structural relaxations where the calculated 

energies were extrapolated to zero smearing width.  

To study the role of P doping on the reducibility and transport properties of 

charge carriers in the BiVO4 lattice, we constructed a 3×3×1 supercell of Bi36V36O144 

using the experimental lattice parameters of ms-BiVO4 unit cell (Sleight et al., 1979). 

The supercell model contains 216 atoms which corresponds to 36 BiVO4 formula units. 

The P-doped BiVO4 system was created by replacing a V atom with a P atom to yield 

a 2.8% doping concentration which is in the range of experimental values (Jo et al., 

2012; Liu et al., 2014; Xia et al., 2018). Most stable oxygen vacancy structures for  

pristine and doped systems were achieved by removing an O atom at various possible 

positions where the lowest energy structures were identified. For structural 

optimization, we sampled the Brillouin zone with a single k-point at Gamma position. 

Internal coordinates were relaxed until the forces were smaller than 0.02 eV/Å. We used 

the tetrahedron smearing method with Bloch corrections with a denser k-point grid of 

2×2×2 Gamma-centered to accurately calculate PDOS. Furthermore, the high 

frequency and static dielectric constants were computed using the 2×2×1 supercell with 

the density functional perturbation theory (Baroni et al., 2001).    

In this thesis, polaron migration was described by the transfer of electron 

accompanied by the lattice distortion along a one-dimensional trajectory on the Born-

Oppenheimer surface (Maxisch et al., 2006). We adopted the CI-NEB method 

(Henkelman et al., 2000) to determine the minimum energy path of polaron transfer. 

The CI-NEB approach allows for ionic relaxation of each configuration along the 
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migration path. The transition state (TS) is located at the saddle point of the reaction 

coordinate where the energy difference between TS and the initial state yields the 

migration barrier. The calculated barriers are considered adiabatic because this method 

implies the validity of Born-Oppenheimer approximation. Various possible migration 

paths were examined to understand behavior of electron polarons in the pristine and 

doped systems, in the presence and absence of an oxygen vacancy. In addition, the 

kinetic Monte Carlo (kMC) simulations were carried out to take into account the 

anisotropic hopping in pristine and doped systems. We used the kMC algorithm (see 

detail in APPENDIX A) reported by Wu and Ping (Wu and Ping, 2018) to estimate the 

polaron mobilities. The hopping rate and the distance between two nearest neighbor 

lattice sites throughout the lattice were included in the simulation. 
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CHAPTER III 

GEOMETRICAL AND ELECTRONIC STRUCTURES 

 

3.1 Geometrical structure 

The ms-BiVO4 belongs to the space group I2/b with lattice parameters a = 

5.1935 Å, b = 5.0898 Å, c = 11.6972 Å, and γ = 90.387° (Sleight et al., 1979). As 

illustrated in Figure 3.1(a), its unit cell contains four Bi atoms, four V atoms, and 

sixteen O atoms. Each V atom is coordinated by four O atoms forming a distorted 

VO4 tetrahedron, each Bi atom is coordinated by eight O atoms forming a distorted 

BiO8 dodecahedron, and each O atom connects to one V atom and two Bi atoms. The 

significant distortion in ms-BiVO4 caused by Bi 6s lone-paired electrons (Payne et al., 

2011). The optimized pristine structure exhibits two sets of the average V–O bond 

distances (1.750, 1.753 Å) and four sets of the average Bi–O bond distances (2.419, 

2.431, 2.462, 2.503 Å). These values are consistent with the experimental results                

(V–O bond distances are 1.69, 1.77 Å and Bi–O bond distances are 2.354, 2.372, 

2.516, 2.628 Å) (Sleight et al., 1979), which validates the methodology used in this 

study.  
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Figure 3.1 (a) Unit cell of ms-BiVO4; polyhedron model (left panel) and ball and 

stick model (right panel) (b) Optimized structure of 3×3×1 P-doped BiVO4 supercell, 

where purple, gray, red, and blue balls represent Bi, V, O, and P atoms, respectively. 

 

To explore the impact of P-doping toward the local structure of BiVO4, we 

replaced a V atom with a P atom in the 3×3×1 BiVO4 supercell, as shown in Figure 

3.1(b). The substitution of P creates a local structure reorganization at the PO4 unit. 

As depicted in Figure 3.2 and summarized in Table 3.1, the average P–O bond 

distance is about 11% shorter than that of the VO4, suggesting a relatively strong 

interaction between P and the surrounding O atoms in the lattice. There are two sets of 

P−O bond distances in PO4 tetrahedron which are 1.564 and 1.569 Å. These results 

are consistent with the previous studies (Jo et al., 2012; Regmi et al., 2019). The 

relaxation of PO4 tetrahedron in turn leads to the elongation of Bi−O bonds of the 

nearest BiO8 units. The average distance of these Bi–O bonds in the P–doped system 

is slightly longer than that of the pristine system by about 4%.  
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Figure 3.2 Local structures of (a) pristine and (b) P-doped BiVO4. 

 

Table 3.1 Calculated bond distances (Å) of pristine and P-doped BiVO4. Their 

geometrical structures are shown in Figure 3.2. 

Bond distance Pristine BiVO4 P-doped BiVO4 Variation (%) 

V(P)–O1  1.749 1.564 –10.58 

V(P)–O2 1.752 1.569 –10.45 

V(P)–O3 1.750 1.564 –10.63 

V(P)–O4 1.754 1.569 –10.55 

   –10.55 ave.  

Bi1–O1 2.503 2.655 +6.07 

Bi2–O1 2.429 2.489 +2.47 

Bi3–O2 2.469 2.592 +4.98 

Bi4–O2 2.420 2.480 +2.48 

Bi5–O3 2.502 2.655 +6.12 

Bi6–O3 2.428 2.494 +2.72 

Bi7–O4 2.461 2.589 +5.20 

Bi8–O4 2.417 2.483 +2.73 

   +4.10 ave.  
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V P

O1
O2

O3O4

Bi2

O1
O2

O3O4

Bi1

Bi8 Bi7

Bi5

Bi6

Bi4Bi3 Bi2

Bi1

Bi8 Bi7 Bi6

Bi5

Bi4Bi3

 



 
 

56 

 

3.2 Electronic structure 

To obtain insight into the electronic structures and bonding property of 

pristine and P-doped BiVO4, we calculated and analyzed their PDOS. It can be seen 

from Figure 3.3(a) that pristine BiVO4 exhibits semiconducting character with the 

calculated band gap of 2.17 eV, which is slightly smaller than the experimental value 

(2.4 eV) (Kudo et al., 1999; Tokunaga et al., 2001) due to the well-known 

underestimation of band gap in DFT (Stampfl and Van de Walle, 1999). The VB 

primarily comprises O 2p states with a small contribution from Bi 6s states at the 

VBM. The CB mainly consists of V 3d states with some hybridization of O 2p states. 

The distorted VO4 tetrahedra induces crystal field splitting of 𝑑𝑧2, 𝑑𝑥2−𝑦2, and other e 

states, as discussed in previous computational works (Kweon et al., 2015). It can be 

seen from Figure 3.3(b) that P doping does not significantly affect the electronic 

structure of the material as their calculated electronic structures exhibit similar band 

gap and DOS features. The increased DOS due to the doping at the top of the valence 

band (–0.7 eV) is insignificant (0.1%). This is expected because P substitution at the 

V site is considered a homovalent doping where there is no extra charge generated 

upon doping. Our finding is somewhat different with the previous studies that the 

band gap is enlarged upon P doping (Jo et al., 2012; Regmi et al., 2019). Such 

disagreement may stem from the low doping concentration (2.8%) in our model study. 
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Figure 3.3 PDOS of (a) pristine and (b) P-doped BiVO4, where royal blue, olive, and 

wine lines illustrate states contributed by Bi 6s, V 3d, and O 2p states, respectively, 

total DOS and V 𝑑𝑧2 states are shaded in gray and olive, respectively.  

The change of charge distribution occurred due to the introduction of P 

impurities was examined by carrying out the Bader charge analysis. As summarized 

in Table 3.2, the amount of charge transfer from P atom to neighboring O atoms is 

larger than that from V atom to O atoms in pristine BiVO4. In case of pristine system, 

V atom has 2.843 electrons and the four O atoms in VO4 have 7.047, 7.048, 7.050, 

and 7.053 electrons. In case of P-doped system, P atom has 1.378 electrons and the 

charge of each O atom in PO4 is very similar, where one O atom has 7.435 electrons 

and the others have the same number of electrons (7.433). Our calculated values are 

quantitatively different from those reported in the other DFT studies (Jo et al., 2012; 

Regmi et al., 2019) that the charge of O atoms in PO4 fluctuate between 7.406 and 

7.453 electrons (Jo et al., 2012) where more charge is accumulated in one pair than 

that in the other pair of O atoms in PO4 (Regmi et al., 2019). 

D
e

n
s
it
y
 o

f 
s
ta

te
s
, 
s
ta

te
s
 /
 e

V

E−EF, eV 

Bi 6s

V 3dO 2p
V 3dz

2

total

(a)

(b)

 



 
 

58 

 

Table 3.2 Charge transfer, CT (e) in pristine and P-doped BiVO4.  

CT Pristine BiVO4 P-doped BiVO4 

V(P) 2.843 1.378 

O1 7.047 7.435 

O2 7.048 7.433 

O3 7.050 7.433 

O4 7.053 7.433 

 

Next, we examined the behavior of polaron formation in the pristine and 

doped systems. We added an extra electron in the supercell where charge neutrality of 

the system is ensured by a compensating homogeneous background charge. Small 

perturbation to the V–O bonds of a VO4 unit was made to break the lattice symmetry 

and allow for electron localization at the V center. The calculated PDOS shows that 

the added electron in the pristine and doped system occupies the low-lying energy 

state of V 𝑑𝑧2 and form a deep localized state at 1.03 eV below the conduction band, 

Figure 3.4. Upon the electron localization, the V center is reduced from V5+ to V4+ 

which in turn induces elongation of V–O bonds of the reduced VO4 unit by 8 pm 

leading to a formation of a small polaron. It can be seen that the formation of a small 

polaron in both pristine and doped systems occurs in the same way as evidenced by 

their electronic trapped states and local distortions. 
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Figure 3.4 PDOS of electron-doped (a) BiVO4 and (b) P-doped BiVO4, where royal 

blue, olive, and wine lines illustrate states contributed by Bi 6s, V 3d, and O 2p states, 

respectively, total DOS and V 3𝑑𝑧2 states are shaded in gray and olive, respectively. 

Spin density of the polaronic state (with an isosurface value of 0.02 e Å–3) of pristine 

and P-doped systems are shown in upper and lower right panel, respectively. Purple, 

gray, red, and blue balls represent Bi, V, O, and P atoms, respectively, and the blue 

arrows indicate elongation of the V4+–O bonds. Some Bi atoms and some of the VO4 

tetrahedra are omitted for clarity. 
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CHAPTER IV 

FORMATION OF OXYGEN VACANCY AND 

ITS STABILITY 

 

Among various point defects, oxygen vacancies (VO) are known as potential    

n-type dopants to improve charge carrier concentrations in various TMOs including 

BiVO4 (Cooper et al., 2016; Kim et al., 2015; Seo et al., 2018; Ullah et al., 2018; Xia 

et al., 2018; Yin et al., 2011). Creation of an VO gives rise to two electron carriers 

which have been regarded as an origin of the intrinsic n-type conductivity. The 

concentration of VO in the lattice plays an important role in determining electrical 

conductivity of the materials. Therefore, the formation and relative stability of VO in 

the pristine and doped systems were investigated to understand the effect of P doping 

on the improved current density of the photoanode.  

4.1 Formation of oxygen vacancy 

We removed an O atom in a selected VO4 unit and PO4 unit to generate an VO 

in the pristine and P-doped BiVO4 supercell, respectively. Various charge states of the 

VO systems were considered including the doubly positive VO (𝑉O
2+), the ionized VO 

with a single polaron (𝑉O
2+-η−), and that with two polarons (𝑉O

2+-2η−). These charged 

systems can be obtained by manually adjusting the number of electrons in the 

supercell where a compensating homogeneous background charge was imposed to 

ensure charge neutrality of the systems. Their ionic coordinates were relaxed to yield 
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the VO structures corresponding with the assigned charge state. In what follows, we 

explained how to obtain the VO structures with various charge states where the 

changes in atomistic and electronic structures are schematically illustrated in Figure 

4.1. Calculated bond lengths of key polyhedra are summarized in Table 4.1 and Table 

4.2.  

 

Figure 4.1 Geometry of VO structure of (a) pristine and (b) P-doped BiVO4 with 

various charge states including the doubly positive VO (𝑉O
2+), the ionized VO with a 

single polaron (𝑉O
2+-1η−), and that with two polarons (𝑉O

2+-2η−). The yellow 

isosurface with the value of 0.02 e Å–3 indicates the spin density of the polaronic state. 

Purple, gray, red, and blue balls represent Bi, V, O, P atoms, respectively. Black balls 

represent the removed O atoms. Some Bi atoms and some of the VO4 tetrahedra are 

omitted for clarity.         
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Table 4.1 Calculated bond distances (Å) and the variation of bond distances (numbers 

in parentheses) of pristine system. Their geometrical structures are shown in Figure 

4.1(a). 

Bond 

distances 

Before 

relaxation 
𝑉O
2+ 𝑉O

2+-1η− 𝑉O
2+-2η− 

V0–O1 1.752 1.710 (–0.042) 1.724 (+0.014) 1.723 (–0.001) 

V0–O2 1.754 1.706 (–0.048) 1.727 (+0.021) 1.734 (+0.007) 

V0–O3 1.749 1.718 (–0.031) 1.737 (+0.019) 1.736 (–0.001) 

V0–O4 2.985 1.836 (–1.149) 1.781 (–0.055) 1.776 (–0.005) 

V1–O4 1.750 1.853 (+0.103) 2.018 (+0.165) 2.051 (+0.033) 

V1–O5 1.750 1.711 (–0.039) 1.837 (+0.126) 1.838 (+0.001) 

V1–O6 1.752 1.720 (–0.032) 1.798 (+0.078) 1.802 (+0.004) 

V1–O7 1.752 1.727 (–0.025) 1.784 (+0.057) 1.788 (+0.004) 

V1–O8 3.015 2.874 (–0.141) 2.196 (–0.678) 2.129 (–0.067) 

V2–O8 1.752 1.749 (–0.003) 1.798 (+0.049) 1.875 (+0.077) 

V2–O9 1.752 1.759 (+0.007) 1.749 (–0.010) 1.839 (+0.090) 

V2–O10 1.750 1.754 (+0.004) 1.747 (–0.007) 1.816 (+0.069) 

V2–O11 1.750 1.745 (–0.005) 1.720 (–0.025) 1.810 (+0.090) 
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Table 4.2 Calculated bond distances (Å) and the variation of bond distances (numbers 

in parentheses) of P-doped system. Their geometrical structures are shown in Figure 

4.1(b).  

Bond 

distances 

Before 

relaxation 
𝑉O
2+ 𝑉O

2+-1η− 𝑉O
2+-2η− 

P–O1 1.564 1.536 (–0.028) 1.545 (+0.009) 1.546 (+0.001) 

P–O2 1.569 1.530 (–0.039) 1.544 (+0.014) 1.546 (+0.002) 

P–O3 1.569 1.535 (–0.034) 1.547 (+0.012)    1.547 (0.000) 

P–O4 3.081 1.646 (–1.435) 1.605 (–0.041) 1.602 (–0.003) 

V1–O4 1.751 1.878 (+0.127) 2.041 (+0.163) 2.058 (+0.017) 

V1–O5 1.752 1.711 (–0.041) 1.837 (+0.126) 1.837 (0.000) 

V1–O6 1.752 1.713 (–0.039) 1.808 (+0.095) 1.808 (0.000) 

V1–O7 1.748 1.723 (–0.025) 1.783 (+0.060) 1.790 (+0.007) 

V1–O8 2.986 2.855 (–0.131) 2.183 (–0.672) 2.133 (–0.050) 

V2–O8 1.747 1.748 (+0.001) 1.796 (+0.048) 1.861 (+0.065) 

V2–O9 1.751 1.756 (+0.005) 1.745 (–0.011) 1.823 (+0.078) 

V2–O10 1.756 1.759 (+0.003) 1.753 (–0.006) 1.834 (+0.081) 

V2–O11 1.749 1.745 (–0.004) 1.721 (–0.024) 1.823 (+0.102) 
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First, we optimized the doubly positive charge state (𝑉O
2+) systems. The 𝑉O

2+ 

state can be obtained by removing two electrons from the systems containing one VO. 

For the pristine structure, the relaxed coordinates reveal that the VO3 unit (denoted as 

V0) moves towards a neighboring VO4 unit (denoted as V1) and share one O atom 

with it, as depicted in Figure 4.1(a). The newly formed V0–O bond is considerably 

longer than those of the equilibrium V–O bonds in the pristine structure (1.84 Å vs 

1.75 Å), as summarized in Table 4.1. The structural reorganization in turn increases 

the bond distance between V1 and the shared O atom by 10 pm whereas the other 

three V1–O bonds are shortened by 2 to 4 pm, as presented in Table 4.1. Next, we put 

one electron back into the optimized 𝑉O
2+ system to generate the 𝑉O

2+-η− system. Due 

to the elongation of V1–O bond upon the removal of the O atom, the added electron 

prefers to localize at the V1 center and forms a small polaron as indicated by the 

isosurface plot of its spin density, Figure 4.1(a). Local structure distortion occurs 

upon the polaron formation. The V1O4 unit relaxes closer to the nearby VO4 unit 

(denoted as V2) and share one O atom to form the V1O5 distorted trigonal bipyramid 

with a rather long apical V1–O bond of 220 pm, as detailed in Table 4.1. Finally, the 

second electron was added to the 𝑉O
2+-η− system to neutralize the 𝑉O

2+ charge and 

yield the 𝑉O
2+-2η− system. As expected, the added electron localizes and forms a 

polaron at the V2 center leading to elongations of V2O4 bonds in the range of 7 to 9 

pm.   

Likewise, the P-doped system exhibits similar behavior of polaron formation. 

Two electron polarons were generated upon the removal of an O atom at the PO4 unit. 

These polarons localize at the two nearest V centers (V1, V2) and create local 

structure distortions at the polaronic sites, Figure 4.1(b) and Table 4.2. Nevertheless, a 
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distinct different from the pristine system is noted that the PO4 bonds are significantly 

shorter than those of the VO4 bonds. As a result, once the VO was introduced at the 

PO4 unit, the undercoordinated PO3 unit relaxes closer to the V1 center to form the   

P–O bond with the shared O atom. The relaxed structure leads to a longer V1–O bond 

which offers a preferred site for a polaron formation resulting in a relatively low 

polaron formation energy compared to that of the pristine system (60 meV more 

stable). The effect of P impurity toward the stability of polaron is exclusive at the 

nearest neighbor V1 center. The second polaron formation at the V2 center is not 

affected where their relative formation energies are very similar (energy difference is 

less than 1 meV).  

To ensure that the obtained polaron configurations are most stable, we 

calculated relative energies of several polaron configurations where the two polarons 

are localized at different V centers throughout the lattice, as depicted in Figure 4.2. 

For both pristine and doped systems, the most stable configurations are indeed the 

ones we initially obtained where the two polarons are located at the V1 and V2 

centers, configuration C1. The other configurations where one or both polarons are 

not at the V1 and V2 sites are less stable, Figure 4.3. One example of the unstable 

configurations is when two electrons localize at the same V1 center, C2, they exhibit 

higher energies by 111 and 136 meV for the pristine and P-doped systems, 

respectively (Figure 4.3). It is not surprising that the least stable configurations for 

both systems have two polarons far away from the VO site, configuration C3. 

Nevertheless, in the case that one polaron is at the V1 center and the other polaron is 

not in the vicinity of the defect site, C4, the polaronic stabilities are comparable to 

that of the most stable configuration. The calculated results indicate that an VO 
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generates two electron polarons at the two nearest V centers where one polaron is 

tightly bound to the defect site at the V1 center where the other polaron is relatively 

mobile.   

 

Figure 4.2 Several configurations of small polaron localization in the VO structure of 

(a) pristine and (b) P-doped BiVO4. Yellow isosurface with the value of 0.02 e Å–3 

indicates the spin density of the polaronic state. Gray, red, and blue balls represent V, 

O, and P atoms, respectively. Bi atoms are omitted for clarity.     
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Figure 4.3 Corresponding relative energies of several configurations of small polaron 

localization for (a) pristine and (b) P-doped systems.  

4.2 Stability of oxygen vacancy 

 We determined relative stabilities of VO in the pristine and P-doped systems to 

better understand the role of P doping on the improved photocatalytic activity. To 

obtain a complete situation of all VO charge states and their corresponding ionization 

energies, we calculated and analyzed the defect formation energies as a function of 

Fermi energy. This method has been widely used to describe the stabilities of various 

defects in several semiconducting materials including BiVO4 (Seo et al., 2018; Wang 

et al., 2013; Yin et al., 2011).  In addition, stability of P impurity and its VO complex 

were calculated to explain the origin of the improved reducibility and charge carrier 

concentrations. The defect formation energies, 𝐸𝑓 for any point defect, 𝑋𝑞 in charge 

state, 𝑞 were calculated using the following expression (Freysoldt et al., 2014; Zhang 

and Northrup, 1991)  

𝐸𝑓(𝑋𝑞) = 𝐸tot(𝑋
𝑞) − 𝐸tot(bulk) − ∑ ∆𝑛𝑖𝜇𝑖 + 𝑞(𝐸VBM + 𝐸F) + 𝐸corr

𝑞
𝑖 ,    (4.1)  

where  𝐸tot(𝑋
𝑞) is the total energy of the defective supercell containing point defect, 

𝑋𝑞 in charge state, 𝑞 and 𝐸tot(bulk) is the total energy of the pristine supercell. For 

each elemental specie, 𝑖𝑡ℎ, 𝜇𝑖 and ∆𝑛𝑖  represent the chemical potential and the number 

C1 C2 C3 C4 C5 C1 C2 C3 C4
(b)
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of added (or removed) atoms in the defective supercell of the element. The chemical 

potential of each species was calculated by taking into account the thermodynamics of 

growth conditions. In addition, the chemical potential of electron or Fermi energy, 𝐸F 

is considered, where its value is referenced at energy of VBM, 𝐸VBM. Defect 

formation energies are plotted as a function of Fermi level from zero to the band gap 

energy, 𝐸g. The last term 𝐸corr
𝑞

 is responsible for correction of an artifact contributed 

by interactions between charged defect and its periodic images. In this thesis, we use 

image-charge correction method proposed by Freysoldt, Neugebauer, and Van de 

Walle as implemented in sxdefectalign code (Freysoldt et al., 2009, 2011; Kumagai 

and Oba, 2014).  

 In general, chemical potentials depend upon the experimental growth 

conditions (Freysoldt et al., 2014). The changes in chemical potential related to 

growth condition would generate different defect formations or materials. However, 

the variable range of chemical potential is limited by thermodynamics. For instance, 

the chemical potential of Bi, V, and O are linked by the formation energy of primary 

phase BiVO4 

∆𝜇Bi + ∆𝜇V + 4∆𝜇O = ∆𝐻𝑓(BiVO4),       (4.2) 

while the elementary chemical potentials are referenced by their standard phases by 

the following equations 

∆𝜇O = 𝜇O −
1

2
𝐸tot(O2),      

∆𝜇Bi = 𝜇Bi − 𝐸tot(Bimetal), and                              

∆𝜇V  = 𝜇V − 𝐸tot(Vmetal).        (4.3) 
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In addition, they must be satisfied the set of constraints for preventing the formations 

of other secondary Bi-V-O phases including (i) elements, e.g. Bi-metal, V-metal, and 

O2-gas (ii) other competing metal oxides, e.g. bismuth oxides and vanadium oxides 

(i) For elements:  𝜇Bi ≤ 0, 𝜇V ≤ 0, and 𝜇O ≤ 0 

(ii) For competing phases: 𝑚𝜇V + 𝑛𝜇O ≤ ∆𝐻𝑓(VmOn) and 𝑚𝜇Bi + 𝑛𝜇O ≤

∆𝐻𝑓(BimOn).   

For P impurities, the chemical potential ∆𝜇P = 𝜇P − 𝐸tot(P) can be defined as the 

minimum number between 
1

2
(∆𝐻𝑓(P2O5) − 5∆𝜇O) and ∆𝐻𝑓(VPO5) − ∆𝜇V − 4∆𝜇O 

to represent the P-rich limit.  

Figure 4.4 (green region) illustrates the satisfied chemical potential domain in 

2D when ∆𝜇Bi  and ∆𝜇V are projected onto x and y axes respectively, whereas ∆𝜇O is 

associated with others by Equation (4.3). As a result, the equilibrium phase 

boundaries are O2, Bi, V2O5, VO2, and Bi2O3. The points at boundaries A and B 

represent two extreme conditions, i.e. A (O-poor/V-rich) and B (O-rich/V-poor). The 

chemical potentials ∆𝜇Bi, ∆𝜇V, ∆𝜇O, and  ∆𝜇P at condition A (condition B) are 0.00,  

–0.33, –2.23, and –2.82 eV (–3.09, –6.17, 0.00 and –6.91 eV), respectively. This 

potential domain qualitatively agrees well with previous calculations (Wang et al., 

2013; Yin et al., 2011) which the quantitative differences comes from Hubbard 

parameter U for V 3d. In this thesis, we mainly focused on condition A which is 

associated with oxygen vacancy due to the O deficiency, namely, n-type doping 

(Lamers et al., 2018).  
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Figure 4.4 Projection of the chemical potential domain (∆𝜇Bi, ∆𝜇V, and ∆𝜇O) that 

satisfy the thermodynamic formation of BiVO4 (green region) and constraints of 

secondary phases. 

As shown in Figure 4.5, the calculated formation energies of various defects 

were plotted as a function of Fermi energy from the VBM to the CBM. The calculated 

band gap of 2.17 eV is shown in the black dotted line whereas the experimental band 

gap is 2.4 eV (Kudo et al., 1999; Tokunaga et al., 2001). The slope of each line 

indicates the charge of the defect. It can be seen that an injected electron polaron is 

stable with a charge state of –1 at 0.19 eV below the CBM (purple dashed line). Such 

calculated value is rather different with the result obtained by PBE+U (0.38 eV) in the 

previous computational work where they used the tetragonal BiVO4 to be the model 

study (Seo et al., 2018). 
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Figure 4.5 Defect formation energy of various defects in BiVO4 as a function of 

Fermi energy for a) O-poor/V-rich and b) O-rich/V-poor conditions. The formation 

energies of isolated electron polaron (η−), oxygen vacancy (𝑉O), phosphorus 

substitution for vanadium (PV) and defect complex of 𝑉O and phosphorus impurity 

(𝑉O-PV) are represented by purple, blue, red, and green lines, respectively. The purple 

dashed line and black dotted line indicate the polaron level of 1.98 eV and the CBM 

level of 2.17 eV, respectively.     

Stabilities of an VO in the pristine and doped systems are of central interest. As 

previously discussed, the native VO is in a doubly positive charged state where two 

electron polarons are formed at the two nearby V centers to neutralize the positive 

charges such that, 𝑉O
2+ + η− ⇌ [𝑉O

2+-η−] and [𝑉O
2+-η−] + η− ⇌ [𝑉O

2+-2η−]. 

Computations reveal that an VO is stable in three possible charged states of +2, +1, 

and 0 within the band gap. The charge transition levels (CTLs) from +2 to +1 (+2/+1) 

O-poor/V-rich O-rich/V-poor
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and +1 to 0 (+1/0) are determined at 1.14 and 0.53 eV below the CBM, respectively. 

The calculated results are consistent with the previously reported value for (+1/0) at 

0.59 eV below the CBM (Seo et al., 2018). Such a deep CTL of (+1/0) indicates that 

the energy needed to ionize the trapped electrons to the conduction band to generate 

free electrons is quite large (0.53 eV) with respect to thermal energy at room 

temperature (0.026 eV). As a result, the electrons are likely to be trapped at the local 

distortion as small polarons which is consistent with that observed in an experimental 

work (Cooper et al., 2016). It has been reported that at finite temperature the 

electronic conductivity in oxygen deficient BiVO4 is contributed by polaron migration 

rather than that the band conduction (Kumagai and Oba, 2014; Seo et al., 2018). 

The energy difference between the calculated CTLs of the VO with respect to 

that of the isolated polaron can be used to determine the binding energies of each 

polaron to the defect site. The binding energy, 𝐸b, is the energy different between 

formation energy of a complex defect and the sum of formation energies of isolated 

defects. For example, the binding energy of a complex defect containing X and Y can 

be calculated by 

𝐸b = 𝐸𝑓(X) + 𝐸𝑓(Y) − 𝐸𝑓([X-Y]).                               (4.4)  

The calculated binding energies of the first and second polarons are 0.34 and 0.95 eV, 

respectively. Their positive values indicate that these polarons are likely to be in 

proximity with the VO site. Nevertheless, it is possible that one bound polaron can be 

thermally activated to migrate to other V centers since its binding energy is relatively 

low (0.34 eV). On the other hand, the large binding energy of 0.95 eV forbids the 

second polaron to hop away from the defect site. These results agrees with those 
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obtained from the total energy calculations that the polaron at the V1 center strongly 

binds to the VO site.  

P impurities can be introduced into the crystal in three possible defect forms 

including interstitial phosphorus (Pi), phosphorus substitution for oxygen (PO), and 

phosphorus substitution for vanadium (PV). X-ray diffraction patterns reveal that the 

foreign P atoms substitute at V lattice sites and form a solid solution (Liu et al., 

2014). To confirm, their formation energies were calculated as shown in Figure 4.6.  

 

Figure 4.6 Defect formation energy of P impurity point defects in BiVO4 as a 

function of fermi energy in condition A (O-poor/V-rich) (solid line) and condition B 

(O-rich/V-poor) (dotted line). The formation energies of phosphorus substitution for 

vanadium (PV), phosphorus substitution for oxygen (PO) and interstitial phosphorus 

(Pi) are represented by red, green, and blue lines, respectively. 
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It can be seen from Figure 4.6 that under condition B, defect formation energy of PV is 

lowest in entire range of Fermi energy in the band gap. Similarly, defect formation 

energy of PV is lowest in a wide range of the band gap under condition A. Even if Pi is 

more stable when Fermi energy close to VBM, it is not likely to be formed due to the 

lack of the negatively charged compensators. Thus, PV is the most stable impurity 

defect for both O-poor and O-rich conditions because P and V have the same valency 

where their sizes are also similar (rP = 1.00 Å, rV = 1.35 Å). The PV point defect is 

determined as an isovalent doping where there is no charge carrier generated in the 

system and its charged state is 0 as shown in Figure 4.5.  

To study the interaction between an electron polaron and the PV defect, we 

induced a polaron formation at the V center adjacent to the PO4 unit resulting in a 

defect complex of [PV
0-η−] with charge –1 as described by PV

0 + η− ⇌ [PV
0-η−]. The 

defect complex exhibits the CTL of (0/–1) at 0.19 eV below the CBM which is 

equivalent to that of the isolated polaron. The calculated polaron binding energy of PV 

is only 5 meV suggesting that a polaron tends not to be bound to the P dopant. The 

calculated results are consistent with the transport behavior that P doping does not 

affect the polaron hopping barriers where the calculated barriers in both pristine and 

P-doped systems are very similar (0.30 eV).  

Next, we explored the effect of P doping on the stability of VO. Computations 

show that PV acts as an VO trap where the calculated binding energy of defect complex  

[𝑉O
2+-PV

0] is 0.29 eV. It is suggested that 𝑉O
2+ prefers to be in the vicinity of the P 

impurity in the lattice. The [𝑉O
2+-PV

0] complex can be neutralized by the presence of 

two trapped polarons at the two nearest V centers to yield charged state of +1 and 0 as 

[𝑉O
2+-PV

0] + η− ⇌ [𝑉O
2+-PV

0-η−] and [𝑉O
2+-PV

0-η−] + η− ⇌ [𝑉O
2+-PV

0-2η−]. As shown in 
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Figure 4.5, the formation energy of this defect complex exhibits CTLs of (+2/+1) and 

(+1/+0) at 1.20 and 0.57 eV below the CBM, respectively, indicating deep donor 

states upon the VO formation. The calculated polaron binding energies of 0.38 and 

1.01 eV for the two polarons are quite similar to the case of isolated VO which reflects 

that the defect complex could trap one polaron whereas the other polaron is relatively 

mobile. 

Although isolated VO and PO4-VO cluster exhibit similar behavior of polaron 

formation, the defect formation energy of the cluster is 0.3 eV lower for the charged 

states of +1 and 0 in the O-poor condition. Especially, in the O-rich environment, the 

stabilities of VO are dramatically improved (2.1 eV) in the presence of P doping atom. 

The calculated results imply that P doping can stabilize VO structures by forming a 

defect complex leading to higher concentrations of VO. We can roughly estimate the 

relative concentration of VO, 𝑁(𝑇) between the pristine and doped systems using the 

following expression 

 𝑁(𝑇) = 𝑁0 exp (
−𝐸𝑓

𝑘B𝑇
),           (4.5)  

where 𝑁0 is total number of possible defect sites per unit volume in the crystal, 𝑘B is 

the Boltzmann’s constant, and 𝐸𝑓 is the defect formation energy. At the doping 

concentration of 1% and room temperature, the estimated concentration of VO of the 

doped system is approximately five orders of magnitude greater than that of the 

pristine system. The calculated results are in agreement with that observed in the XPS 

measurement that the concentration of VO is improved upon P doping (Xia et al., 

2018). Hence, P doping improves reducibility which increases number of charge 

carriers in the BiVO4 photoanode.  
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CHAPTER V 

BEHAVIOR OF CHARGE TRANSPORT 

 

As discussed in the previous chapter, the role of P doping toward the improved 

photocatalytic activities could be described by its potential to stabilize oxygen 

vacancy (VO) which in turn increases number of charge carriers in the materials. The 

character of the generated electron polarons is of particular interest. It is known that a 

polaron can undergo thermally activated hopping from one polaronic site to the 

nearby site throughout the lattice. In this chapter, we first presented the electronic 

transport in the polaron hopping model and then we investigated the behavior of 

polaron transport and their mobilities by computing their migration barriers for 

pristine and P-doped systems with and without VO.  

5.1 Polaron hopping model 

 A schematic illustration of the electronic structure of the states involved in a 

basic polaron transfer process is shown in Figure 5.1. There are three relevant states in 

this process. The initial state is shown with the equilibrium configuration qA where 

the extra electron polaron is localized on one V site, while the final state is shown 

with the equilibrium configuration qB where the electron polaron has moved to an 

adjacent V site. In our case, the initial and final states are V4+-V5+ and V5+-V4+, 

respectively. The transition state (TS) between these two states is shown as qC. The 
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significant aspect in this process (see Figure 5.1) is the lattice deformation along the 

polaron hopping path, involving the change of bond lengths. A larger shading area is 

assigned to the V atom holding the extra electron and longer bonds are shown 

between the V atom and the O atoms bound to it. A linearized mathematical model of 

this polaronic distortion are used as a definition of the polaron transfer coordinate (N 

Aaron Deskins and Dupuis, 2007). 

 

Figure 5.1 Schematic diagram of electron polaron transfer. Larger and smaller atoms 

represent V and O atoms, respectively. In the initial state with configuration qA, the 

electron is localized on the left V atom, while in the final state with configuration qB, 

the electron is localized on the right V atom. At the transition state with configuration 

qC, (thermal transfer regime), the electron is shared between the two V atoms 

(Natanzon et al., 2020). 

The polaron transfer process can be described by the Marcus-Emin-Holstein-Austin-

Mott theories. Within these theories, there are three important parameters including 

the reorganization energy 𝜆, the diabatic activation energy ∆G*, and the electronic 

coupling element 𝑉AB. These parameters and the general features of the theories are 

demonstrated in Figure 5.2. The 𝜆 corresponds to the energy of the final state Ψ𝐵 at 

the geometric configuration qA. The 𝑉AB is given as twice the energy difference 

between the two adiabatic states.  

Initial state (V4+-V5+) Final state (V5+-V4+)Transition state

qA qC qB
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Figure 5.2 General features of Marcus-Emin-Holstein-Austin-Mott theories for 

symmetric polaron transfer. The potential-energy surfaces of the initial state Ψ𝐴 and 

final state Ψ𝐵 are shown with equilibrium structures qA and qB. The transition state 

between the two states is shown as qC. 𝜆, 𝑉AB, ∆G*, and dashed lines represent the 

reorganization energy, the electronic coupling element, the diabatic activation energy, 

and the adiabatic energy, respectively (N Aaron Deskins and Dupuis, 2007). 

As illustrated in Figure 5.2, if an initial state has enough energy to overcome an 

activation barrier, electron will be transferred to an adjacent site, leading to the final 

state. The activation barrier depends strongly on the interaction between the initial 

and final states, which is quantified by 𝑉AB. In case of the significant interaction 

between the initial and final states at qC or small 𝑉AB, the polaron transfer is a 

nonadiabatic or diabatic process where the main hopping mechanism occurs via 

quantum tunneling. On the other hand, if there is strong coupling or large 𝑉AB, the 

polaron transfer is the adiabatic case where the main transfer mechanism occurs via 

thermal hopping (N Aaron Deskins and Dupuis, 2007).  
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In this thesis, we employed the CI-NEB method to achieve the polaron 

migration barriers. Their calculated barriers are considered adiabatic because this 

method implies the validity of Born-Oppenheimer approximation. To determine the 

adiabaticity of a polaron transfer, we must know the adiabatic activation energy 

barrier and the electronic coupling 𝑉AB. As descried by previous computational work 

(Adelstein et al., 2014), we can estimate 𝑉AB using the Mulliken-Hush formalism 

within Marcus theory (Reimers and Hush, 1991). The parameter 𝑉AB is related to ∆𝐸12  

as the following equation  

𝑉AB =  
1

2
∆𝐸12,           (5.1) 

where ∆𝐸12 is the energy difference between the adiabatic bonding and antibonding 

electronic states at the TS. Here, we can estimate the value of ∆𝐸12 from the DOS of 

the TS, through the positions of the two gap states within the band gap which are 

below (bonding state) and above (antibonding state) the Fermi energy. These two 

states should be linear combinations of the initial and final polaron states. 

In the adiabatic case, the reorganization energy, 𝜆 can be defined from the 

activation energy, 𝐸a and the electronic coupling parameter, 𝑉AB as (N. Aaron 

Deskins and Dupuis, 2009) 

𝐸a(adiabatic) =
𝜆

4
− 𝑉AB.        (5.2) 

In addition, the diffusion coefficients and hopping mobility in pristine and 

doped systems were calculated using the kMC simulations. The carrier mobility can 

be expressed by the Einstein-Smoluchowski equation (Wu and Ping, 2018) 

𝜇𝑖𝑗
𝐸𝑆 =

𝐷𝑖𝑗𝑞

𝑘B𝑇
,              (5.3) 

 



 
 

85 
 

  

where 𝐷𝑖𝑗 is the diffusion coefficient tensor and 𝑞 is the carrier charge. The diffusion 

coefficient, 𝐷 can be expressed by (Wu and Ping, 2018)  

𝐷 = lim
𝑡→∞

〈𝐿(𝑡)2〉

2𝑁𝑡
,     (5.4) 

where 𝑁 is the dimensionality of the kMC process, 〈𝐿(𝑡)2〉 is the mean squared 

displacement (MSD) ant 𝑡 is the time. The MSD is determined from the hopping rate 

and the distance between two nearest neighbor lattice sites throughout the lattice 

included in the simulation. Then we can obtain hopping mobility through Equation 

5.3. Here, we used the kMC algorithm reported by Wu and Ping (Wu and Ping, 2018) 

to estimate the polaron mobilities (see in in APPENDIX A). 

From the Landau-Zener theory, the electron polaron transfer rate, 𝑘ET can be 

defined as (Wu and Ping, 2018)  

𝑘ET = 𝜅el𝜈effΓexp(−𝐸a/𝑘B𝑇),    (5.5) 

where 𝜅el, 𝜈𝑒𝑓𝑓, and Γ represent the thermally averaged electronic transmission 

coefficient, effective frequency along the reaction coordinate of electron transfer, and 

nuclear tunneling factor (in this thesis we assumed Γ = 1 as it is only important for 

low temperature or light elements) (Wu and Ping, 2018), respectively. 

The electronic transmission coefficient, 𝜅el can be calculated as (Wu and Ping, 

2018) 

𝜅el = 2𝑃LZ/(1 + 𝑃LZ),         (5.6) 

where 𝑃LZ = 1 − exp(−2πγ), 𝑃LZ is the Landau-Zener transition probability and 𝛾 is 

the adiabaticity parameter which can be determined as 2πγ =
π3/2|𝑉AB|2

ℎ𝑣eff√𝜆𝑘B𝑇
. 

 The effective frequency, 𝜈eff can be calculated from partition function as (Wu 

and Ping, 2018) 
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𝜈eff =
𝑘B𝑇

ℎ

𝑍TS

𝑍GS
=

𝑘B𝑇

ℎ

∏ [2sinh(
ℎ𝑣𝑖

GS

2𝑘B𝑇
)]3𝑁−6

𝑖

∏ [2sinh(
ℎ𝑣𝑖

TS

2𝑘B𝑇
)]3𝑁−7

𝑖

,             (5.7) 

where 𝑍TS and 𝑍GS are the partition functions for the transition state and the ground 

state, respectively and 𝑣𝑖 represent vibrational eigenmodes of the corresponding 

geometry.   

5.2 Polaron transport in the absence of oxygen vacancy  

We explored behavior of polaron hopping to study the effect of P doping on 

the polaron mobility where various possible migration paths were considered as 

shown in Figure 5.3. We carried out CI-NEB calculations to determine the minimum 

energy path and the corresponding barrier. As presented in Table 5.1, P impurity has 

negligible effects on the polaron mobilities as the calculated hopping barriers along 

various paths in both systems are invariant in the range of 300 meV.  

 

Figure 5.3 Polaron migration paths in the electron-doped (a) BiVO4 and (b) P-doped 

BiVO4. Yellow isosurface with the value of 0.02 e Å–3 indicates the spin density of the 

polaronic state at A site. The polaron hops from A site to nearest neighbor sites which 

are B1, B2, B3, and B4, as represented by yellow atoms. Gray, red, and blue balls 

represent V, O, and P atoms, respectively. Bi atoms are omitted for clarity.    
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Table 5.1 Calculated polaron migration barriers, Ea (meV) in the electron-doped 

BiVO4 and P-doped BiVO4. The corresponding migration paths are shown in Figure 

5.3.  

Pristine system P-doped system 

Migration path Ea Migration path Ea 

A → B1 303 A → B1 308 

A → B2 303 A → B2 315 

A → B3 310 A → B3 317 

A → B4 312   

 

In addition, the adiabaticity of a polaron transfer in pristine and P-doped 

BiVO4 were determined where the parameters for the charge transfer rate were 

caculated. We first estimated 𝑉AB from the calculate DOS of the TS configurations 

corresponding to the polaron hopping in pristine and P-doped BiVO4, as shown in 

Figure 5.4.   

 

Figure 5.4 DOS of the TS configurations corresponding to the polaron hopping in (a) 

pristine and (b) P-doped BiVO4. 
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From Figure 5.4, there are the two sharp peaks within the band gap which are 

interpreted as the bonding and antibonding states. The estimated values of 𝑉AB 

(obtained by Equation 5.1) are significant which are 0.040 and 0.045 eV for pristine 

and P-doped systems, respectively. Therefore, the polaron hopping processes in both 

pristine and P-doped systems are adiabatic. Moreover, we obtained other parameters 

from Equation 5.2 and 5.5-5.7. All parameters for the charge transfer rate are listed in 

Table 5.2. 

Table 5.2 Calculated parameters for the charge transfer rate at 300 K of the nearest 

neighbor hopping in pristine and P-doped BiVO4 (compared with the values of 

pristine system obtained by the constrained DFT (CDFT) method from the previous 

work): hopping activation energy 𝐸a, electronic coupling parameter 𝑉AB, 

reorganization energy 𝜆, effective frequency 𝜈eff, Landau-Zener transition probability 

𝑃LZ,  electronic transmission coefficient 𝜅el.  

Parameter 
Pristine 

(this study) 

P-doped BiVO4 

(this study) 

Pristine 

(previous study) 

(Wu and Ping, 2018) 

𝐸a (eV) 0.30 0.30 0.25 

𝑉AB (meV) 40 45 91 

𝜆 (meV) 136 138 120 

ℎ𝜈eff (meV) 184 202 276 

𝑃LZ 0.23 0.26 0.60 

𝜅el  0.37 0.41 0.75 

 

From Table 5.2, our calculated 𝜅el of 0.37 is smaller than the previously 

reported value using constrained DFT (CDFT) method (0.75) for the pristine system. 

Such mismatch may stem from the uncertainty in estimating the coupling constant, 
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𝑉AB (40 meV) and reorganization energy,  (136 meV) where the ground-state theory 

(DFT) is used to identify the unoccupied state as discussed by Adelstein et al 

(Adelstein et al., 2014). Using a more robust CDFT method yields 𝑉AB of 91 meV and 

 of 120 meV (Wu and Ping, 2018). Nevertheless, our calculated 𝜅el of 0.41 for the 

doped system is comparable to that of the pristine lattice (0.37), suggesting similar 

adiabaticity of polaron hopping. Overall, our computations suggest that P substitution 

hardly affects the behavior of polaron migration in BiVO4.  

5.3 Polaron transport in the presence of oxygen vacancy  

For both pristine and doped systems, the formation of an VO generates two 

polarons at V1 and V2 centers as denoted in Figure 4.1 and described in Chapter IV. 

These polarons induce a broken-symmetry lattice distortion resulting in nonequivalent 

polaron hopping paths. To systematically determine the behavior of polaron 

migration, we therefore examined various possible paths of one polaron hopping away 

from the VO site while the other polaron is always trapped at the defect site.  

Here, we calculated the migration barriers between nearest neighbor (NN) 

sites starting from the hopping of V2 to the first nearest neighbor (1NN). As 

illustrated in Figure 5.5(a), the migration scenario for both pristine and P-doped 

systems includes a consecutive hopping of V2 → 1NNs, 1NNs → 2NNs, 2NNs → 

3NNs, and 3NNs → 4NNs, where the other polaron is located at V1 through the 

whole process. Potential energy profiles of all considered migration paths are depicted 

in Figure 5.5(b) and 5.5(c) for pristine and P-doped systems, respectively, where the 

band represents the variation of polaronic energies and barriers. The relative energies 

are referenced with the system containing one polaron farthest from the defect center.  
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For the pristine BiVO4 system, as the polaron begin to move from V2 to the 

first nearest neighbors, V2 → 1NNs, it has to overcome a barrier in the range between 

378 and 562 meV with an endothermic reaction energy from 111 to 178 meV. Such 

hopping path with the highest barrier of 562 meV stems from the strong interaction 

between the VO formation and polaron resulting in the distorted TS structure with high 

TS energy. The bond distances and bond angles of VO4 tetrahedra of its TS structure 

are asymmetric (V–O bond distances fluctuate between 174 and 181 pm, O–V–O 

bond angles vary between 103° and 113°) as depicted in Figure 5.6(a). Note that the 

TS structure of the perfect crystal exhibits a lower energy (300 meV) where both two 

V centers consist two sets of V–O bond distances (178 and 179 pm) and O–V–O bond 

angles (105° and 106°), Figure 5.6(b). The subsequent step, 1NNs → 2NNs, are 

nearly isothermal where the calculated barriers are in the range between 273 and 482 

meV. This step still involves the polaron movement with a high barrier (482 meV) 

due to the interaction between the polaron and defect. Its TS structure is strongly 

distorted with the inequivalent V–O bond distances and O–V–O bond angles, which 

lead to relatively high TS energy, Figure 5.6(c). Nevertheless, in this step, some 

hopping paths exhibit relatively low barriers as they are accompanied by symmetrical 

TS structures. The two subsequent steps, 2NNs → 3NNs → 4NNs, are considered as 

isothermal changes. Their hopping barriers (284-342 meV) are comparable to that of 

the bulk migration where the polaron-defect interaction are vanished which hardly 

affects the hopping barriers. As a result, it is expected that the migration behavior in 

the VO system resembles that of the perfect crystal from this step onward. 
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Figure 5.5 (a) Schematic illustrations of polaron migration paths in supercell 

(applying periodic boundary condition) of the VO structure system, starting from the 

hopping of V2 to the first (1NN), second (2NN), third (3NN), and fourth (4NN) 

nearest neighbors, consecutively. Note that VO generates two polarons at V1 and V2 

centers, V0 and P are the O-deficient site for pristine and P-doped systems, 

respectively. The order of NN is referenced with V2. The distances between NN pairs 

are in the range of 4 Å. (b) and (c) Potential energy profiles of all considered polaron 

migration paths in the VO structure of pristine and P-doped BiVO4, respectively. The 

relative energies are referenced with the energy of system containing one polaron 

farthest from the defect center for each system in the presence of VO (which is set to 

be zero, dotted line). The dashed line represents the polaron hopping barrier (300 

meV) in the pristine BiVO4. 
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Figure 5.6 TS structures for polaron migrations between nearest neighbors (NNs), (a) 

V2 → 1NN path in the VO structure of BiVO4, (b) perfect crystal of BiVO4, (c) 1NN 

→ 2NN path in the VO structure of BiVO4 and (d),(e) V2 → 1NN path and 1NN → 

2NN path in the VO structure of P-doped BiVO4, respectively. Gray, red, and blue 

balls represent V, O, and P atoms, respectively. The labelled numbers indicate the 

calculated bond distances (pm) and bond angles. 

We now turn to describe the polaron transport in the P-doped BiVO4 system 

with an VO at the PO4 unit. Similar to the movements in the pristine system, the 

hopping barriers of the first two steps are significantly higher than the subsequent 

steps. The highest barrier of 565 meV belongs to the first step which is very similar to 

that of the pristine system (562 meV). All these high barriers of the first two steps 

originate from the distorted TS structures, Figure 5.6(d) and 5.6(e), resulting in high 

(a) (b) (c)

(d) (e)
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TS energies. The high-barrier characteristic is absence when the polaron hops further 

away from 2NNs onward. Their reaction energies and barriers are very similar to the 

migration in perfect crystal. From the potential energy profiles of various hopping 

paths in both systems, the behavior of polaron transport in the reduced BiVO4 and P-

doped BiVO4 are not significantly different. The deviation of hopping barriers is quite 

large when polaron moves in close proximity to the defect site then the barriers 

become converged to the value of pristine bulk in the next steps. The strong polaron-

defect interaction largely affects the polaron transport within 2NN region, where the 

polaron must overcome the large barrier. When the polaron moves further away from 

the 2NN sites, the hopping barrier becomes the same value as that of perfect crystal. 

In order to accurately take into account the anisotropic polaron hopping, it is 

required that hopping rates of all possible pathways in the vicinity of the defect site 

are statistically sampled within the kMC simulations. The electron transfer rates were 

computed according to Landau-Zener theory as discussed in the previous section. All 

parameters used for computing the charge transfer rate are summarized in Table 5.2. 

Note that we used the pre-exponential values including effective frequency (ℎ𝜈eff = 

276 meV) and electronic transmission coefficient (𝜅el = 0.75) as reported by Wu and 

Ping (Wu and Ping, 2018) since they were computed within a more robust description 

of the CDFT method. Upon formation of an VO, dramatic local distortions are 

expected to create strong anisotropic mobility; therefore, hopping barriers of all 

possible pathways in the vicinity of the defect site (up to 4NNs) were used as inputs 

for the kMC simulations. The migration barriers included in the kMC simulations are 

listed in Table 5.3 and 5.4 for the pristine and doped systems, respectively. As the 

polaron moves farther away, its barrier resembles that of the bulk migration where the 
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hopping barrier of perfect crystal (0.3 eV) was used as inputs. On the contrary, the 

anisotropicity is much less prominent in the absence of VO; hence, only the barriers of 

the nearest neighbor hopping were included in the simulations as summarized in 

Table 5.1. With these numerical inputs, the simulations reveal that the carrier 

mobilities of pristine and doped systems are quite similar in the presence and absence 

of VO, Table 5.5. Our estimated mobility of the pristine system (5.05×10–6 cm2 V–1              

s–1) is significantly lower than the previously calculated value (1.38×10–4 cm2 V–1                

s–1) (Wu and Ping, 2018) because our input barriers are slightly higher (0.30 eV vs 

0.25 eV (Wu and Ping, 2018)). Nevertheless, our calculated barriers of 0.30 eV as 

inputs for kMC simulations of polaron mobility are in reasonable agreement with the 

experimental determined value (0.29 eV) in W-doped BiVO4 (Rettie et al., 2013) and 

the computed value (0.35 eV) obtained by the hybrid functional in the electron-doped 

BiVO4 (Kweon et al., 2015). The charge transfer kinetics become sluggish in the 

presence of an VO where the estimated mobilities are one magnitude lower than those 

systems without VO defect, Table 5.5. Our finding is reasonably consistent with the 

previous works that the formation of VO slows down the charge carrier transport in 

BiVO4 (Cooper et al., 2016; Qiu et al., 2019) and other TMOs such as TiO4 (Pham 

and Wang, 2015) and α-Fe2O3 (Smart and Ping, 2017). The obtained polaron 

mobilities at different temperatures can be used to further calculate the apparent 

activation energy of polaron hopping as  

𝜇(𝑇) = 𝐴exp(−𝐸app/𝑘B𝑇).    (5.8)  
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Table 5.3 Calculated barriers, Ea (meV) of polaron migrations in all considered 

pathways of BiVO4 in the presence of an VO. The corresponding migration paths are 

shown in Figure 5.7. 

Path (A ↔ B) 
Ea 

(A → B) (B → A) 

V2 ↔ 1NNs   

V2 ↔ V1 408 297 

V2 ↔ V3 562 384 

V2 ↔ V4 378 228 

V2 ↔ V5 532 419 

1NNs ↔ 2NNs   

V1 ↔ V6 482 479 

V1 ↔ V7 283 293 

V3 ↔ V0 309 346 

V3 ↔ V8 420 532 

V3 ↔ V9 275 329 

V4 ↔ V10 273 328 

V5 ↔ V6 298 297 

2NNs ↔ 3NNs   

V0 ↔ V16 303 330 

V0 ↔ V17 303 327 

V6 ↔ V13 316 280 

V6 ↔ V14 286 307 

V7 ↔ V14 307 315 

V7 ↔ V15 284 319 

V7 ↔ V16 323 312 

V8 ↔ V18 342 234 

V10 ↔ V15 284 313 

3NNs ↔ 4NNs   

V17 ↔ V23 290 343 
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Table 5.4 Calculated barriers, Ea (meV) of polaron migrations in all considered 

pathways of P-doped BiVO4 in the presence of an VO. The corresponding migration 

paths are shown in Figure 5.7.  

Path (A ↔ B) 
Ea 

(A → B) (B → A) 

V2 ↔ 1NNs   

V2 ↔ V1 498 362 

V2 ↔ V3 565 342 

V2 ↔ V4 385 227 

V2 ↔ V5 481 380 

1NNs ↔ 2NNs   

V1 ↔ V6 285 297 

V1 ↔ V7 389 422 

V3 ↔ V8 226 380 

V3 ↔ V9 258 339 

V4 ↔ V10 277 335 

V5 ↔ V6 302 279 

V5 ↔ V11 288 314 

V5 ↔ V12 292 287 

2NNs ↔ 3NNs   

V6 ↔ V13 299 281 

V6 ↔ V14 285 311 

V7 ↔ V14 304 309 

V7 ↔ V15 302 313 

V7 ↔ V16 319 309 

V8 ↔ V17 312 247 

V10 ↔ V15 303 310 

3NNs ↔ 4NNs   

V16 ↔ V26 318 275 

V16 ↔ V27 276 345 

V17 ↔ V23 250 312 

V17 ↔ V27 231 320 
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Figure 5.7 Schematic illustrations of polaron migration paths in supercell (applying 

periodic boundary condition) of the VO structure system. Note that at first VO 

generates two polarons at V1 and V2 centers, V0 and P are the O-deficient site for 

pristine and P-doped systems, respectively. The first (1NN), second (2NN), third 

(3NN), and fourth (4NN) nearest neighbor are referenced with V2. The distances 

between NN pairs are in the range of 4 Å. 

 

Table 5.5 Electron polaron drift mobility (𝜇) and apparent activation energy (𝐸app) of 

pristine, P-doped BiVO4 and the VO structure of BiVO4 and P-doped BiVO4 at room 

temperature (300 K).  

System 𝜇 (10–6 cm2 V–1 s–1) 𝐸app (meV) 

Pristine 5.05 303 

P-doped BiVO4 4.06 308 

BiVO4 with VO 1.66 391 

P-doped BiVO4 with VO 0.92 407 

 

1NN

2NN

3NN

4NN

V2 V1

V0/P
V3

V4

V5 V6

V7

V8

V9

V10

V11

V12 V13

V14

V15

V16

V17

V18

V19

V20

V15

V21

V22

V18

V10V7

V12

V8 V17V19

V13V22

V20

V21V14

V16

V23

V24

V25

V24

V25

V23

V26

V27

V26

V27

V28

V29

V29

V30

V28

V30V24

V30

V27 V29 V27

V30

V29

V24

 



 
 

98 
 

  

The calculated apparent activation energies of all systems at room temperature are 

summarized in Table 5.5. As expected, the apparent activation energies are inversely 

proportional to the carrier mobilities where the higher-mobility systems exhibit lower 

apparent activation energy.  

Moreover, polaron mobility can be estimated from the dielectric constants of 

the system. In particular, the hopping barrier can be estimated as  

𝐸𝑎 =
𝑒2

4𝜀𝑝
(

1

𝑟𝑝
−

1

𝑅
),          (5.9)  

where 
1

𝜀𝑝
=

1

𝜀∞
−

1

𝜀0
, 𝜀∞ and 𝜀0 are the high frequency and static dielectric constant 

respectively; 𝑟𝑝 is the small polaron radius which can be defined as 𝑟𝑝 =
1

2
(

𝜋

6
)1/3𝑎̅, 

where 𝑎̅−3 is the number of centers per unit volume; R is the distance between 

polaron hopping centers (Kim et al., 2015). In the absence of VO, the calculated 𝜀𝑝 for 

pristine (9.28) and P-doped systems (8.93) are quite similar which lead to a negligible 

difference of 𝐸𝑎 of only 3.9% upon doping. Similar trend is observed for the systems 

containing an VO where the pristine and doped systems exhibit comparable calculated 

𝜀𝑝 (7.59 vs 7.49) resulting in 1.3% difference of 𝐸𝑎. The relatively slow kinetics is 

predicted in the presence of VO where the 𝐸𝑎 is increased by 22.3% and 19.3% for 

pristine and P-doped systems, respectively. The carrier mobility obtained from the 

kMC simulations and estimation of barriers from dielectric constants ensure that P 

doping do not play a role on the hopping conduction itself as the polaron mobilities 

are hardly changed upon doping in the presence and absence of VO. Its crucial role lies 

in the stabilization of VO structure which could increase the number of charge carriers 

in the materials. Although it is expected that VO impedes the polaron conduction, the 
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increased carrier concentration arising from VO formation and light absorption could 

yield an improved electronic conductivity of the system.  
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CHAPTER VI 

CONCLUSIONS 

 

In this thesis, the role of the P substitution in enhancing the electronic 

conductivity of BiVO4-based photoanodes for photoelectrochemical water splitting was 

investigated. We utilized the computational tools based on the DFT+U method to 

explore the effect of P doping on (i) the change of the geometrical and electronic 

structures (ii) the interplay between formation of oxygen vacancies and charge transport 

properties of BiVO4. 

The impact of P doping toward the geometrical structure of BiVO4 was 

investigated by replacing a V atom with a P atom in the BiVO4 supercell. The 

substitution of P creates a local structure reorganization at the PO4 unit where the 

average P–O bond distance is about 11% shorter than that of the VO4 unit, leading to 

the elongation of Bi−O bonds of the nearest BiO8 units (4% longer than that in pure 

system). To obtain insight into the electronic structures of pristine and P-doped BiVO4, 

we calculated and analyzed their PDOS, charge transfer, and polaron formation. 

Computations reveal that the introduction of P impurities does not significantly affect 

the electronic structure feature the host system.  

Next, the formation and relative stability of oxygen vacancy (VO) in the pristine 

and doped systems were investigated to understand the effect of P doping on the 

improved charge carrier of the BiVO4 photoanode. The computed defect formation 

energies reveal that P doping improves the reducibility of the material by lowering the
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energies of VO formation. Upon the formation of an VO, two electron polarons are 

generated and localized at the two nearby V centers. We examined the behavior of the 

generated polarons and found that one polaron is trapped at the defect site, while the 

other polaron is relatively mobile.  

Finally, the behavior of polaron transport and their mobilities in pristine and               

P-doped systems in the presence and absence of oxygen vacancies were explored by 

computing their migration barriers. The kMC simulations reveal that the polaron 

mobility and apparent activation energy of the pristine and doped systems are quite 

similar. Thus, P doping does not play a role on the hopping conduction itself. 

From our obtained results, we can conclude that the P substitution plays an 

important role in the stabilization of VO structure which could increase the number of 

charge carriers in the materials. Although VO inhibits the polaron conduction, the 

increased carrier concentration arising from VO formation and light absorption could 

yield the improved electronic conductivity of the system. The conclusion obtained here 

based on the macroscopic investigation explains the experimentally observed higher 

concentration of oxygen vacancies and improved photocatalytic efficiency of the              

P-doped samples. Our work sheds light on the fundamental understanding of the 

mechanisms responsible for high-performance P-doped BiVO4 photoanodes. 
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APPENDIX A 

KINETIC MONTE CARLO SIMULATION FOR 

POLARON MOBILITY 

 

We used kinetic Monte Carlo (kMC) simulation to predict the mobility with 

polaron hopping transfer rates between sites in BiVO4. The kMC is a statistical 

method of a random process on average by means of multiple simulations. The 

process can be described as below [reproduced from Ref. (Wu and Ping, 2018)].  

1. Set up a lattice model with multiple sites represent different V atoms. A 

selected group of hopping between sites are considered in the simulation, that is the 

first nearest neighbor (1NN) hopping.  

2. Calculate all non-equivalent hopping rates (between 1NN) kab from the 

method as described in Chapter V with the Landau-Zener theory at a specific 

temperature T , where a, b are sites. 

 3. Choose an arbitrary site as the starting point, marked as a.  

 4. Randomly choose the next site b to hop to: the probability to hop to the 

neighbor bi is 𝑝𝑖 = 𝑘𝑎𝑏𝑖/∑ 𝑘𝑎𝑏𝑖𝑗 . A random number r uniformed distributed on [0,1) 

is generated. The site bi is chosen if ∑ 𝑝𝑗 ≤ 𝑟 < ∑ 𝑝𝑗
𝑖+1
𝑗=1

𝑖
𝑗=1 . 

 5. A random number r’ uniformed distributed on [0,1) is generated, and the 

time cost ∆𝑡 = −ln(𝑟′)/∑ 𝑘𝑎𝑏𝑖𝑖 .     
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6.    Repeat the above two steps, and record the squared displacement L2  and 

time per S streps until sampled M times, where S and M should be sufficiently large. 

The total simulation time is given by MS 〈∆𝑡〉. 

7. Repeat step 3 to 6 for N times, and take the average of these L2 – t curve 

(each consists of M points). This would give an approximately linear curve from 

which we can fit the diffusion coefficient D. 

8.  Repeat the above steps for K times and get a set of diffusion coefficient Di 

(i = 1, 2, …, K) and following mobility 𝜇𝑖 (i = 1, 2, …, K). We can estimate the error 

of the mobility from this dataset as max(𝜇𝑖) – min(𝜇𝑖).   

In this thesis, the code used for kMC simulation to calculate the polaron 

mobility and the apparent activation energy is written in Python. The program reads 

the excel input file, containing energy barrier of polaron hopping, lattice vectors of 

BiVO4, and position of 36 V sites in direct coordinate. The example of excel file is 

presented in Table A.1-A.3. The code is shown in Table A.4.       

Table A.1 Example of excel file of the energy barrier (in meV) of polaron hopping. 
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Table A.2 Example of excel file of the lattice vectors of BiVO4. 

 

Table A.3 Example of excel file of the position of V sites in direct coordinate. 

 

Table A.4 Python code used for calculating the polaron mobility and the apparent 

activation energy. 

Program: kinetic Monte Carlo Simulation 

Author:  Lappawat Ngamwongwan; Computational Catalysis (COMSCAT) Group 

Insitute: Suranaree University of Technology 

System:  BiVO4 3x3x1 
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Table A.4 (Continued). 

############################ Library import ################################ 

import numpy as np 

import pandas as pd 

import matplotlib.pyplot as plt 

plt.rcParams.update({'font.size': 14}) 

 

##################### input parameters ##################################### 

input_file = 'pure.xlsx' 

H_ab       = 91/1000  # electronic coupling in eV 

lamda      = 1.20     # reorganization energy in eV 

hv_eff300  = 276/1000 # effective frequency at 300 K in eV 

Gamma      = 1        # nuclear tunneling factor 

T          = 300      # temperature in K 

 

############################### Controls ################################### 

S   = 10              # numbers of step per record 

M   = 100             # numbers of record per sampling 

N   = 100             # numbers of sampling 

K   = 16              # numbers of calculation 

 

############################## Constants ################################### 

h   = 4.1356675E-15   # Planck's constant in eV s 

kb  = 8.617333262E-5  # Boltzmann' constant in eV/K 

pi  = 3.14159         # Pi constant 

ND  = 3               # dimensionality (3D) 

q   = 1.0             # elementary charge in eV/V 

 

##################################################################### 

### Begin: load data fron excel file ################################ 

def readInput(file):    

    ### nsites    : the number of considering sites 

    ### barriers  : the array of energy barrier of polaron hopping 

    ### pos       : the position of ith site in direct coordinate 

    ### nn        : the nearest neighbor sites for each site 

    ### lat       : lattice constant [a, b, c] 

    df1 = pd.read_excel(file, sheet_name='barriers') 

    df2 = pd.read_excel(file, sheet_name='position') 

    df3 = pd.read_excel(file, sheet_name='lattice') 

    nsites = (len(df1.columns)-1) 

    print('The number of V-sites: %2d\n' %nsites) 

    barriers = df1[df1.columns[1:]].to_numpy(copy=True) 

    print('The matrix of energy barrier in meV:\n', barriers) 

    pos = df2[df2.columns[1:]].to_numpy(copy=True) 

    print('\nThe position of each site in direct coordinate:\n', pos) 

    lat = df3[df3.columns[:]].to_numpy(copy=True) 

    print('\nlattice parameters:\n', lat) 

    return nsites, barriers, pos, lat 

def findNN(): 

    nn = [] 

    print('\nnearest neighbor:') 

    for i in range(nsites): 
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Table A.4 (Continued).   

        tmp_i = [] 

        for j in range(nsites): 

            if barriers[i, j] > 0 : 

                tmp_i.append(j+1) 

        nn.append(tmp_i) 

        print('atom %2d: '%(i+1), tmp_i)     

    return nn 

 

def calculateDisp(nsites, barriers): 

    disp = np.zeros((nsites,nsites)) 

    for i in range(nsites): 

        for j in range(nsites): 

            if True: 

                dr = [0.0,0.0,0.0] 

                for k in range(3): 

                    tmp = abs(pos[i][k]-pos[j][k]) 

                    if (abs(tmp)>0.5): 

                        tmp = 1-abs(tmp) 

                    dr[0] = dr[0] + (tmp*lat[0][k]) 

                    dr[1] = dr[1] + (tmp*lat[1][k]) 

                    dr[2] = dr[2] + (tmp*lat[2][k]) 

                dd = np.sqrt(dr[0]**2+dr[1]**2+dr[2]**2) 

                disp[i][j] = dd 

    print('displacement matrix (d):\n') 

    print(disp) 

    print('\n') 

    return disp 

 

def calculateRate(nsites, barriers, TT, verbose=False): 

    ##### calculate parameters 

    ### twopigamma : adiabaticity parameter 

    ### P_LZ       : Landau-Zener transition probabiliy 

    ### kappa      : electronic transition coefficient 

    ### k_rate     : electron transfer rate 

    ### Z_ratio    : partition function ratio 

    Z_ratio    = hv_eff300/kb/300*h  

    hv_eff     = Z_ratio*kb*TT/h 

    twopigamma = (pi**(1.5))*((H_ab)**2)/hv_eff/np.sqrt(lamda*kb*TT) 

    P_LZ  = 1-np.exp(-twopigamma) 

    kappa = 2*P_LZ/(1+P_LZ) 

    if verbose==False: 

        print('2\u03C0\u03B3  : %6.3f' %twopigamma) 

        print('P_LZ : %6.3f' %P_LZ) 

  print('\u03BA    : %6.3f\n' %kappa) 

    k_rate = np.zeros((nsites,nsites)) 

    for i in range(nsites): 

        for j in range(nsites): 

    if barriers[i][j] != 0: 
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Table A.4 (Continued).   

                         v_eff_per_s = hv_eff/h 
                k_rate[i][j] = kappa * v_eff_per_s * Gamma * np.exp(-

(barriers[i][j])/1000/kb/TT) 

    if verbose == False: 

        print('electron transfer rate (k)') 

        print(k_rate) 

        print('\n') 

    return k_rate 

 

def getRate(i_site,f_site): 

    return k_rate[i_site-1,f_site-1] 

def getDisp(i_site,f_site): 

    return disp[i_site-1,f_site-1] 

def getNN(i_site): 

    return nn[i_site-1] 

def model(S,M,N,TT): 

    Mu = [] 

    for n in range(N): 

        # random initial site 

        site = np.random.randint(1,nsites+1) 

        L2_sample = [0.0] 

        t_sample = [0.0] 

        for m in range(M): 

            dT  = 0.0 

            init_site = site 

            cnt[site-1] = cnt[site-1]+1 

            for s in range(S): 

                #print('\nstep: %02d' %s) 

                #print(site)     # current site 

                ### step1-checking-configuration 

                nn1 = getNN(site) 

    #print(nn1)      # the first nearest neighbor 

                ### step2-updating-configuration 

                k_bar = [0.0]   # collective rate 

                for i in nn1: 

                    if i > 0: 

                        #print(site,i) 

                        k_bar.append(k_bar[-1]+getRate(site,i)) 

    Q = k_bar[-1] 

                k_bar = k_bar/Q 

                #print(k_bar) 

                r1 = np.random.random() 

                #print(r1) 

                for i in range(len(k_bar)): 

  if r1 < k_bar[i]: 

                        #print(i,nn1[i-1]) 

                        #print(k_bar[i-1],k_bar[i]) 

           site = nn1[i-1] 
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Table A.4 (Continued).   

                    break 

           ### step3-updating-time 

                r2 = np.random.random() 

                dt = -np.log(r2)/Q 

                #print(dt) 

                dT = dT + dt 

            final_site = site 

            dL2 = getDisp(init_site,final_site)**2 

            L2_sample.append(L2_sample[-1]+dL2) 

            t_sample.append(t_sample[-1]+dT) 

        L2_sample = np.array(L2_sample) 

        t_sample  = np.array(t_sample) 

        t_sample  = t_sample[:,np.newaxis] 

        slope, _, _, _ = np.linalg.lstsq(t_sample, 

L2_sample,rcond=None) 

        D = slope/ND/2       # in A2/s 

        mu = D*q/kb/TT       # in A2/V/s 

        mu = mu/10**16       # in cm2/V/s 

        Mu.append(mu) 

        #print('N=%d mu=%10.3E' %(n,mu)) 

    Mu = np.array(Mu) 

    return L2_sample, t_sample, Mu.min(), Mu.max(), Mu.mean(), 

Mu.std() 

 

### initial setting ################################################# 

nsites, barriers, pos, lat = readInput(input_file)    

nn     = findNN() 

disp   = calculateDisp(nsites, barriers) 

cnt = np.zeros(nsites) 

 

## mode 1: basic calculation at 300K 

##################################################################### 

print('mode 1: basic calculation of electron mobility at 300K') 

k_rate = calculateRate(nsites, barriers,T) 

print('electron drift mobilities [cm^2/s]') 

print(' N     mean       SD        min         max') 

for k in range(K): 

    L2_sample, t_sample, minn, maxx, mean, std = model(S,M,N,T) 

    plt.plot(t_sample*10**9,L2_sample*10**(-3)) 

    print('%2d %10.3e %10.3e %10.3e %10.3e' 

%(k+1,mean,std,minn,maxx)) 

plt.title('square displacement vs time') 

plt.xlabel('time (ns)') 

plt.xlim(left=0) 

plt.ylim(bottom=0) 

plt.ylabel(r'displacement square (10$^3$ cm$^2s^{-1}$)') 

plt.show() 
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Table A.4 (Continued).   

print('polaron site counting') 

plt.bar(range(1,nsites+1,1),cnt) 

plt.xlim((0,nsites+1)) 

plt.xticks(range(1,nsites+1)) 

plt.xlabel('polaron site') 

plt.ylabel('time counting') 

plt.show() 

##################################################################### 

 

# mode 2: varying temperature from 100 to 1000 K 

##################################################################### 

print('mode 2: varying temperature') 

Tmin = 50 

Tmax = 500 

Tstep = 50 

print('electron drift mobilities [cm^2/s]') 

print('  T     mobility(mu)     ln(mu)     1/T') 

oneot = [] 

lnmu  = [] 

for TT in np.arange(Tmin,Tmax+Tstep/2,Tstep): 

    k_rate = calculateRate(nsites, barriers, TT, True) 

    _,_,_, _, mean, _ = model(S,M,N,TT) 

    tmp_lnmu = np.log(mean) 

    tmp_oneot = 1/TT 

    print('%4d    %10.3e %10.3f %10.5f' 

%(TT,mean,tmp_lnmu,tmp_oneot)) 

    lnmu.append(tmp_lnmu) 

    oneot.append(tmp_oneot) 

plt.plot(oneot,lnmu,'b.') 

plt.title(r'electron mobility ($\mu$) vs temperature') 

plt.xlabel(r'1/T (K$^{-1}$)') 

plt.ylabel(r'ln($\mu$)') 

oneot = np.array(oneot) 

slope, bb = np.polyfit(oneot, lnmu, 1) 

plt.plot(oneot,(slope*oneot+bb),'r-') 

plt.show() 

E_eff = slope*(-1)*kb      # Effective barrier in eV 

E_eff = E_eff*1000         # Effective barrier in meV  

print('effective barrier: %6.1f meV' %E_eff) 

Reference 

Wu, F. and Ping, Y. (2018). Combining Landau–Zener Theory and Kinetic Monte 

Carlo Sampling for Small Polaron Mobility of Doped BiVO4 from First-

Principles. J. Mater. Chem. A. 6: 2002. 

 



 
 
 

112 
 

APPENDIX B 

PUBLICATION AND PRESENTATIONS 

 

B.1 List of publication 

Ngoipala, A., Ngamwongwan, L., Fongkaew, I., Jungthawan, S., Hirunsit, P., 

Limpijumnong, S., and Suthirakun, S. (2020). On the Enhanced Reducibility and 

Charge Transport Properties of Phosphorus-Doped BiVO4 as Photocatalysts: A 

Computational Study. J. Phys. Chem. C 124: 4352.    

B.2 List of presentations (poster) 

 Ngoipala, A., Jungthawan, S., and Suthirakun, S. (January 2019). Role of P-

doping on the Enhanced Photoelectrochemical Performance of BiVO4-based 

Photoanodes: A First-principles Study. The 2nd Taiwan-Thailand-Vietnam 

Workshop on Theoretical and Computational Chemistry (TTV2). Sirindhorn 

Science Home, Thailand Science Park, Pathum Thani, Thailand. 

Ngoipala, A., Jungthawan, S., and Suthirakun, S. (November 2019). Role of 

P-doping on the Enhanced Photoelectrochemical Performance of BiVO4-based 

Photoanodes: A First-principles Study. The International Centre for Theoretical 

Physics (ICTP) Asian Network School and Workshop on Complex Condensed 

Matter Systems 2019. National Institute of Physics, University of Philippines 

Diliman, Quezon city, Philippines. 

 



 
 
 

113 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

114 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

115 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

116 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

117 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

118 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

119 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 

 



 
 
 

120 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

121 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

122 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

123 
 

Manuscript published in The Journal of Physical Chemistry C 

(journal impact factor = 4.270) 

 

 

 



 
 
 

124 
 

Abstract submitted in The 2nd Taiwan-Thailand-Vietnam Workshop on Theoretical 

and Computational Chemistry (TTV2) (2019) 

 

 

 



 
 
 

125 
 

Abstract submitted in The International Centre for Theoretical Physics (ICTP) Asian 

Network School and Workshop on Complex Condensed Matter Systems (2019) 

 

 



 
 
 

126 
 

CURRICULUM VITAE 

 

Apinya Ngoipala was born on April 20, 1996 in Sakon Nakhon, Thailand. She 

received her B.Sc. in Physics (first-class honors) in 2017 from the Department of 

Physics, Faculty of Science, Khon Kaen University. She has granted the scholarship 

from the Development and Promotion of Science and Technology Talents Project 

(DPST, THAILAND) since 2014. During her senior year in bachelor’s degree, she has 

successfully completed an internship (3 months) at the Computational and Theoretical 

Chemistry Lab at the School of Molecular Sciences, The University of Western 

Australia under the supervision of Assoc. Prof. Dr. Amir Karton, Dr. Tanveer 

Hussain, and Asst. Prof. Dr. Thanayut Kaewmaraya. In 2018, she continued to pursue 

the Master's degree program in the School of Physics, Suranaree University of 

Technology with DPST scholarship under the supervision of Asst. Prof. Dr. Suwit 

Suthirakun and Assoc. Prof. Dr. Sirichok Jungthawan. She has published an article in 

an international journal [J. Phys. Chem. C, 124, 8, 4352, (2020)] and also participated 

in the international conferences (listed in APPENDIX B) during the course of her 

master program education. 

 

 


	Cover
	Approved
	Abstract
	Acknowledgement
	Content
	Chapter1
	Chapter2
	Chapter3
	Chapter4
	Chapter5
	Chapter6
	Appendix
	Biography

