
 
 

 
SELF-TUNING OF SERVICE PRIORITY FACTOR  

FOR RESOURCE ALLOCATION OPTIMIZATION 

BASED ON QoE IN MOBILE NETWORKS 

 
 
 
 
 
 
 
 
 
 

Patikorn Anchuen 
 
 
 
 
 
 
 
 

A Thesis Submitted in Partial Fulfillment of the Requirements for the  

Degree of Doctor of Philosophy in Telecommunication  

and Computer Engineering  

Suranaree University of Technology 

Academic Year 2019 



  

กµรปร́บต´วÁ°งข°งป́จจ́ยลÎµด´บควµมสÎµคญ́ข°งบร·กµรสÎµหร́บกµรÁพ·Éม

ปร³ส·ทธ·ภµพกµรจ́ดสรรทร́พยµกรบนพºÊนฐµนค»ณภµพข°งปร³สบกµรณ์Äน

Áครº°ข่µยÃทรศ́พท์ÁคลºÉ°นท¸É 

 

 

 

 

 

 

 

 

 

 

นµยปธ·กร °น́ชºÉน 

 

 

 

 

 

 

 

 

 

 

ว·ทยµน·พนธ์น̧ÊÁปÈ นส่วนหน¹Éงข°งกµรศ¹กษµตµมหลก́ส¼ตรปร·ญญµว·ศวกรรมศµสตรด»ษฎ̧บ´ณฑ·ต 

สµขµว·ชµว·ศวกรรมÃทรคมนµคมÂล³ค°มพ·วÁต°ร์ 

มหµว·ทยµล´ยÁทคÃนÃลย̧ส»รนµร̧ 

ป̧กµรศ¹กษµ ŚŝŞŚ 



 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



II 
 

 
PATIKORN ANCHUEN : SELF-TUNING OF SERVICE PRIORITY 

FACTOR FOR RESOURCE ALLOCATION OPTIMIZATION BASED ON 

QoE IN MOBILE NETWORKS. THESIS ADVISOR : ASSOC. PROF. 

PEERAPONG UTHASAKUL, Ph.D. 146 PP.  

 

LTE/NR/QoE/RB/ CAPEX/ OPEX/SELF-TUNING/SERVICE PRIORITY FACTOR 

 

Currently, the mobile networks are being developed from 4G forward to 5G era 

based on the evolution of Long-Term Evolution (LTE) and New Radio (NR) 

technologies that jointly provides the radio access solution for supporting more users 

and responding various of use cases. In the future, mobile operators need to focus on 

user-centric perspective with a Quality of Experience (QoE) metric. NR technology is 

designed to deliver many properties such as supporting ultra-wide transmission 

bandwidths, very low latency, very high data rate and enhancing network energy 

performance. Meanwhile, LTE technology still plays an important role in 5G despite 

the limited spectrum bands for serving many users in the future. As a result, the users 

receive poor service due to insufficient Resource Blocks (RBs). One of the solutions is 

to add a cell site to have enough bandwidth resources, but it leads to more costs of 

Capital Expenditure (CAPEX) and Operating Expenses (OPEX). Thus, the mechanism 

for the allocation of RBs to provide the user is a very important solution due to the user 

requirements access to many different services at the same time, in which each service 

requires the different RBs and latency. When the RBs are appropriately allocated to 

users in each service, it can support more users and increase the average QoE of 

networks within the coverage area. Although the resource allocation optimization for 

maximizing the QoE with constraints has not found in the literature review. In this thesis, 
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CHAPTER I 

INTRODUCTION 

1.1 Background of problem 

Currently, the mobile networks have been evolved from the Fourth Generation 

(4G) forward to the Fifth Generation (5G). The evolution of Long-Term Evolution 

(LTE) and New Radio (NR) technologies jointly provides the radio access solution to 

support more users and respond to various use cases (3GPP, TS 37.340, 2017). The 

context of 5G consists of three exclusive classes of use cases including enhanced 

Mobile Broadband (eMBB), massive Machine-Type Communication (mMTC) and 

Ultra-Reliable and Low-Latency Communication (URLLC) (ITU-R, M.2410-0, 2017). 

As NR technology is the new air interface developed to use in 5G mobile networks, it 

delivers many properties such as supporting ultra-wide transmission bandwidths, very 

low latency, very high data rate, reducing interference and enhancing network energy 

performance (3GPP, TS 38.802, 2017). While LTE was launched by the 3rd Generation 

Partnership Project (3GPP) Release 8 in 2008 as the basis for all the following LTE 

releases, and it still plays the Non-Standalone (NSA) mode of next mobile networks 

(Dahlman, Erik, Stefan Parkvall, and Johan Skold, 2018). Although the spectrum 

flexibility of the LTE basis has a range of bandwidths up to 20 MHz and supports carrier 

frequencies from 1 - 3 GHz generally, this spectrum band may cause insufficient 

bandwidth resources during the many users increased in the next mobile networks 

(Cisco, 2018–2023 White Paper). 
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In the next future, many users and more devices will greatly access internet data 

traffic through mobile networks to consume the multimedia services such as Voice over 

IP (VoIP), Video streaming, Best Effort (BE) and other emerging applications on 

Realtime (RT) and Non-Realtime (NRT) traffic. For this reason, it causes competition 

during Mobile Network Operators (MNOs) to occupy the market share (Ericsson, 

2019). Hence, MNOs always need to develop our networks better than their competitors 

for business profits. For instance, they have various ways to attract mobile subscribers 

such as offering discounts, low-cost mobile with contracting and special services. 

However, one of the most solutions is a network improvement in technical technique 

from the metric as called Quality of Service (QoS), which can be directly measured by 

special tools to feedback to MNOs for the optimization (WANG, Zhengyou, et al, 

2014). 

In the past, MNOs have focused on network optimization from QoS as the 

measure of network performance to compare our competitors. Nevertheless, the QoS is 

just the network-centric perspective, which does not directly reflect the user satisfaction 

in any way. Although the measured signal quality is at a good level, sometimes the level 

of user satisfaction is poor. This reason is caused by a dense environment from many 

users accessing the network within a cell coverage area (P. Anchuen, P. Uthansakul and 

M. Uthansakul, 2016). To retain existing users and attract new users, the MNOs must 

access to user satisfaction in terms of Quality of Experience (QoE). Eventually, the 

operators need to offer the user-centric perspective as a dominant factor for improving 

the network performance based on the QoE metric (Agiwal, Mamta, Abhishek Roy, 

and Navrati Saxena, 2016). Network optimization needs to reach user satisfaction with 

a key variable of QoE while the operators are just only able to measure the QoS 



3 
 

parameters from the special tool. Therefore, MNOs must create the relationship 

between the QoS and the Opinion Score (OS) to understand the user perspective from 

the existing QoS (LIOTOU, Eirini, et al, 2015). Any MNOs that can provide higher 

QoE levels than other competitors will be able to retain existing users and attract new 

subscribers significantly. 

The communication in the LTE air interface between evolved Node B (eNB) 

and User Equipment (UE) is an important part of mobile communication by using Radio 

Frequency (RF) for serving high-speed data traffic. The operators must manage 

bandwidth to meet the user needs. It is well known that the resource of the radio 

spectrum may be licensed to operate at high-cost, and the increasing number of users 

makes insufficient resources for providing users (Sidak, J. G, 2016). For these reasons, 

MNOs need to improve their networks to provide enough resources and meet their needs 

without purchasing additional radio spectrum licenses. With the limited bandwidth, an 

increasing number of users and accessing emerging applications, the MNOs must 

manage the network to provide users with better user experience. Methods for solving 

this problem, there are two main approaches to improve the networks from the cause of 

the poor user experience due to the limited bandwidth on LTE networks (Héder, Balázs, 

Péter Szilágyi, and Csaba Vulkán, 2016). The first approach is to add the new cell sites 

to increase more air interface traffic, which leads be too high costs for both Capital 

Expenditure (CAPEX) and Operating Expenses (OPEX). Thus, this approach should 

be the last option. The second approach solves the problem by using QoS management. 

For the network management method between eNB and UEs, the MNOs always 

prioritize the optimization of their networks in the RF area before adding the new cell 

site. The main parameters of QoS consideration in LTE networks are the Reference 



4 
 

Signal Received Power (RSRP) and the Signal-to-Interference plus noise ratio (SINR), 

which have significant implications for network throughput. These parameters can be 

improved by adjusting Electrical Tilt (E-Tilt) (Buenestado, et al., 2017) and Mechanical 

Tilt (M-Tilt) on base station antennas (Ouyang, Ye, et al., 2017). Other concerns to 

improve the signal quality can pay attention to Physical Cell ID (PCI) planning 

(Premnath, K. N. et al., 2012) and the power allocation method (ul Islam et al., 2010). 

However, the signal quality was improved to a good level, sometimes if many users 

access different services from the limited bandwidth which causes the user experience 

as poor. The operators try their best to optimize their parameters for obtaining a good 

level of QoS, but sometimes the QoE metric is in the low level of user satisfaction (P. 

Anchuen and P. Uthansakul, 2019). Before the MNOs decide to add the new cell site, 

they should manage the network by optimizing the downlink packet scheduling in the 

Medium Access Control (MAC) layer that is the brains of LTE networks from the 

mechanism of Radio Resource Management (RRM) (Pedersen, K. I., et al., 2009). The 

Resource Block (RB) allocation in eNB with the limited bandwidth to provide many 

users, if each user has the right resources for the each service, this results in a better 

overall user experience by the average QoE of all services in the cell coverage area 

increased (Oliver-Balsalobre, Pablo, et al., 2016; Oliver-Balsalobre, Pablo, et al., 

2018). Even though the QoS Class Identifier (QCI) has been defined for the resource 

management to guarantee the QoS to users in different services (3GPP, TS 23.203, 

2018), but it cannot be used to efficiently allocate the radio resource with many users 

using the different services at the same cell site (Urgun, Y. and Kavak, A., 2016). For 

an effective method, Ph.D. candidate has recognized the importance of radio resource 

allocation by focusing on end-users to get better QoE with limited resources from 



5 
 

network management by prioritizing the downlink packet scheduling. The literature review 

has found that several studies have investigated and developed the downlink scheduling 

algorithm in LTE networks to increase the efficiency of resource allocation. The survey 

of downlink packet scheduling in LTE networks for key design aspects focused on the 

resource allocation strategies such as channel-aware, QoS-aware and QoE-aware 

(Capozzi, F., Piro, et al., 2013; Sivasubramanian, A., et al., 2017). Currently, the 

downlink scheduling algorithm focuses on the QoE-aware with the development of 

channel-aware and QoS-aware to respond to the future networks. The channel-aware 

algorithms provide only the throughput among many users without consideration to the 

QoS from QCI such as the Maximum Throughput (MT) algorithm (J. Puttonen, et al., 

2007) and Proportional Fair (PF) algorithm (Wengerter, Christian, et al., 2005). Therefore, 

these algorithms are unsuitable for RT multimedia traffics because some services need 

to guarantee time delay to prevent communication interruption. The QoS-aware algorithms 

consider the QoS requirements of the user from QCI such as delay and packet loss rate 

on RT and NRT services. These common algorithms of QoS-aware consist of Modified-

Largest Weighted Delay (MLWDF) (P. Ameigeiras, et al., 2016), Exponential/Proportional 

Fair (EXP/PF) (R.Basukala, et al., 2009), Frame Level Scheduler (FLS) (Piro, G. et al., 

2011), Exponential rule (EXP rule) (Ee Mae Ang et al., 2015), and Logarithmic rule 

(LOG rule) (Bilal Sadiq et al., 2009). These algorithms have different advantages and 

disadvantages, but they are not the appropriate algorithms in the future network because 

they are just a resource allocation from the network-centric perspective that does not 

consider the user satisfaction. Thus, the solution of downlink scheduler should be 

developed with the new resource allocation techniques based on the QoE-aware. From 

recently interesting research on multi-services about resource allocation and how to 



6 
 

find the optimal parameters based on QoE-aware, the resource allocation with the 

optimal parameters of service priority index can balance the average QoE of each 

service in LTE networks with a heuristic method (Oliver-Balsalobre, et al., 2016). The 

resource allocation based on QoE using a heuristic method to find the appropriate 

service priority index can maximize the overall QoE of the network in the cell coverage 

area (Oliver-Balsalobre, et al., 2018). The Genetic Algorithm (GA) and Random Neural 

Network (RNN) are applied to find the suitable parameters of network configuration to 

improve QoE performance in Video service in the LTE networks (Ghalut, T., et al., 

2016; Ghalut, T., Larijani, H., et al., 2017). However, the QoE-aware algorithms from 

previous research do not measure the number of users that can be significantly increased 

from resource allocation and these optimization methods cannot improve the network 

from the optimization with constraints from the condition of QoE threshold in each 

service. Although some researches allocate the radio resources based on QoE to balance 

the average QoE of each service and allocate resources to maximize the overall QoE of 

the nerworks, these methods cannot determine the QoE threshold in each service to 

guarantee the user experience. Hence, Ph.D. candidate has developed this thesis for 

resource allocation with limited bandwidth scenarios to support more users based on 

defining the service priority factor in the downlink scheduling algorithm for 

maintaining QoE with constrained of each service to guarantee QoE threshold.  

The network optimization in the future must be automatically managed to 

reduce human error, CAPEX and OPEX due to many devices and heterozygous 

networks, which are difficult to handle with humans. Self-Organization Network (SON) 

is an important role in network enhancements such as self-configuration, self-optimization 

and self-healing (Aliu, O. G., et al., 2013). Besides, Machine Learning (ML) techniques 
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can be used with SON to improve network and solve problems that are more complex 

than conventional mathematical methods. The process of solving problems from ML 

will be an important technique used in enhancing the performance of the network in the 

future (Valente Klaine, et al., 2017).  

Recently, the optimization technique is developed into the modern method to 

be effective and able to solve problems extensively by using the ML method. In the 

field of optimization in the mobile networks, the GA algorithm is used to find the 

optimal parameters for setting the networks for maximizing the QoE under the existing 

resource limitations (Ghalut, T., et al., 2016; Ghalut, T., Larijani, H., et al., 2017), 

which this algorithm can reduce the time to search for an answer as compared to the 

exhaustive search method. Although the GA algorithm is widely used in the 

optimization of the engineering field (David E. Goldberg, 1889; K. F., Tang, et al., 

2012),  it has a limitation in the local search due to the mutation process causes only a 

small change from random. Meanwhile, the Particle Swarm Optimization (PSO) 

algorithm has the characteristic of exploitation (Kennedy J. and Eberthart R., 1995; 

Eberthart R. and Eberhart, R., 1995), which this characteristic can reduce the GA 

limitation in local search. Thus, the combination of GA and PSO, which is the hybrid 

method, is developed to use for finding the optimal answer in the models of Sphere, 

Rosebrock, Griewank and Rastrigin that have many local maximum (Løvbjerg, Morten, 

et al., 2001). With the apparent nature of surfaces in these models, it is not appropriate 

to find the answer using gradient descent, which is a popular method, due to the 

operation of this method may converge to the answer of a local maximum in these 

models. Thus, the exploration feature in the GA algorithm and the exploitation feature 
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in the PSO algorithm can find the optimal answer quickly and efficiently with this 

hybrid method.  

In this thesis, Ph.D. candidate has focused on the network optimization of radio 

resource allocation based on QoE-aware with constrained multivariable optimization 

from the heuristic search method to find the optimal parameters. The QoE model is 

created by using the Artificial Neural Network (ANN) algorithm to map the QoS and 

OS and use assess QoE score. Using GA and PSO jointly makes the possible to find the 

faster right value and have a higher probability of answer to converge the global 

maximum or best answer by the proposed algorithm as called Particle Genetic 

Algorithm (PGA). The proposed method can increase QoE to support the increasing 

number of users with the limited resources to reduce CAPEX, OPEX and guarantee the 

average QoE of each service.  

 

1.2 Thesis objectives 

The objectives of this thesis are as follows: 

 1.2.1 To study the relationship between the service priority factor and the 

average QoE of all services and the average QoE of each service within the cell 

coverage area. 

 1.2.2 To demonstrate the self-tuning in finding the optimal parameters of 

service priority factor for radio resource allocation optimization based on QoE-aware 

under the limited bandwidth scenario. 

 

1.3 Scope and limitation of the study 
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 1.3.1 According to the defined services, RT and NRT services consist of 

VoIP, Video, and BE in the simulation tool of LTE-Sim to demonstrate the situation of 

users who use the service at the same time. 

 1.3.2 Define the bandwidth that is equal to 5 MHz at the frequency center of 

2.0 GHz in LTE-Sim to simulate the situation in the case that the RBs are not enough 

to provide many users.  

 1.3.3 Specify downlink scheduling algorithms that are compared to the 

performance of algorithms based on QoE-aware consisting of PF, MLWDF, EXP/PF, 

FLS, EXP rule, and LOG rule. EXP rule algorithm is chosen to increase resource 

allocation efficiency by using the appropriate service priority factor. 

 1.3.4 This thesis aims to optimize the RB allocation based on QoE-aware from 

defining the appropriate service priority factor from self-tuning to support more users 

and guarantee the average QoE of each service within the cell coverage area. 

1.3.5 To realize the QoE from QoS parameters, the QoE model is created by 

using an effective method with the ANN. 

 1.3.6 The determination of the appropriate service priority factors is carried 

out by the proposed PGA algorithm for the optimization with constraints. 

 

1.4 Contributions 

 1.4.1 Can guarantee the average QoE of each service and maximize the 

average QoE of all services within the cell coverage area. 

 1.4.2 Can support more users within the cell coverage area in the limited 

bandwidth scenario. 

 1.4.3 Can reduce CAPEX and OPEX to maintain the QoE.  
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1.5 Thesis organization 

 The remainder of this thesis is organized as follows. The background theory is 

discussed in Chapter II. This chapter presents a background theory for related resource 

allocation, which begins with the concept of mobile networks. Also, the main ideas and 

principles for this thesis are discussed in the self-optimizing concept consisting of QoE-

aware and network optimization in mobile networks. 

 Chapter III mentions the system model and self-optimization. Moreover, the 

possibility of the implementation concept in this thesis is organized in this Chapter. 

 Chapter IV presents the details regarding the methodology for simulation steps. 

It consists of the LTE-Sim, downlink scheduling method, QoE model and the procedure 

of optimization technique to compute the optimal parameters of service priority factor. 

 Chapter V performs the simulation results and discussions. The simulation 

results are divided into three subsections. The first subsection shows the comparison of 

six common downlink scheduling algorithms in terms of QoE performance. The 

comparison of GA PSO and PGA algorithms is shown in the second subsection. The 

proposed algorithm for finding the optimal parameters with the condition of the QoE 

threshold is demonstrated in third subsection. In addition, the computational complexity 

of algorithms by Big O notation and the implementation concept are discussed in this 

Chapter. 

 Chapter VI presents the conclusions of the thesis and the suggestions of the 

future works. 
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CHAPTER II 

BACKGROUND THEORY 

2.1 Introduction 

 This chapter discusses a background theory for associated resource allocation, 

which begins with a brief concept of mobile communication. The evolution of mobile 

networks describes the gap of common technology to find the issue of improving this 

gap. Besides, the Long-Term Evolution (LTE) is mentioned in important parts including 

Quality of Service (QoS) and Media Access Control (MAC) protocol. In the resource 

allocation section, downlink scheduling procedure and common downlink scheduling 

algorithms in the MAC layer are discussed within the basic knowledge definition of 

LTE systems. Moreover, the main ideas and principles for this thesis are discussed in 

the self-optimizing concept consisting of Quality of Experience (QoE) awareness and 

network optimization in mobile networks. The techniques for resource allocations in 

the past to the present are compared to be a guideline for development in this thesis. 

 

2.2 Evolution of mobile communication 

 The mobile communication system was the first mobile phone service for 

conversation. Afterward, the requirements for using other types of data communication 

such as voice communication, Short Message Service (SMS), computer data transmission, 

video streaming, Virtual Reality (VR) and so on, cause the development of technology

to be more efficient and support the data transmission. The evolutions of mobile 

communication are discussed as follows: 
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First Generation: 1G  

The 1st generation of mobile communication was in the form of analog 

communication with voice communication. For voice transmission with the technology 

used in this era, it is Advance Mobile Phone Service (AMPS). The audio signals are 

mixed with carrier wave and broadcasted using Frequency Division Multiple Access 

(FDMA) technique to use channels together and use circuit switching to set the conversation 

path. The systems have been designed to support conversation communication, but 

it has a limited number of channels that cannot support the expansion of user numbers.  

Second Generation: 2G 

 The 2nd generation was intended to increase the ability to support more users. 

The standard of the 2G has many standards, but the important standard and occupy the 

market share of the mobile phone business around the world that is Global System for 

Mobile communication (GSM). This standard is introduced in 1989 by the European 

Telecommunication Standard Institute (ETSI). Data transmission via radio frequency 

between the User Equipment (UE) and the base station by using Time Division Multiple 

Access (TDMA) technique. Thereafter, 2G has been developed to 2.5G with the 

connection of circuit switch data for data transmission. And after that, packet switch 

data is used to be able to support more user datas as 2.75G developed as Generic Packet 

Radio Service (GPRS) technology. Subsequently, the radio transmitting device is  developed 

for modulation to support faster data communication, resulting in the Enhanced Data 

rate for GSM Evolution (EDGE) that can support communication at the highest speed 

to 384 Kilobits per second (Kbps). 
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Third Generation: 3G 

 The 3rd generation was developed from 2.5G/2.75G by International Mobile 

Telecommunications-2000 (IMT-2000) to respond to the increased data transmission 

needs. 3G was developed as a digital packet focusing on supporting multimedia services 

for all users to access information with a target speed of 2 Mbps in buildings and 144 

Kbps when moving. It can support all applications by providing multimedia communication 

services including data, voice, and animation from Universal Mobile Telecommunication 

System (UMTS) by using Wideband Code Division Multiple Access (WCDMA). 

Afterward, it is developed into High-Speed Downlink Packet Access (HSDPA) 

technology, High-Speed Uplink Packet Access (HSUPA) technology, High-Speed Packet 

Access (HSPA) technology, and High-Speed Packet Access Plus (HSPA+) to enable 

higher data transfer. For example, HSPA+ technology can transfer data from base 

stations to client devices up to 42 Mbps. 

 Fourth Generation: 4G 

 4G is designed to support the response of High Definition (HD) video and video 

communication including the ability of mobile devices that are more intelligent and the 

system has high-security support that can provide online financial services via mobile 

phones. In this era, the framework has been developed by using technology consisting 

of Multiple-Input Multiple-Output (MIMO) and Orthogonal Frequency-Division Multiple 

Access (OFDMA) technologies for data transmission. The key technology of 4G is LTE 

that is part of an international standard from the 3rd Generation Partnership Project 

(3GPP). It approved the use of the LTE standard from Release 8 in 2008. The main goal 

of LTE is to have a high data rate, supports more users and reduced latency. Moreover, 

OFDMA in LTE can effectively use limited bandwidth. 
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Fifth Generation: 5G 

To meet the challenges of mobile communications, 5G has a mixture of new 

concepts including increasing spectrum efficiency, low latency, higher data rates and 

energy efficiency. The evolution of LTE and New Radio (NR) jointly provide the radio-

access solution in Non-Standalone (NSA) mode as shown in Fig. 2.1 to increase the 

ability to support users and respond to various types of services in 5G mobile networks 

consisting of enhanced Mobile Broadband (eMBB), massive Machine-Type Communication 

(mMTC) and Ultra-Reliable and Low-Latency Communication (URLLC). In the radio 

access solution, the LTE spectrum is defined under carrier frequencies at 6 GHz, which 

is congested as the limited bandwidth to provide more users in the next future. While 

NR is created in the 3GPP standard release 15, which is designed to support a very wide 

range of data transmission frequencies and a greater number of device connections per 

area. As a result, all devices can connect all around. Various technologies move along 

with the world of communication such as medical, information technology, agriculture, 

industry and so on. 

 

 

 

Figure 2.1 Evolution of LTE and NR technologies providing radio access solutions in 

5G (Dahlman, Erik, Stefan Parkvall, and Johan Skold, 2018). 
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2.3 LTE systems  

 The LTE technology is launched by 3GPP Release 8, which is the key standard 

of 4G. This technology can guarantee data transmission with end-to-end Quality of 

Service (QoS) support. There are two important technologies in Radio Access Network 

(RAN) consisting of Orthogonal Frequency Division Multiplexing (OFDM) and 

MIMO. OFDM is applied for downlink in the air interface to reduce the effect of 

multipath delay spread in frequency selective fading, and MIMO is used to support the 

need for large multimedia to better performance. Also, the next generation still plays 

on LTE technology for NSA mode to jointly provide radio access solutions in 

conjunction with NR in 5G technology (Dahlman, Erik, Stefan Parkvall, and Johan 

Skold, 2018). The radio resource in LTE is distributed in Time Domain (TD) and 

Frequency Domain (FD) for flexibility in usage, which has been targeted at100 Mbps 

maximum data rate in downlink and 50 Mbps in uplink. In theory, the calculated 

maximum data rate at Transport Channel (TC) is equal to 75 Mbps in the uplink and 

300 Mbps in the downlink by using OFDMA and MIMO technologies with bandwidth 

at 20 Megahertz (MHz) having the modulation with 64 Quadrature Amplitude 

Modulation (QAM). 

 The service architecture of LTE networks can be shown in Fig. 2.2. There are 

two main sections consisting of Evolved Universal Terrestrial Radio Access Network 

(E-UTRAN) and Evolved Packet Core (EPC). The EPC consists of Mobility Management 

Entity (MME), Serving Gateway (SGW) and Packet Data Network Gateway (PGW). 

The MME officiates for user mobility, handover, tracking and paging procedures 

among UE connections. The SGW routes and forwards user data packets and manages 

handover between LTE and non-3GPP technology. The PGW connects other IP 
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networks to provide among UEs and external packet data. While E-UTRAN consists of 

eNodeB (eNB) and UE, both connections officiate signaling control between UE and 

EPC. The RAN is responsible for Radio Resource Management (RRM), header 

compression and security to be appropriate for data transmission between eNB and UEs 

that features point-to-point connection within eNB to allocate Resource Blocks (RBs) 

for providing all users in the cell. The resource allocation is based on scheduling 

algorithm by the number of RB including 6, 25, 50, 75 and 100 that depend on bandwidth 

range as 1.4, 5, 10, 15 and 20 MHz, respectively. The radio resource allocation proceeded 

in every 1 millisecond (ms) or 1 Transmission Time Interval (TTI).  

 

 

 

 Figure 2.2 The service architecture of the LTE networks (Capozzi, F., Piro, et al, 

2012). 

 

 The need for IP services such as Voice over Internet Protocol (VoIP), web 

browser, video streaming, social media and online game establishes the new challenge 

for network design. The minor faults in the bitstream may result in packet error in 
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Realtime (RT) service consisting of video conferencing and VoIP. This problem should 

be considered differently on LTE networks to meet QoS needs (Piro, G., Grieco, et al, 

2011). The RT traffic requires packet delivery within the upper limits of latency that is 

sensitive to delay and loss, which must be low Packet Delay (PD) and low Packet Loss 

Ratio (PLR) more than Non-Realtime (NRT) services. When the packet error occurs at 

the MAC, the receiver can receive the bit error that occurs before decoding. The MAC 

inserts the Cyclic Redundancy Check (CRC) in the transmitter and detects on the 

receiver and sends the successful data unit to the Radio Link Control (RLC) layer. The 

purposed LTE is to high speed and more capacity for various multimedia applications 

by increasing the maximum data transfer rate with the help of Hybrid Automatic Repeat 

Request (HARQ) and suitable scheduling downlink. 

HARQ is used for re-transmissions of faulty packets to regain error packets and 

to minimize the radio interface delay, which is controlled by the MAC layer and 

implemented at the Physical (PHY) layer. The resource needs of each sub-task vary 

according to the RT traffic. LTE system requires the processing time in MAC sub-tasks 

that should be less than 1 ms. Otherwise, MAC will not be able to forward data to the 

PHY. The processing time should be 800 microseconds to reduce the risk of over 1 ms. 

The MAC sub-tasks will be performed in every 1 ms or 1 TTI, which has 2 slots, while 

the Logical Channel (LC) is assigned in MAC from packet scheduling algorithms. 

However, more details for the importance of the QoS and the MAC layer is discussed 

in the following subsection. 

2.3.1 Quality of Service 

  The IP combination point determines the convenience of sending the 

same data type in the same direction. The information flow in 1 direction still requires 
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1 EPS Bearer as shown in Fig. 2.3. The integration is performed at UE in the uplink 

direction and PGW in the downlink direction. The provision of the SAE Bearer service 

is responsible for the data transmission between SGW and eNB as per QoS profiles. 

The SAE Access Bearer interface that connects to the Radio Bearer is LC communication.  

  However, Bearer can be separated into 2 types which are Default Bearer 

and Dedicate Bearer. Default Bearer stores data throughput the traffic and it is Non-

Guaranteed Bit Rate (Non-GBR) which can be affected by the loss of data group. 

Dedicate Bearer stores specific IP traffic in different forwarding sections, and it is a 

Guaranteed Bit Rate (GBR) service or the Maximum Bit Rate (MBR) service. 

 

 

 
Figure 2.3 EPS Bearer service architecture (Bouallouche, Dalicia, 2012). 

 

2.3.2 MAC protocol in LTE systems 

  The MAC protocol at UE and eNB is part of the user plane and control 

plane in the LTE air interface, which controls accessing the data transfers with the main 

function consisting of data mapping among RLC to PHY by multiplexing Service Data 
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Units (SDUs) to Transport Blocks (TBs) to send to PHY for the data transmission in 

the downlink direction, and Demultiplexing TBs from PHY to SDUs PHY in the uplink 

direction. Also, MAC protocol is responsibly consisted of reporting the scheduling 

information using metric calculations, error correction by using HARQ, priority management 

of UEs based on dynamic scheduling, Transportation Mode (TM) selection, reporting 

on the amount of traffic, service identification, padding and so on. Service Access Point 

(SAP) is located between PHY and MAC, which is TC, and SAP at between MAC and 

RLC is LC as shown in Fig. 2.4. When the process in the UE measures the channel 

quality of Signal to Interference and Noise Ratio (SINR) calculated from Sounding 

Reference Signal (SRS) at PHY for notification of current channel quality status to 

predict Channel Quality Indicator (CQI), and this information is sent back to the eNB. 

The eNB uses the received channel status of each UE to allocate the resource in TD and 

FD to provide every UEs in a cell from RRM functions, which consist of Link 

Adaptation (LA) and Packet Scheduling (PS). PS function assigns each UE in TD and 

FD from the calculated priority metric. LA function allocates the Physical Resource 

Blocks (PRBs) to UEs in every TTI and defines the Adaptive Modulation and Coding 

Scheme (AMCS) for expanding the data rate. To maintain the average Packet Error 

Rate (PER) for the performance of data transmission in radio air interface depends on 

the proportion of packets transmitted from the PER. The allocated PRBs and selected 

MCS are sent to the defined UEs with the Physical Downlink Control Channel 

(PDCCH). Although resource allocation is operated in MAC, it cannot be used to 

guarantee successful data without an effective scheduling algorithm. Thus, the format 

of scheduling at MAC is used to determine the data transmission time according to the 
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limitations of PD and Throughput of each link to guarantee the quality and the spectral 

efficiency.  

 

 

 
Figure 2.4 The LTE protocol data flow.  

 

2.4 Radio resource allocation 

 LTE networks use OFDMA for the data transmission in downlink direction 

from eNB to UEs, which can choose the functions consisting of Frequency Division 

Duplexing (FDD) and Time Division Duplexing (TDD). The data transmission in the 

uplink direction from UE to eNB uses the Single-Carrier Frequency Division Multiple 

Access (SC-FDMA). The appropriate properties of OFDMA consist of high flexibility 

in resource allocation, simple equalization and robustness against frequency selective 

fading. The packet scheduler process is the importance of the RRM mechanism at eNB, 
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which is actualized to provide resource allocation by multiplexing in packet level to 

guarantee the QoS need of each service type (Youngki Kim, et al, 2009). However, the 

appropriate downlink scheduling algorithm in the next mobile networks should be 

designed to equip various data transmission types by commanding the queue sizes, the 

priority of each service and the volume of total data transmission based on QoE 

consideration. RRM should have the mechanism to dynamically allocate the radio 

resources to UE with the scheduling algorithms implied to ensure that radio resource is 

effectively used from the self-tuning technique to provide the QoS need of the user. 

Normally, the RRM functions consisting of admission control, semi-persistent scheduling 

and QoS profiling at layer 3 as shown in Fig 2.5, are painted as semi-dynamic 

mechanisms because they have essentially executed the definition of new data flows. 

QoS is utilized to define the trade-off performance in the LTE networks. To 

meet the QoS target, various scheduling algorithms have been developed to efficiently 

allocate the resource in TD and FD to provide the RT and NRT traffics. The scheduling 

is intended to guarantee QoS requirements and to obtain the high-performance with 

channel management within the resource allocation mechanism. RT traffic requires 

QoS of having low PD and low PLR whereas NRT traffic needs more throughput rate. 

To maximize the cell capacity with the minimum QoS, each algorithm under channel-

aware and QoS-aware has different methods to determine the scheduling priority of 

users such as packet delay, bound buffer status, expected throughput, past average 

throughput, channel status and fairness to provide multiple services. Scheduling decisions 

are operated on per user, and the MAC protocol defines the data sending for each flow. 

The required RT traffic depends on the policy of scheduling algorithms whereas NRT 

traffic such as web browsing and File Transfer Protocol (FTP) with Best Effort (BE) 
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do not have exacting requirements. The key metrics consisting of Throughput, PLR, 

and PD are the main indicator of QoS.  

 

 

 

Figure 2.5 LTE protocol stack layers (Capozzi, F., Piro, G., Grieco, L. A., et al., 2013; 

Sivasubramanian, A., et al., 2017).  

 

 

 

Figure 2.6 MAC layer functionalities (Pedersen, K. I., et al., 2009) 
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The Uplink Shared Channel (ULSCH) and the Downlink Shared Channel 

(DLSCH) in shared channel transmission are controlled at the MAC layer by allocating 

the resources in the uplink direction and downlink direction. To handle the traffic load 

in uplink and downlink, the switch periodicities of frames are used. Fig. 2.6 presents 

the interaction between the HARQ and the PS unit to be responsible for retransmissions 

and scheduling. The downlink scheduling must have the flexibility to manage the 

HARQ retransmissions in TD and FD. Scheduler to send a new transmission or 

retransmission must be scheduled within one TTI. LA unit gives the related information 

to PS unit regarding the supporting AMCS from the selected PRBs from the CQI 

feedback and the QoS requirement of users in the cell. Block Error Rate (BLER) in the 

first transmissions based on HARQ acknowledgments from the past transmissions is 

managed by the outer loop LA. TD scheduling chooses the users to allocate the resource 

in the next TTI whilst FD scheduling serves PRBs to the selected users at that time. 

Channel awareness is done by the FD scheduling, and QoS awareness is obtained by 

TD scheduling. To allocate the PRBs to the selected users, FD scheduling used the 

frequency selective fading with high channel quality to avoid the users that have deep 

fades. This operation can achieve 40% improved cell throughput when UE speeds up 

to 20 to 30 Kilometers per hour (Km/h) because the radio channel status is traceable 

via the periodic CQI reports from UE. While the user moves at high speed, the eNB 

cannot correctly detect tracking the channel status due to the CQI report process having 

delay, and the best performance of scheduling can be achieved by designing and 

incorporating the PS algorithm in the eNB. Thus, FD scheduling in PS and LA are the 

important units to optimize the resource allocation in the LTE networks. 
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Table 2.1 LTE service class (3GPP, TS 23.203, 2015) 

 

 

PS unit proceeds by considering the traffic load and the QoS profile consisting 

of GBR, MBR, Aggregate Maximum Bit Rate (AMBR), Allocation and Retention 

Priority (ARP), and QoS Class Identifier (QCI) of each data flow. The AMBR is 
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specified for Non-GBR bearers. The ARP uses to primarily determine the prioritization 

for admission control. The QCI index is the details of QoS attributes, which consist of 

Packet Delay Budget (PDB) and PLR. The PDB is used to prioritize queues for 

fulfilling their Head-Of-Line (HOL) packet delay targets. The more details of QCI types 

are shown in Table 2.1. 

Schedulers impose the radio resources regarding the immediate channel quality 

through the UE reports. Resource allocations work in the TD within one TTI and FD 

within every RBs. For the downlink management, the radio resources to UE are 

dynamically allocated from E-UTRAN in each TTI with Cell Radio Network 

Temporary Identifier (C-RNTI). The dynamic scheduling information in the uplink and 

downlink is carried by using PDCCH. Each UE scans to detect the PDCCH contents in 

Downlink Control Information (DCI) associated with C-RNTI to get the implicated 

information such as transmit power control, index to HARQ process, AMCS, the 

bitmap for allocation and resource allocation type. Table 2.2 is given the DCI formats. 

The used TB size is defined from the allocated resources which are combined with 

AMCS. The CQI report gets from the downlink channel status at the UE by estimating 

the measured channel quality, which it helps eNB for allocating the appropriate MCS 

and RB to provide the UE. The data transmission in downlink direction relies on fast 

LA with AMCS ranging from Quaternary Phase Shift Keying (QPSK) to 64QAM. The 

equal power in PRBs for a user from the assumption is frequently used for 

implementation as well as for analytic traceback for radio resource allocation in the 

downlink direction. Each user is assigned the buffer at eNB. The packet schedulers are 

considered by the Buffer Status Report (BSR) and priorities in their scheduling 
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decisions as per service types, which must be allocated the resources before their PDB 

arrived. 

From the past, the downlink scheduling algorithms are studied and indicated in 

terms of throughput, PLR, PD, fairness and spectral efficiency. For throughput, it is 

considered for RT and NRT services while PLR and PD for RT service and fairness for 

NRT services, which these re sults are just only the network perspective. 

 

Table 2.2 Downlink Control Information (3GPP, TS 23.203, 2015) 

 

 

2.4.1 Downlink scheduling procedure 

  Downlink scheduling is an important section to provide the resource to 

the UEs in the LTE networks effectively. There are many downlink scheduling 

algorithms for choosing by the service provider, which is no standard rule. It should be 

flexibly adjusted according to the changing trends of users and service provider 

strategic decisions. The resource is allocated to the UE with the defined Sub Channel 

(SC) beforehand in each TTI for the TD and PRB for the FD. The PRBs are managed 
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with scheduling function at eNB on the MAC layer in every 1 TTI, which each PRB 

can be only allocated one flow for UE. 

  Downlink scheduling algorithm aims to increase the throughput, fulfill 

QoS for users, and provide fairness to users in NRT services. The resource allocation 

is considered as per the condition of important variables such as channel conditions, 

HOL packet delay, type of QCI service and so on. For the scheduling decision in each 

SC, priority metrics of each flow are computed from the defined variable as per 

scheduling algorithm. The flow with the maximum value in SC is allocated, and the 

process continues until each SC is fully allocated within one TTI. 

  HOL packet delay is the waiting time of packets for effective scheduling 

in the data flow buffer, which it should be less than defined PDB. Thus, the packets 

with a HOL delay value greater than PDB are discarded from the buffer. When the 

selected UE sends the data transmission, the number of data bits sent depends on the 

SINR of UE. Each UE has a different SINR in each SC in one TTI because of the 

frequency-selective of time-selective fading and multi-path propagation from user 

movement. When SINR is high value, UE decides high CQI according to the mapping 

scheme and sent to eNB to choose the high MCS level. As a result, data rates are 

achieved in a higher downlink direction. In general, UE near eNB tends to have a high 

CQI whereas the UE at edge cell is usually affected by the lower CQI. However, 

scheduling in flow with the highest CQI can help up the throughput of networks. The 

sequence of the downlink scheduling steps in the LTE network is as follows: 

1. Creating a list of data flows to determine the time in the current 

TTI by eNB. 

2. Recording CQI report and queue length of MAC in each flow. 
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3. Calculating the priority metric of each flow according to the 

downlink scheduling algorithm. 

4. Calculating the size of TB for every allocated stream, the amount 

of data sent and the best AMCS selection (QPSK / 16QAM / 64QAM). 

5. Submitting DCI in PDCCH for information about PRBs and 

AMCS users to UE. 

6. Reading PDCCH payload by UE. 

            For the RT service such as VoIP and video streaming, the flow of these 

services has the QoS criteria requirements such as latency, average data rate and 

dateline expiry. On the other hand, the NRT flow does not have the obvious QoS to 

respond to the user needs. The scheduling algorithm should be considered to guarantee 

the bounded delay for the RT flow while maintaining data rates for important services 

in BE traffic.  

 

 

 

Figure 2.7 LTE frame structure (Wang, Q., et al., 2011). 
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 Scheduling plays an important role in the RRM mechanism used in 

eNBs for allocating radio resources to UEs. The resource allocation is divided into TD 

and FD, in which TD is divided into radio frames, where 1 radio frame is equal to 10 

subframes or 10 TTIs taking 10 ms, and each subframe has one TTI or 1 ms. One TTI 

consist of 2 slots and each slot consists of 7 OFDM symbols (normal) or 6 OFDM 

symbols (extended) as shown in Fig. 2.7. For the FD, it is divided into RB, which each 

bandwidth has 180 kHz, which is 1 SC, and each SC consists of 12 subcarriers, in which 

each subcarrier is equal to 15 kHz. To allocate radio resources to each flow, the 

allocated UE with the highest priority metric calculated in each SC from the downlink 

scheduling algorithm is shown in Fi g. 2.8.  

 

 

 
Figure 2.8 Downlink physical layer resource space for one TTI (Pedersen, K. I., et al., 

2009). 
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2.5 Self-optimization concept 

 When the number of users and devices will be connected to a lot of mobile 

networks in the future, so it causes complex network management to respond to user 

needs. Whereas, multiple services have distinctly different needs including the need for 

high capacity, low latency, low loss, high mobility and good network reliability. For 

example, the Voice over LTE (VoLTE) service requires high latency-sensitive and high 

availability, but it does not require band width intense as shown in Fig. 2.9. 

 

 

 

Figure 2.9 Characteristic requirement of multimedia services (Accedian, White Paper, 

2016) 

 

 In the next mobile networks, network managements have a design concept that 

is automated and can increase efficiency by itself using three systems consisting of the 

nervous system, decision making and responsive control as shown in Fig. 2.10. When 

the nervous system is QoE awareness just like human senses, decision making is 
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quickly data analysis, which is responsible for analytical thinking like the brain, and 

responsive control is the response to the network like human muscles. 

 

 

 

Figure 2.10 Concept of self-optimizing QoE (Accedian, White Paper, 2016) 

 

 MNOs need to reduce Capital Expenditure (CAPEX) and Operating Expenses 

(OPEX) while users need to access high-quality networks. Self-optimizing QoE is an 

important concept that can improve network performance in the future from the 

mechanism to automatically adjust parameters in the network with learning and 

adjusting using reliable methods. The method of Machine Learning (ML) is effective 

and is used in the context of self-optimizing. ML is a method that is flexible and can be 

used to solve problems effectively, in which it has been used to solve problems in a 

large amount of research (Valente Klaine, P., Imran, M. A., et al., 2017). However, 
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Self-optimizing QoE must have two main components consisting of QoE-aware and 

network optimization. 

2.5.1 QoE-aware 

  QoE awareness is leaning the relationship between the initial variable 

and the dependent variable in order to create an objective function for QoE perception 

by using parameters that can be measured from the system to predict the QoE score. 

2.5.2 Network optimization 

  Network optimization with the self-optimization concept is an automatic 

operation to find the optimal parameters for increasing the QoE within the network.  

 

2.6 Related work for radio resource allocation techniques 

 For the radio resource allocation in the LTE networks, there is research that 

offers various techniques used to allocate radio resources such as Channel-aware, QoS-

aware and QoE-aware. For the Channel-aware technique, it is designed to provide only 

the throughput among many users without consideration of the QoS requirements. 

Thus, Channel-aware algorithms are unsuitable for RT traffic because some service 

needs to guarantee delay to protect the communication interruption. While the QoS-

aware technique is suitable for RT and NRT traffics, but these algorithms are just a 

resource allocation from the network-centric perspective, which cannot access user 

satisfaction to indicate network success. When considering resource allocation 

techniques in different forms, Ph.D. candidate has found that QoE-aware resource 

allocation in terms of user-centric perspective, which is more important than any 

previous technique due to QoE is an indicator of entrepreneur success. Previous QoE-

aware techniques mainly focus on MNOs to maximize the QoE of system overview. 
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However, User and MNO must receive mutual benefits by considering the allocation 

of radio resources to guarantee QoE in each service, which is beneficial to users, and at 

the same time also considering the radio resource allocation to maximize the QoE of 

systems under the condition of QoE threshold with limited bandwidth scenario, in 

which it is beneficial to MNOs. This thesis can be summarized in Table 2.3. 

 

Table 2.3 Comparison of the proposed research for radio resource allocation 
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2.7 Summary 

 According to the above-mentioned content in this chapter, mobile 

communication systems have been continuously developed toward 5G mobile 

networks. NR is the new technology in 5G, which is designed to support more devices 

and respond to the various use cases consisting of eMBB, mMTC, and URLLC, but the 

existing technology is still important for the MNOs to provide users in the mobile 

device. The evolution of LTE and NR jointly provide the radio-access solution in NSA 

mode to be compatible with both technologies in 5G. Meanwhile, LTE technology still 

plays an important role in the current and future networks, but the increasing users in 

the next future may cause deficient radio resources to cannot respond to the needs of 

users due to the limited bandwidth. To maintain existing users and attract users from 

the user-centric perspective, QoE is an important measure of network performance of 

MNOs. The concept of resource allocation optimization based on the QoE metric can 

help network management to respond to users. Besides, Self-optimization concept can 

help MNOs to reduce CAPEX and OPEX. 

 From many types of research regarding radio resource allocation, they have 

been studied extensively to develop advanced methods of managing networks that 

respond to utilizer needs predicated on QoE. Consequently, this thesis has developed 

the method of radio resource allocation by self-tuning of service priority factors to 

multiply the priority metric within a downlink scheduling algorithm for optimizing 

resource allocation based on QoE metric in mobile networks from the self-optimization 

concept. Moreover, the QoE guarantee in each service is a challenge that adjusts the 

appropriate service priority factor by applying the ML in this research. The process of 

self-optimization in this thesis is described in the next chapter. 
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CHAPTER III 

SYSTEM MODEL AND SELF-OPTIMIZATION 

3.1 Introduction 

 This chapter discusses the system model and self-optimization. In the system 

model, the scope of the thesis including the different services considered in service 

models, four important QoS parameters to indicate the network quality, the objective 

function for OS estimation of each service, six common downlink scheduling algorithm 

for allocating the radio resource to users and priority service function to use resource 

allocation. While the self-optimization consists of Artificial Neural Network (ANN) to 

use the QoE model creation, the proposed Particle Genetic Algorithm (PGA) for 

optimizing the resource allocation in mobile networks to achieve the purpose of self-

tuning techniques in this thesis. Besides, the possibility of the implementation concept 

is based on a lookup table. Finally, the last section concludes this chapter. 

 

3.2 Service model 

 This section discusses the three main services with Realtime (RT) and Non-

Realtime (NRT) specifically considered in this thesis, which consist of Voice over IP 

(VoIP), Video and the Best-Effort (BE). Each service is assigned with the different QoS 

Class Identifier (QCI) to prioritize data flow (Sivasubramanian A., et al., 2017). These 

services have demonstrated the difference in resource allocation to simultaneously 

serve the users, which are described as follows. 
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3.2.1 VoIP service 

  VoIP service or Internet Protocol (IP) telephony is a conversational RT 

that is defined by the International Telecommunication Union (ITU) G.729 (Ragot, 

Stephane, et al., 2007). The standard of G.729 is the narrow-band data compression to 

minimize the bandwidth requirements and still maintains the voice quality during a 

conversation to avoid interruption. In this thesis, the defined data source is generated 

with a packet size of 20 bytes in every 20 milliseconds (ms) accounted for 8 Kbps 

during the conversation. 

3.2.2 Video service 

  In this thesis, Video service is considered as RT traffic by using the 

created trace tool from the video test sequence. The “foreman.yuv”, which is the trace 

file, is used for the packet flow, and it is compressed with the standard of H.264/ 

Advanced Video Coding (AVC) at the average coding rate of 242 Kbps (Ee Mae Ang, 

et al., 2015).  

3.2.3 BE service 

  For BE service in this thesis, it is an NRT traffic that is considered as 

infinite buffer flows as though the user plays the web browser service for simulating 

access to these different services. 

 

3.3 QoS parameters 

 QoS parameters are the quantitative information from the network-centric 

perspective to indicate the network quality. In this thesis, there are four main factors 

consisting of Throughput (TP), Packet Loss Rate (PLR), Packet Delay (PD) and the 
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Jitter (JT), which are measured on application level in the networks, these parameters 

are discussed as follows. 

3.3.1 Throughput 

  The TP is the total throughput measured from the eNodeB (eNB) to User 

Equipment (UE) in the LTE networks, which is computed from the received successful 

bits at application level per duration time in Kbps unit. This parameter is based on the 

resource allocation mechanism within the Media Access Control (MAC) layer and 

Channel Quality Indicator (CQI) measured by each UE.  

3.3.2 Packet Loss Rate 

  The PLR is the ratio of unsuccessful packet transmission to the total 

packet transmission in each UE, which is in percentage (%) unit. The good information 

transmission should be equal to 0 %. 

3.3.3 Packet Delay 

  The PD is the duration time of a successful packet to travel from the 

eNB in each UE, which is computed in ms unit. 

3.3.4 Jitter 

  The JT is the PD variance. It has a similar measurement unit with PD 

which is ms unit. 

 

3.4 Objective function for OS estimation 

 It is a well-known Opinion Score (OS) measured from user satisfaction that is 

important for the operators to measure the success of network provider. To access user 

satisfaction, measured QoS parameters from the network are used to predict user 

satisfaction with the objective function created by mapping the relationship between 
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QoS and OS. Normally, the OS level is divided into five levels according to ITU-T 

P.800 consisting of Excellent (5), Good (4), Fair (3), Poor (2) and Bad (1) (ITU-T 

P.800, 1996). With the limitations on the measurement of the online networks, this 

thesis only focuses on the simulation of VoIP, Video and BE services to evaluate user 

satisfaction. Hence, it is necessary to introduce the objective function from the previous 

research to replace the real evaluator. The objective functions of each service are 

discussed as follows. 

3.4.1 VoIP service 

  The VoIP service uses very few resources, it needs to send the packets 

at a continuous interval without the interruption during the conversation. For the 

objective function of VoIP service, this equation was derived from past research to 

evaluate mathematical functions using PLR in OS evaluation (Fiedler, M., et al., 2010). 

 

OSVoIP=3.010∙ exp(-4.473∙PLR)+1.065                3.1 

 

3.4.2 Video service 

  In the Video service, the author has defined the video trace file for 

simulation in the system and choose the objective function of the video trace file 

"foreman.yuv" as determined by the previous research (Nawaz, O., et al., 2017). The OS 

of video service evaluation from PLR. 

 

OSVideo=-0.54∙ ln(PLR)+3.75              3.2 

 

3.4.3 BE service 
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  To apply the flexible modeling methodology from my previous research 

to use in this service, Ph.D. candidate has implemented the datasets with the subjective 

evaluation method in the real environment from 92 undergraduate students for 

collecting more 400 datasets. From the result in the web browsing (P. Uthansakul and 

P. Anchuen, et al, 2020), the response time (rt) in second unit has a high relationship 

with the measured OS. Thus, the rt and OS are used to estimate the OS in the BE service 

in this thesis. However, there is the relevant research and defines an objective function 

to evaluate the satisfaction of accessing the web browser service from the throughput 

parameter in the simulation scenario under an average web page size of 130 Kbytes 

(Navarro-Ortiz, J., et al., 2010). When an average web page size in the simulation 

scenario, it is divided by the response time measured in the real users to compute as the 

throughput for estimating OS. Thus, the new objective function can be written as 

Equation 3.3, which is the subjective function to apply in terms of the simulation. 

Where 1040 is the average web page size in Kbps.   

 

OSBE=𝑓𝑆𝑢𝑏(
1040

𝑟𝑡
)                   3.3 

 

 From the literature (Fiedler, M., et al., 2010; Nawaz, O., et al., 2017; Navarro-

Ortiz, J., et al., 2010), the objective functions consider only one factor to estimate the 

OS even if other factors may affect user satisfaction. This thesis uses objective 

functions 3.1 to 3.3 to predict the OS instead of the real user estimation. However, the 

objective function from works of literature does not have an exact QoE model for 

implementing in the network. The QoE model creation should be studied on how to 

create effective models with the designed methodology from this thesis by analyzing 
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the affected parameter and using ANN to create the new objective function. The 

information between the QoS and OS obtained by simulation and objective evaluation 

is collected as the datasets. These datasets are used in the pre-processing process to 

select the factors for the QoE modelling and used in QoE model creation to create a 

more efficient objective function. The ANN is a powerful and flexible computational 

model and could implicitly detect the nonlinear relationships between the dependent 

and independent variables with a high degree of accuracy. Thus, it is suitable for using 

to create a new QoE model. Moreover, the QoE modeling of each service in the future 

needs to analyze the behavior of humans that change over time, so it is very important 

to use the ANN method for this independent modeling method. 

 

3.5 Downlink Scheduling Algorithms 

Scheduling at eNB to allocate the resources of UEs has an important role in the 

Radio Resource Management (RRM) mechanism, and Ph.D. candidate consider the 

common downlink scheduling algorithms of the Frequency Domain Packet Scheduler 

(FDPS) in this thesis as shown in Table 3.1, and the details of each algorithm are 

discussed as follows.  

3.5.1 Proportional Fair  

  The Proportional Fair (PF) algorithm aims to create a fair balance 

between the increasing bit rates and to users (Kushner, Harold J., et al., 2004). This 

algorithm effectively reduces the distinction of user bit rate.  

3.5.2 Modified-Largest Weighted Delay First 

  The Modified-Largest Weighted Delay First (MLWDF) algorithm is 

developed to increase the efficiency of RT services by considering both the waiting 
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time in queues and the capacity of the channel for each user as per the delay requirements 

(P. Ameigeiras et al., 2016). In the case of special MLWDF, it is optimized to reduce 

the delay and allowing users to have more channel capacity. For the NRT service, the 

priority metric can be calculated by using the same equation as PF.  

3.5.3 Exponential/Proportional Fair 

  The Exponential/Proportional Fair (EXP/PF) algorithm is designed to 

support the multimedia application and increase the priority of RT services (R.Basukala, 

et al., 2009). It works by utilizing the characteristics of PF for the NRT services. The 

RT services require low PD, low PLR and high fairness, and this algorithm provides 

better performance than the MLWDF and PF.  

3.5.4 Frame Level Scheduler 

  The Frame Level Scheduler (FLS) algorithm is a two-level resource 

allocation process, and it provides the resources in the form of RBs distribution among 

different types of traffics as per the load requirements (Piro, Giuseppe, et al., 2011).  

3.5.5 Exponential rule 

  The Exponential (EXP) rule algorithm is a bounded delay scheme, and 

it is designed to guarantee the RT services (Ang, Ee Mae, et al., 2015). It is modified 

from the EXP/PF to have a low delay, less PLR and higher fairness.  

3.5.6 Logarithm rule 

  The Logarithm (LOG) rule algorithm is also a bounded delay scheme, 

and it is designed to balance the QoS metrics (Sadiq, Bilal, Seung Jun Baek, et al., 

2013). Also, it also allocates the resources of end users like the EXP rules to increase 

the data traffic.  
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Table 3.1 Common downlink scheduling algorithms for OFDM-Based in LTE 

networks and variable notation 

 

 

3.6 Priority Service Function 

 This function is used to allocate the radio resource based on QoE-aware for 

maximizing the QoE having the limited bandwidth, and it can be calculated as: 

 

𝑝𝑟𝑖𝑘 = 𝑒𝑥𝑝(𝑝𝑟𝑘)            3.4 

Algorithm Priority Metric 

PF  wij=
rij

Ri
 

     

MLWDF  wij=αiDHOL,i

rij

Ri
 

   ; αi= −
log (δi)

τi
  

EXP/PF  wij=exp(
αiDHOL,i-X

1+ X
)

rij

Ri
 

   ; X=
1

Nrt

 αiDHOL,i
Nrt

i=1   

FLS  wij=
rij

Ri
 

                          ; 𝑢𝑖(𝑘) = ℎ𝑖(𝑘) ∗ 𝑞𝑖(𝑘)  

EXP rule  
wij=biexp(

aiDHOL,i

c+ 
1

Nrt
 DHOL,i

Nrt

i=1

) Γj
i 

where aiϵ[
5

0.99τi
,

10

0.99τi
] , bi=1 and c=1 (Capozzi, F., Piro, G., et al., 2013)  

LOG rule  wij=bi log (c+aiDHOL,i)Γj
i          

where ai=
5

0.99τi
 , bi=1 and c=1.1 (Capozzi, F., Piro, G., et al., 2013) 

Description of Symbol 

𝑖, 𝑗, 𝑘: 𝑖𝑡ℎ  user on 𝑗𝑡ℎ  subchannel of the 𝑘𝑡ℎ  service 

𝑟𝑖𝑗 : The throughput achieved for 𝑖𝑡ℎ  user on 𝑗𝑡ℎ  subchannel 

𝑅𝑖 : The average throughput achieved on 𝑖𝑡ℎ  user 

𝑤𝑖𝑗 : The priority metric for 𝑖𝑡ℎ  user on 𝑗𝑡ℎ  subchannel 

𝐷𝐻𝑂𝐿 ,𝑖 : The Head of Line (HOL) delay for 𝑖𝑡ℎ  user 

𝛼𝑖 : The factor computed from QoS for 𝑖𝑡ℎ  user 

𝛿𝑖 : The acceptable Packet Loss Rate for 𝑖𝑡ℎ  user (from QCI) 

𝜏𝑖 : The Delay threshold for 𝑖𝑡ℎ  user (from QCI) 

𝑁𝑟𝑡 : The number of active Realtime flows 

∗: The discrete time convolution operator 

ℎ𝑖(𝑘): The impulse response of Linear Time Invariant (LTI) filter 

𝑞𝑖(𝑘): The signal in queue level for filtering 

Γ𝑗
𝑖 : The spectral efficiency for 𝑖𝑡ℎ  user on 𝑗𝑡ℎ  subchannel 

𝑎𝑖 , 𝑏𝑖 ,𝑐: The tunable parameters 
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when 𝑝𝑟𝑘 is a service priority factor of the 𝑘𝑡ℎ service. Thus, the new priority metric of 

the downlink scheduling algorithm is computed by the priority metric multiplying with 

the priority service function. This new priority metric can be calculated as: 

 

𝐹𝑖𝑗𝑘 = 𝑤𝑖𝑗 ∙ 𝑝𝑟𝑖𝑘           3.5 

 

where 𝐹𝑖𝑗𝑘 is a new priority metric for the 𝑖𝑡ℎ user on the 𝑗𝑡ℎ subchannel of 𝑘𝑡ℎ service.  
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Figure 3.1 The structure of Artificial Neural Network (Uthansakul P., Anchuen P., et 

al, 2020) 

 

3.7 ANN overview 

 The ANN is mathematical models for data processing with connectionism that 

has the parallelization of the sub-processing unit. It consists of many nodes which is 

like nerve cells in the human brain (Shanmuganathan, et al., 2016). The ANN structure 

has three main layers consisting of input layer, hidden layer, and output layer. Each 
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layer consists of many nodes for processing to send information to other nodes as shown 

in Fig. 3.1. The input nodes receive data normalized to send to the hidden nodes, and 

the hidden nodes at between the input layer and output layer calculate the result in each 

node to send to the output nodes in the output layer. The output nodes evaluate the 

results of output in the ANN. These nodes are connected in a Multi-Layer Perceptron 

(MLP) for calculating the value of output node (F.S. Panchai, et al., 2014). This 

research uses the Feed Forward Back Propagation (FFBP) ANN to compute the 

gradient for the calculation of appropriate weight and threshold coefficients for ANN 

is a supervised learning algorithm. The ANN process is discussed as follows.  

3.7.1 Pre-processing 

  This process is designed to analyze the relationship between QoS 

parameter and OS and to select the importance QoS parameter as per the condition of 

calculated coefficient between both variables. The selected QoS and OS are used to 

create the QoE model using the collected datasets. While the QoS parameters from the 

LTE simulation are shown in Table 3.2, the OS of each service is computed by entering 

the measured QoS parameter to the objective function of VoIP, Video and BE with the 

Equation 3.1, Equation 3.2 and Equation 3.3, respectively. The datasets consisting of 

QoS and OS are used to compute the correlation coefficients (r) that can be calculated 

as per Equation 3.6. However, the absolute correlation coefficients must be more than 

0.20 for the selected QoS to use for creating the QoE model.  

 

𝑟=
 (OSn-OS)(QoSn-QoS̅̅ ̅̅ ̅)N

n=1

  (OSn-OS)
2N

n=1
  (QoSn-QoS̅̅ ̅̅ ̅)2N

n=1

      3.6 
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𝑟 is the Pearson correlation coefficients, 𝑛 is the 𝑛𝑡ℎ dataset and 𝑁 is the total 

amount of collected datasets. In addition, 𝑂𝑆 is the opinion score, 𝑂𝑆 is the average 

opinion score, QoS̅̅ ̅̅ ̅ is the average QoS, and 𝑄𝑜𝑆𝑛 is the QoS at 𝑛𝑡ℎ dataset. When value 

of 𝑟 is computed as negative and positive values which are the relationship between the 

variables in the reverse and same direction respectively. Whereas, 𝑟 comes out to be 0 

which is no relationship of variable. 

 

Table 3.2 The QoS parameters of services from the LTE simulation tool  

 

 

After the QoS parameters are selected to create the QoE model, the QoS and OS 

are transformed into the appropriate data for the ANN process to use them in the 

learning process, and the input value (𝑥𝑢) and target value can be written as:  

 

cu=
 |OSn⋅QoSu,n|

N
n=1

 QoSu,n
2N

n=1

                       3.7 

 

xu=cu⋅QoSu            3.8 

 

𝑂𝑆target=
4⋅(𝑂𝑆−𝑂𝑆min)

𝑂𝑆max−𝑂𝑆min
+ 1       3.9 

 

Where 𝑢 is the 𝑢𝑡ℎ selected QoS, 𝑐𝑢 is a normalizing coefficient, 𝑄𝑜𝑆𝑢 is the 

𝑢𝑡ℎ   QoS and 𝑥𝑢 is the normalized input data of ANN. 𝑂𝑆𝑡𝑎𝑟𝑔𝑒𝑡 is the targeted opinion 

score in ANN process. 

VoIP Video BE 

𝑇𝑃𝑉𝑜𝐼𝑃  𝑇𝑃𝑉𝑖𝑑𝑒𝑜  𝑇𝑃𝐵𝐸  

𝑃𝐿𝑅𝑉𝑜𝐼𝑃  𝑃𝐿𝑅𝑉𝑖𝑑𝑒𝑜  𝑃𝐿𝑅𝐵𝐸  

𝐷𝐿𝑉𝑜𝐼𝑃  𝐷𝐿𝑉𝑖𝑑𝑒𝑜  𝐷𝐿𝐵𝐸  

𝐽𝑇𝑉𝑜𝐼𝑃  𝐽𝑇𝑉𝑖𝑑𝑒𝑜  𝐽𝑇𝐵𝐸  
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3.7.2 QoE model creation 

  The datasets consisting of QoS and OS are normalized and used to be 

input and target of ANN process for creating the objective function. The performance 

of created QoE model with the ANN process depends on the correlation coefficient 

between the QoS and OS, the hidden nodes depending on the variance data and the 

number of hidden layers. However, the number of hidden layers should be set as one 

layer to reduce the complexity of ANN and suitable for the prediction model. The input 

node is equal to the number of selected QoS parameters from the pre-processing 

process, and the hidden node is set as three nodes as per Try and Error method (F.S. 

Panchai and M. Panchal, 2014) whereas the output node is set as one node. Within the 

ANN equation, the link weights and thresholds are shown by using the variable symbols 

as 𝑤𝑢ℎ,  𝑤ℎ𝑜,  𝜃ℎ  and  𝜃𝑜, and the values of these variables are used to define the objective 

function for evaluating the QoE score. In the operation of ANN, the result of each node 

is calculated by using the sigmoid function, which is the activation function, to output 

for adjusting the link weights and thresholds. The output of each node can compute as 

per sigmoid function: 

 

𝑆(𝑍) =
1

1+𝑒−𝑍
                          3.10 

 

where 𝑆(𝑍) is the outpu t value of 𝑍  and 𝑒 is mathematical constant as 2.71828. 

The initial value of link weights and thresholds are set with random value from 

domain of the differential activation function from formulation of range value when the 

range of differential sigmoid function exists from 0 to 0.25. In this thesis, setting the 
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learning rate in ANN process depends on during the range of differential sigmoid 

function. The steps of ANN learning are specified as follows.  

 

Table 3.3 The variable ANN algorithm 

Symbol Description 

𝑝 The sequence of dataset 

𝑃 The total amount of datasets 

𝑈 The number of input nodes 

𝐻 The number of hidden nodes 

𝑂 The number of output nodes 

𝑢 The sequence of input nodes 

ℎ The sequence of hidden nodes 

𝑜 The sequence of output nodes 

𝑥𝑢(𝑝) The value of input layer at the 𝑢𝑡ℎ input node 

𝑦ℎ(𝑝) The value of hidden layer at the ℎ𝑡ℎ hidden node 

𝑦𝑜(𝑝) The value of output layer at the 𝑜𝑡ℎ output node 

𝑤𝑢ℎ(𝑝) The link weight of input layer to hidden layer 

𝑤ℎ𝑜(𝑝) The link weight of hidden layer to output layer 

𝜃ℎ(𝑝) The threshold of hidden layer at the ℎ𝑡ℎ hidden node 

𝜃𝑜(𝑝) The threshold of output layer at the 𝑜𝑡ℎ output node 

𝑒𝑜(𝑝) The error value of output layer at the 𝑜𝑡ℎ output node 

𝑡𝑜(𝑝) The target value of output layer at the 𝑜𝑡ℎ output node 

𝛿ℎ(𝑝) The gradient error of hidden layer at the ℎ𝑡ℎ hidden node 

𝛿𝑜(𝑝) The gradient error of output layer at the 𝑜𝑡ℎ output node 

∝ The learning rate 

𝑤𝑢ℎ(𝑝 + 1) The new link weight of input layer to hidden layer 

𝑤ℎ𝑜(𝑝 + 1) The new link weight of hidden layer to output layer 

𝜃ℎ(𝑝 + 1) The new threshold of hidden layer at the ℎ𝑡ℎ hidden node 

𝜃𝑜(𝑝 + 1) The new threshold of output layer at the 𝑜𝑡ℎ output node 

𝑆𝑆𝐸 The sum of square error 

 

First step, the initialization of learning rate, link weights and thresholds are 

random by using the differential activation function. While the output node has only 

one node, the OS is normalized in the range from 0 to 1 to be the target for learning 

process. The target value in the output node (𝑡𝑜) can be written as: 
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𝑡𝑜(𝑝) = 0.2∙OStarget                     3.11 

 

Second step, this step is the activation process to predict the output of node by 

using the sigmoid function with the help of the following under equations when Table 

3.3 notices the variable ANN algorithm in the equations 3.12 to 3.21. 

 

 𝑦ℎ(𝑝) = 𝑆( 𝑥𝑢(𝑝) × 𝑤𝑢ℎ(𝑝) − 𝜃ℎ(𝑝)
𝑈
𝑢=1 )                                   3.12 

 

 𝑦𝑜(𝑝) = 𝑆( 𝑦ℎ(𝑝) × 𝑤ℎ𝑜(𝑝) − 𝜃𝑜(𝑝)
𝐻
ℎ=1 )                                   3.13 

 

Third step, the link weights and thresholds are adjusted as the new link weights 

and new thresholds in FFBP-ANN.  The 𝑥𝑢(𝑝) is used to predict the 𝑦𝑜(𝑝) in (12) and 

(13). The error 𝑒𝑜(𝑝) can be evaluated by comparing the 𝑡𝑜(𝑝) and 𝑦𝑜(𝑝): 

 

𝑒𝑜(𝑝) = 𝑡𝑜(𝑝) − 𝑦𝑜(𝑝)                           3.14 

 

Therefore, 𝑦𝑜(𝑝) and 𝑒𝑜(𝑝) are used to compute the gradient error of output 

nodes:  

 

            𝛿𝑜(𝑝) = [1 − 𝑦𝑜(𝑝)] ∙ 𝑦𝑜(𝑝) ∙ 𝑒𝑜(𝑝)                                           3.15 

 

     The new link thresholds and weights can be computed as: 

 

             𝑤ℎ𝑜(𝑝 + 1) = 𝛼 ⋅ 𝑦ℎ(𝑝) ⋅ 𝛿𝑜(𝑝)+𝑤ℎ𝑜(𝑝)                                     3.16 

 

             𝜃𝑜(𝑝 + 1) = −𝛼 ⋅ 𝛿𝑜(𝑝) + 𝜃𝑜(𝑝)                                                          3.17 
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We set the α to 0.25, and the gradient error of the hidden layer nodes can be 

calculated as: 

 

             𝛿ℎ(𝑝) = [1 − 𝑦ℎ(𝑝)] ∙ 𝑦ℎ(𝑝) ∙ 𝛿𝑜(𝑝) × 𝑤ℎ𝑜(𝑝)                             3.18 

 

Similarly, the new thresholds and link weights can be computed as:  

 

𝑤𝑢ℎ(𝑝 + 1) = 𝛼 ⋅ 𝑥𝑢(𝑝) ⋅ 𝛿ℎ(𝑝)+𝑤𝑢ℎ(𝑝)                  3.19 

 

𝜃ℎ(𝑝 + 1) = −𝛼 ⋅ 𝛿ℎ(𝑝) + 𝜃ℎ(𝑝)                   3.20 

          

    After that, the sequence of dataset is increased by one and the next dataset is 

entered into the equations 3.12 in the second step to operate to 3.20, and this process 

will continue until the value of 𝑝 becomes equal to the total amount of information. 

    The SSE is computed by using the 𝑒𝑜(𝑝) with the help of Equation 3.21,  an d 

this process will continue until the 𝑆𝑆𝐸 value becomes acceptable by getting equal to 

0.00001.  

 
 

𝑆𝑆𝐸 =   𝑒𝑘(𝑝)
21

𝑜=1
𝑃
𝑝=1                  3.21 

 

The values of 𝑤𝑢ℎ , 𝑤ℎ𝑜 , 𝜃ℎ and 𝜃𝑜  will be updated when the 𝑆𝑆𝐸  gets 

acceptable in the process of QoE creation.  

In the next step, it is testing the ANN model to measure the efficiency of the 

model. The QoS parameters are entered in Equation 3.12 to Equation 3.13. To estimate 

the QoE score, the output node is multiplied by 5 for estimating the QoE score that 

exists from 1 to 5 as per ITU-T P.800 as Equation 3.22. 
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𝑄𝑜𝐸 = 5 ∙ 𝑦𝑜                       3.22 

 

The performance of QoE model is calculated by the Correlation Model (𝐶𝑀) 

from the OS and QoE of datasets:  

 

             𝐶𝑀 =
 (𝑄𝑜𝐸𝑝−𝑄𝑜𝐸)(𝑂𝑆𝑝−𝑂𝑆)
𝑃
𝑝=1

  (𝑄𝑜𝐸𝑝−𝑄𝑜𝐸)
𝑃
𝑝=1

2
  (𝑂𝑆𝑝−𝑂𝑆)

𝑃
𝑝=1

2
                                                    3.23 

 

Where 𝑄𝑜𝐸 is the estimated QoE score, the 𝐶𝑀 is the correlation coefficient between 

the 𝑄𝑜𝐸𝑝 and  𝑂𝑆𝑝. Furthermore, 𝑂𝑆 is the average opinion score, 𝑂𝑆𝑝  is the 𝑝𝑡ℎ 

opinion score, 𝑄𝑜𝐸 is the average of 𝑝𝑡ℎ  QoE score, and 𝑄𝑜𝐸𝑝 is the 𝑝𝑡ℎ  QoE score. 

 

Table 3.4 Determining the model reliability levels with respect to the correlation model  

 

 

The 𝐶𝑀 value is interpreted with respect to five different reliability levels as 

per the Evant (J.D. Evans, 1996) as can be seen in Table 3.4. The function of QoE score 

estimation can be written as:   

 

𝑄𝑜𝐸 =  𝑓(𝑄𝑜𝑆)                          3.24 

 

Model Reliability Correlation Model 

Very weak 0.01 - 0.20 

Weak 0.21 - 0.40 

Moderate 0.41 - 0.60 

Strong 0.61 - 0.80 

Very strong 0.81 - 1.00 
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Where 𝑄𝑜𝑆 is the selected Quality of Service to estimate the QoE, it is multiplied by 

the normalizing coefficient to operate with Equation (3.12) and Equation (3.13) from 

the link weights and thresholds of QoE model that are received from the ANN method. 

Whereupon, the result is fed into Equation (3.22) to predict the QoE score. 

 

3.8  Proposed PGA algorithm 

 The proposed PGA algorithm is the hybrid approach combining the advantages 

of Particle Swarm Optimization (PSO) (Kennedy J. and Eberthart R., 1995) and Genetic 

Algorithm (GA) (David E. Goldberg, 1989) which are applied to be suitable for use in 

finding the answer in this research. Likewise, a hybrid approach was presented in 2001 

(Løvbjerg, Morten, et al., 2001), where this approach is used to effectively solve the 

problems. Besides, this concept of the hybrid approach is also utilized to predict the 

parameters for a full power quality disturbance parameterized model (Rodriguez-

Guerrero, Marco Antonio, et al., 2018). The feature of PSO can reduce the GA 

limitation in local search to increase the accuracy and speed. However, the exploitation 

of PSO to find the answer does not guarantee the optimal answer since there are some 

events that the initial all particles are randomized near the position of the local optimum. 

As a result, the answer obtained by using PSO may not be the global optimum. Besides, 

the PSO cannot always be used to guarantee a global optimum, but it can be applied to 

increase the possibility of global optimum (Pandi, V. R., Panigrahi, B. K., et al., 2011; 

Feng, P., Xiao-Ting, et al., 2013).Thus, the advantage of GA with exploration, which 

can increase the chances of finding the optimal answer in search space, is jointly applied 

among PSO and GA to effectively find the optimal answer on PGA algorithm. The 

PGA process consist of population selection, crossover, and mutation like the GA 
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algorithm, and the position and velocity are changed like the PSO algorithm. The list 

of the selected population into the new generation does not only be crossover and 

mutation in the GA process but also moves the position and velocity in local search like 

the PSO process. When the local search in this thesis, it is defined that the search space 

is bounded in the particle swarm, which is exploitation more than exploration. After the 

mutation process in GA is completed, the chromosome in GA is converted to the 

particle for PSO process by transformation operation, which particles are converted 

from chromosome, to operate in the PSO process. After that, the most suitable 

populations are selected for the next generation. Fig. 3.2 represents the proposed PGA 

processes, and each process of PGA is summarized as follows:  

 

t_ga = 1

t_pso = 1
t_pso + 1

t_ga + 1

Start

Initial 

population/swarm and 

velocity

Selection poputation

Operate

Crossover and Mutation
Replacement

GA 

Termination 

Check

Yes

Finish

No

Evaluate fitness value

Update 

Pbest and Gbest

Update 

velocity and position

Convert 

chromosome to particle

Covert 

particle to chromosome

PSO 

Termination 

Check

Yes

No

GA operation

Transformation 

operation

PSO operation
 

 

 Figure 3.2 The proposed PGA processes (Uthansakul P., Anchuen P., et al, 2020) 
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3.8.1 Initial population and velocity 

  In the first process of PGA, the initial population in the GA algorithm 

and the swarm in the PSO algorithm are the same process for the initial member group 

to find the answer. The population is randomized from the search space to be the initial 

population by using Equation 3.25. Within the population consists of many 

chromosomes, each chromosome consists of many genes, and each gene is the service 

priority factor of each service. When the service priority factor is the parameter used to 

optimize the radio resource allocation in LTE networks for this thesis. Likewise, the 

population is the swarm, and the particle in the PSO algorithm is similar to the 

chromosome in the GA algorithm. The swarm consists of many particles and each 

particle is the service priority factor as the same as the gene in the GA algorithm. 

Besides, the additional process must random the velocity of the particle that is seen as 

a chromosome by using Equation 3.26. 

 

𝑃𝑜𝑙𝑑 = 𝑅𝑝(𝑁)                     3.25 

 

𝑉 = 𝑅𝑣(𝑁)                         3.26 

 

where 𝑃𝑜𝑙𝑑  is the old population, 𝑅𝑝(𝑁) is the random population function with 𝑁 

chromosomes. Each chromosome is contained with the gene information 

(𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 = {𝑔𝑒𝑛𝑒1, 𝑔𝑒𝑛𝑒2, … , 𝑔𝑒𝑛𝑒𝐷}), and 𝐷 is the dimension number. 𝑁 is 

the chromosome number in each generation (t_ga). 𝑉  is the particle velocity, and 

𝑅𝑣(𝑁) is the random velocity function with 𝑁 particles. The randomization process of 

𝑃𝑜𝑙𝑑 and 𝑉 are shown in Fig. 3.3. 
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 Figure 3.3 Initial population and velocity (Uthansakul P., Anchuen P., et al, 2020) 

 

3.8.2 Selection population 

  In the selection population process in the GA operation, the old 

population from the previous processes is proceeded to choose the appropriate 

population to be the new population in the next generation by using the combined rank 

method, which is the combination of fitness rank and diversity rank to deeply search in 

a narrow range for the optimal results. The selection function chooses the new 

population with the help of combined rank method until the number of chromosomes 

becomes equal to 𝑁 as per Equation 3.27. 

 

𝑃𝑛𝑒𝑤 = 𝑓𝑠(𝑃𝑜𝑙𝑑)                          3.27 

 

where 𝑃𝑛𝑒𝑤 is the new population, and 𝑓𝑠(𝑃𝑜𝑙𝑑) is the selection function from 𝑃𝑜𝑙𝑑. This 

process is shown in Fig. 3.4. 

𝑃𝑜𝑙𝑑 V

𝑔𝑒𝑛𝑒1 𝑔𝑒𝑛𝑒2 … 𝑔𝑒𝑛𝑒𝐷

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒

1 0 1 0 0 … 0 1 1

𝐵𝑖𝑛𝑎𝑟𝑦  𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 1

…

𝑉𝑒 𝑜𝑐𝑖𝑡𝑦  𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐 𝑒

𝑉 1
X X X X X … X X X

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  2 X X X X X … X X X

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 𝑁 X X X X X … X X X

𝑉  

𝑉 𝑁

…

 1,  2,…,  𝐷

 1,  2,…,  𝐷

 1,  2,…,  𝐷

 1 ,  2,…,  𝐷
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 Figure 3.4 Selection population (Uthansakul P., Anchuen P., et al, 2020) 

 

 

 

 Figure 3.5 Crossover and Mutation (Uthansakul P., Anchuen P., et al, 2020) 

 

3.8.3 Operate crossover and mutation 

  The processes of crossover and mutation in the GA operation are shown 

in Fig. 3.5. The crossover process is the transfer of internal genes among the 

S
e
le

c
tio

n
 p

o
p
u
la

tio
n

𝑃𝑜𝑙𝑑

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  1

…

X X X X X … X X X

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  2 X X X X X … X X X

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 𝑁 X X X X X … X X X

…

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒   𝑁 X X X X X … X X X

…

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  𝑁 + 1 X X X X X … X X X

𝑃𝑛𝑒𝑤

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  1

…

X X X X X … X X X

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  2 X X X X X … X X X

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒  𝑁 X X X X X … X X X
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chromosomes to create a new genetic feature that is different from the original. The 

crossover process has many methods such as single-point crossover, two-point crossover 

and multiple-point crossover (Z. Michalewicz, 1992). The new population from the 

previous process and crossover probability (𝑝𝑐) executes the crossover function (𝑓𝑐) and 

updates the 𝑃𝑛𝑒𝑤 using Equation 3.28. 

 

𝑃𝑛𝑒𝑤=𝑓𝑐(𝑃𝑛𝑒𝑤,p
c
)                                    3.28 

 

Whereupon, the 𝑃𝑛𝑒𝑤   is led to the next process. The mutation process is 

changing in genes within the chromosome to generate the new genetic features that are 

slightly different from the original with the mutation probability (𝑝𝑚) by using Equation 

3.29. 

 

𝑃𝑛𝑒𝑤=𝑓𝑚(𝑃𝑛𝑒𝑤,p
c
)                      3.29 

 

3.8.4 Convert chromosome to particle 

  To perform the GA operation toward the PSO operation, the 

chromosome is changed into the particle in transformation operation. When each 

particle including the position and velocity of dimension, each gene in the chromosome 

is the position in each dimension. The position and velocity in each dimension are 

included as particle. The transformation of the chromosomes into the particle can be 

written Equation 3.30. 

          

[𝑋, 𝑉] = 𝑓𝑐𝑝(Chromosome, 𝑉)                      3.3 
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where  𝑋 is the particle position, which is the service priority factor, and 𝑓𝑐𝑝 is the 

function to convert the chromosome to the particle as shown in Fig. 3.6. 

 

 

  

Figure 3.6 Conversion from chromosome to particle (Uthansakul P., Anchuen P., et 

al, 2020) 

 

3.8.5 Evaluate fitness value 

  To evaluate the fitness value of particle in this process, the objective 

function is used to compute the fitness value that can be calculated as: 

 

𝐹(𝑋) = 𝑓𝑜(𝑋)                      3.31 

 

where  𝐹(𝑋) is the fitness value of 𝑋 and 𝑓𝑜 is the objective function. 

3.8.6 Update Pbest and Gbest 

  The particle position with the highest fitness value from the swarm in 

the current cycle and all cycles are updated as 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡, respectively.These 

operations are calculated by using the following equations:  
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𝐼𝑓 𝐹(𝑋𝑘𝐷) > 𝐹(𝑃𝑏𝑒𝑠𝑡) 𝑇𝐻𝐸𝑁  

𝑃𝑏𝑒𝑠𝑡𝐷 = 𝑋𝑘𝐷 𝐸𝑁𝐷𝐼𝐹                     3.32 

 

𝐼𝑓 𝐹(𝑋𝑘𝑑) > 𝐹(𝐺𝑏𝑒𝑠𝑡) 𝑇𝐻𝐸𝑁  

𝐺𝑏𝑒𝑠𝑡𝐷 = 𝑋𝑘𝐷 𝐸𝑁𝐷𝐼𝐹                     3.33

      

where 𝑃𝑏𝑒𝑠𝑡 is the position where the particle has the highest objective value in the 

current cycle i.e. 𝑃𝑏𝑒𝑠𝑡𝐷 = {𝑃𝑏𝑒𝑠𝑡1, 𝑃𝑏𝑒𝑠𝑡2, … , 𝑃𝑏𝑒𝑠𝑡𝐷}, and 𝐺𝑏𝑒𝑠𝑡  is the position 

where the particle has the highest objective value in all the cycles i.e.𝐺𝑏𝑒𝑠𝑡𝐷 =

{𝐺𝑏𝑒𝑠𝑡1, 𝐺𝑏𝑒𝑠𝑡2, … , 𝐺𝑏𝑒𝑠𝑡𝐷} . The 𝑋𝑘𝐷(𝑡) = {𝑥𝑘1(𝑡), 𝑥𝑘2(𝑡), … , 𝑥𝑘𝑑(𝑡), 𝑥𝑘𝐷(𝑡)} 

where 𝐷 is the dimension number, 𝑑 is the sequence of dimensions, 𝑘 is the sequence 

of particles and 𝑡 is the sequence of cycles (t_pso). 

3.8.7 Update velocity and position 

  The velocity and position of each particle in the next cycle are updated 

and can be calculated by using the following equations: 

 

 

 

                      

           3.34 

 

  

                     3.35 

 

 𝑘𝑑(𝑡 + 1) = 𝑤(𝑡) 𝑘𝑑(𝑡) 

                         +𝑐𝑝𝑢𝑝(𝑃𝑏𝑒𝑠𝑡𝑑 − 𝑥𝑘𝑑(𝑡)) 

                         +𝑐𝑔𝑢𝑔(𝐺𝑏𝑒𝑠𝑡𝑑 − 𝑥𝑘𝑑(𝑡)) 

 𝑘𝑑(𝑡 + 1) = {
 𝑚𝑖𝑛 𝑖𝑓 𝑘𝑑(𝑡 + 1) ≤  𝑚𝑖𝑛
 𝑚𝑎𝑥  𝑖𝑓 𝑘𝑑(𝑡 + 1) ≥  𝑚𝑎𝑥

 

 

𝑥𝑘𝑑(𝑡 + 1) = 𝑥𝑘𝑑(𝑡) + 𝛼 𝑘𝑑(𝑡 + 1) 

𝑥𝑘𝑑(𝑡 + 1) = {
𝑥𝑚𝑖𝑛 𝑖𝑓𝑥𝑘𝑑(𝑡 + 1) ≤ 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥  𝑖𝑓𝑥𝑘𝑑(𝑡 + 1) ≥ 𝑥𝑚𝑎𝑥
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where  𝑘𝑑  and 𝑥𝑘𝑑  are the velocity and position of a 𝑘𝑡ℎ  particle in the 𝑑𝑡ℎ 

dimension. 𝑃𝑏𝑒𝑠𝑡𝑑  and 𝐺𝑏𝑒𝑠𝑡𝑑  are the positions where the particle has the highest 

objective value in the current cycle and all cycles at the 𝑑𝑡ℎ dimension, respectively. 𝑤 

and 𝛼 are the weight values to determine the distance for changing the velocity and the 

position. The 𝑐𝑝 and 𝑐𝑔 are the acceleration constant of personal best position and the 

global best position, respectively. The 𝑢𝑝 and 𝑢𝑔 are the constants for the searching of 

personal best position and global best position, respectively. 

3.8.8 PSO termination check 

  To terminate the PSO operation, there are three conditions for the PSO 

termination check. The first condition considers when the 𝐹(𝑋𝑘𝐷) has a higher than the 

desired answer, it will terminate in the PSO operation and proceed to the next process. 

The second condition considers when the number of search cycles exceeds the set value, 

it will terminate working. The last condition considers when all particles in a swarm 

have the same X value, it will terminate working. The PSO termination check can 

choose only one condition to terminate in the PSO operation, in which each condition 

have different performance. However, this thesis chooses the second condition to aim 

the quick and effective working in PSO operation.  

3.8.9 Convert particle to chromosome 

  When the PSO operation is terminated with some condition, the particle 

is converted to the chromosome by separating the position of particle to gene and the 

velocity of particle to use in the next generation in the PGA algorithm. The change from 

particle to chromosome is preceded by using Equation 3.36.  

 

[Chromosome, 𝑉] = 𝑓𝑝𝑐(𝑋, 𝑉)                        3.36 
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where 𝑓𝑝𝑐 is the function in order to convert the particle to chromosome. 

 

 

  

Figure 3.7 Conversion from particle to chromosome (Uthansakul P., Anchuen P., et 

al, 2020) 

 

3.8.10 Replacement 

  In this process, the new population is replaced with the appropriate value 

for the next generation by using the following equation: 

 

𝑃𝑜𝑙𝑑 = 𝑓𝑟  (𝑃𝑜𝑙𝑑, 𝑃𝑛𝑒𝑤)                             3.37 

 

where 𝑓𝑟 is the function of population replacement. 

3.8.11 GA termination check 

  To terminate the GA operation in PGA algorithm, the GA termination 

check has two conditions. The first condition considers when the results better or equal 
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to the desired answer, it will stop finding the answer. The second condition considers 

when the number of search generation exceeds the set value, it will stop finding the 

answer. 

The operation to find the answer of optimal parameter by using PGA algorithm 

can be written as Equation 3.38.  

 

[X, 𝑁𝑢𝑠𝑒𝑑] =    𝑓𝑝(𝑝𝑟𝑘,𝜑)                 3.38 

 

where X is the answers of optimal parameter, and 𝑁𝑢𝑠𝑒𝑑 is the number of used members 

in the search space to find the answer with the 𝜑, which is PGA algorithm in this part. 

The ANN model is used to calculate the QoE in the process function (𝑓𝑝), which it is 

explained in chapter IV. The integration of the ANN and PGA in the proposed system 

can be seen in Fig. 3.8.  

 

 

  

Figure 3.8 The integration of ANN and PGA in the proposed system (Uthansakul P., 

Anchuen P., et al, 2020) 
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3.9  Possibility of implementation concept 

 When the Orthogonal Frequency-Division Multiple Access (OFDMA) 

technology is used for downlink to data transmission from eNB to UEs, the radio 

resources are divided into Frequency Domain (FD) and Time Domain (TD). The FD is 

divided into Resource Block (RB), which is Sub Channel (SC), the number of RB 

depends on the used bandwidth i.e., bandwidth 5 MHz has 25 RBs or SCs. The TD is 

divided into radio frame, where 1 radio frame is equal to 10 subframes which takes 10 

ms or 10 Transmission Time Interval (TTI). RBs are allocated to each flow in every 1 

subframe at the eNB on the MAC layer. However, the processing time should be less 

than 1 ms to reduce the risk, so the process to deliver all RBs should be completed 

within 800 microseconds from the specification 80 percent of 1 ms. Therefore, the 

scheduling algorithm design should also be considered the computational complexity 

for the possibility of implementation under the ability of processing. 

 When the technology for creating the Central Processing Unit (CPU) is 

continuously developed, the processing unit can quickly respond to the complex 

calculations. Also, the use of the Graphics Processing Unit (GPU) applies for 

computing many sub-tasks, and Application-Specific Integrated Circuit (ASIC) uses 

for the specific working, they make the possibility in modern computer science to 

quickly apply complex calculations. When designing new methods to increase 

efficiency, it is very necessary for considering the computational complexity of the 

algorithm with Big O notation for the possibility of implementation. With orders of 

common functions, the least complex is constant that is computed as O(1), where the 

highest complex is factorial with O(n!). When the proposed algorithm may be effective 

more than other algorithms, it does not guarantee that it will actually be implemented 
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because it is too complex to design a system. Thus, the algorithm for optimizing the 

network that can implement in the real environment must have low complexity for the 

computation of processing. The processing time of method in this thesis for radio 

resource allocation should be operated within 800 microseconds. For this reason, it is 

impossible if the system will require more complicated calculations. Hence, one of the 

methods to effectively allocate the radio resource to UEs is a lookup table creation by 

using the proposed algorithm to find the optimal parameters. The result obtains the 

appropriate service priority factor of each service that is the constant to multiply the 

existing algorithm in the system, the computational complexity of method is equal to 

O(1). The details of the lookup table will be discussed as below. 

3.9.1 Lookup table 

   In the computer science, a lookup table is created to reduce the 

processing time, in which it replaces runtime computation with the produced array 

index. The processing time reduced from reading the values from memory, in which 

these index values may be precalculated and stored in static program. Lookup table 

creation were one of the prior methods used in the spreadsheets in computer with the 

initial version in 1979 (Bill Jelen, 2012). It makes sense to reduce the processing 

process with use a lookup table by manual caching form created with static lookup 

tables or dynamic prefetched arrays and it can proceed with the system automatically 

and improve performance for data. 

  In this thesis focuses on the optimization of radio resource allocation 

with use the appropriate service priority factor, this parameter is used to define the new 

priority metric for providing the appropriate resource to UEs based on the optimal QoE 

with constraint. The PGA algorithm is used to find the optimal parameters of service 
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priority factor, but the process of finding the answer, which can implement in the 

system may take too much work. Thus, the results are obtained from finding the optimal 

parameters in the PGA algorithm, which are used to create lookup table. However, the 

purpose of setting the static values of appropriate parameters is to guarantee the QoE 

of system with constraint and to support more users in the cell coverage with the limited 

bandwidth scenario. Thus, the possibility of implementation in this work should be 

operated with the simple static lookup table to optimize the networks as per the purpose.  

Table 3.5 is the Lookup table obtained from recent research (Uthansakul P., 

Anchuen P., et al, 2020), which is service priority factor of each service to use 

optimizing the radio resource allocation, where the cell has just only bandwidth as 5 

MHz, it can support users from 25 to 31with the average QoE of all services with 3. 

Besides, the configuration of optimal parameters from this lookup table can guarantee 

the average QoE of each service with 2, which is the condition of QoE threshold to 

provide good services to users based on the mutual benefits of service providers and 

users. 

 

Table 3.5 Lookup table of service priority factor for optimizing the radio resource 

allocation in downlink of LTE networks  

State Action 

Bandwidth UE Target of provider 𝒑𝒓𝑽𝒐𝑰𝑷 𝒑𝒓𝑽𝒊𝒅𝒆𝒐 𝒑𝒓𝑩𝑬 

5 MHz 25 Average QoE of all service > 3  8 13 2 

5 MHz 25 Average QoE of all service > 3  

and 

Average QoE of each service > 2 

2 4 5 

5 MHz 31 Average QoE of all service = 3 12 1 16 
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3.10  Summary 

 In this chapter, the system model and self-optimization are explained in detail 

for this thesis based on simulation results. The service model has defined as the tool of 

LTE-Sim to illustrate the different types of services that require QoS differently, in 

which services consist of VoIP, Video and BE. The QoS parameters have four main 

factors including TP, PLR, PD and the JT. These measured factors depend on the 

resource allocation of each data flow with the help of LTE-Sim for simulation. The 

objective functions of each service are used to estimate the OS from considering only 

one parameter even though other parameters may affect the OS. However, these 

functions have not defined requirements and formats for estimating the OS, so they are 

just only used to evaluate instead of real users. The datasets consisting of collected QoS 

and estimated OS are used in the pre-processing process to analyze and choose the QoS 

for the QoE modeling. The QoE model creation with the proposed ANN method can be 

not only predictive behavior similar to the original function, but also create a model 

that meets the needs of users with fluctuations as per the summary in recent research 

(Uthansakul P., Anchuen P., et al, 2020). 

 To the QoE awareness perspective, the common downlink scheduling 

algorithms are studied to compare the performance of an appropriate algorithm to be 

used for further development. To optimize the radio resource allocation, the service 

priority factor is entered the priority service function to multiply the priority metric 

computed by the downlink scheduling algorithm to define the radio resource allocation 

based on the QoE perspective. However, the challenge of finding the optimal parameter 

to achieve the highest QoE with constraints, which cannot know from the calculations 

of conventional mathematical equations. Thus, self-optimization with finding the 
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optimal parameter of service priority factor from the proposed PGA algorithm is carried 

out in this thesis. Besides, the possibility of implementation concept is considered with 

the lookup table creation for assigning constants to multiply by downlink scheduling 

algorithm to reduce the complexity and the time that resources are allocated. It is a 

challenge to put into practice, while the algorithm must be based on the use of methods 

that are minimal computational complexity. A detailed explanation of the methodology 

in this thesis will be discussed in the next chapter. 
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CHAPTER IV 

METHODOLOGY  

4.1 Introduction 

 In this chapter, Ph.D. candidate has explained the details regarding the 

methodology including simulation steps. The detail of methodology consists of LTE-

Sim, downlink scheduling procedure, QoE model and Optimization technique 

procedure. The overall content of this chapter is concluded in the summary. 

 

4.2 LTE-Sim  

 Almost tools to simulate the LTE protocol stack for scheduling the radio 

resource in the MAC layer. They have the limitation of access to the program with the 

unpopular tools, which is not appropriate to use as a research development tool. 

However, the appropriate tool must be an open-source framework to easily access from 

the researcher. One of the LTE simulation tools is LTE-Sim that is developed by G. 

Piro (Giuseppe Piro, et al., 2011) to simulate the working scenario instead of the 

operation in the real environment to reduce the risk and damage to the service provider. 

Thus, LTE-Sim is used to simulate in the resource allocation process with the condition 

and scenario designed in this thesis, in which LTE-Sim topology can be seen in Fig. 

4.1. 

This simulation tool can simulate several scenarios such as single/multi-cell 

scenario, single/multi-service scenario, indoor/outdoor scenario and so on. In this 

thesis, the scenario is configured as an outdoor simulation with single-cell and multiple 
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services under the condition of the limited bandwidth scenario to allocate the radio 

resource for providing the multiple users in the cell coverage area. LTE-Sim is modified 

in the process of resource allocation for the downlink scheduling algorithm with the 

priority service function as seen in Equation 3.5.  

 

E-UTRANEvolved Packet CoreIP services

S1-MME
S1-UInternet

PDN Gateway

VoIP

Best Effort

Video MME

S5/S8

S11

UE

UE

UE

eNodeB

Serving Gateway

 

 

Figure 4.1 LTE-Sim topology 

 

The results of the simulation with the LTE-Sim tool have provided the QoS 

parameters, which are measured from the created track file to sniff the packet data 

allocated to users in each service. The QoS parameters have four main factors explained 

in Chapter 3.3, which consist of TP, PLR, PD, and JT of each data flow as per user and 

service as shown in Equation 4.1. 

 

𝑄𝑜𝑆𝑖,𝑘 = 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝐹𝑖𝑗𝑘)         4.1 

 

where 𝑄𝑜𝑆𝑖,𝑘 is the QoS of 𝑖𝑡ℎ user for the 𝑘𝑡ℎ service and QoS = {TP, PLR, PD, JT} 

and k = {VoIP, Video, BE}.    
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The obtained QoS from the simulation is entered into the QoE model to evaluate 

the QoE score for each service in each user, where the service priority factor affects the 

received resource of each service differently. This effect causes average QoE of all 

services and average QoE of each service changes as per the definition of service 

priority factor. Hence, the optimal parameters of service priority factor can optimize 

the downlink scheduling based on QoE awareness. In this thesis, the used algorithm for 

finding the optimal parameters to maximize average QoE of all services and to 

guarantee the QoE threshold of each service is very important. The proposed algorithm 

and common algorithms are compared in terms of accuracy, search speed for answers 

and complexity.  

 

4.3 Downlink Scheduling Procedure 

 The downlink scheduling mechanism is used to manage the radio resource 

allocation. The allocated resource in the units of Physical Resource Blocks (PRBs) is 

provided to the UEs.  In general, the traditional procedure often chose the scheduling 

algorithm that can provide flexible resources based on traffic needed with channel 

awareness and QoS awareness, which consider the variables such as channel conditions, 

Head-of-line (HOL) packet delay targets, buffer status and service types from QoS 

Class Identifier (QCI) for using the computation of priority metric. However, the 

procedure in QoE perspective should consider internal mechanism to increase 

efficiency based on QoE awareness. In this thesis, the service priority factor is added 

to the procedure in the downlink scheduling procedure to compute the new priority 

metric that can allocate the radio resource to the UEs effectively based on QoE-aware 

by using Equation 3.5, where the data flow of user with the highest new priority metric 
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in the Sub Channel (SC) will be allocated. The downlink scheduling procedure is 

operated by the chosen scheduling algorithm in conjunction with the service priority 

factor in the MAC layer of eNB. Fig. 4.2 shows the downlink scheduling process of 

LTE technology. The operation between UE and eNB in this process can be explained 

below: 

1. The UE decodes the reference signal to define the CQI from the 

measured SINR, and then UE sent the CQI value of each SC to eNB by containing in 

Physical Uplink Control Channel (PUCCH) or Physical Uplink Shared Channel 

(PUSCH). 

2. The eNB uses the information of CQI from the active UEs in the 

cell coverage and the additional information from the higher layer to decide the PRBs 

in the packet scheduler at the MAC layer, in which the service priority factor is added 

to consider for allocating the resource. 

3. Adaptive Modulation and Coding (AMC) is used to tune the 

proper coding as per Block Error Rate (BLER) target by selecting the best Modulation 

and Coding Scheme (MCS) to provide the data to the selected UE from the highest new 

priority metric in each SC. 

4. The information of allocated UE in each PRB and MCS is 

contained in the Physical Downlink Control Channel (PDCCH) to send the UEs. 

5. Each UE reads the PDCCH, if it finds that the selected UE is 

assigned to receive information. It will access the Physical Downlink Shared Channel 

(PDSCH) payload. These processes will repeat every 1 Transmission Time Intervals 

(TTI) or 1 millisecond. 
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Figure 4.2 The downlink scheduling process of LTE technology 

 

4.4 QoE model 

 The received simulation results from LTE-Sim provide the database consisting 

of QoS parameters of each user for VoIP, Video and BE services. These collected QoS 

parameters of each service are used to estimate the OS from the objective function in 

Equation 3.1, Equation 3.2 and Equation 3.3 for VoIP, Video and BE services, 

respectively. The OS and QoS parameters of each service from every user are combined 

into the datasets to create the new objective function by using the ANN algorithm. The 

datasets of each service are analyzed the correlation between each QoS factor and OS 

to select the predictive variable. From the results in the pre-processing process, the TP, 

PLR, PD and JT are chosen to use the QoE estimation of VoIP service due to the 

absolute correlation coefficients of four factors are more than 0.20. Whereas, the video 

services use the TP and PLR to estimate the QoE because the absolute correlation 

coefficients PD and JT are not more than 0.20 and BE service use only TP to estimate 

the QoE. Table 4.1 shows the information of the QoE model created with the ANN 
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method. The Correlation Models (CM) of every model are the reliability model with a 

very strong level making the highly effective model, where hidden nodes are set as 3 

and input nodes depend on the number of selected QoS. The QoE modelling results 

with the ANN algorithm are the link weights and thresholds as shown in Fig. 4.3. 

 

Table 4.1 The information of QoE model crated by using the ANN algorithm  

Information VoIP service Video service BE service 

rTP 0.34 0.88 0.74 

rPLR -0.99 -0.82 - 

rPD -0.69 - - 

rJT -0.29 - - 

Input nodes 4 2 1 

Hidden nodes 3 3 3 

Output nodes 1 1 1 

SSE 0.00001 0.00001 0.00800 

CM 0.99 0.98 0.87 

Reliability model Very strong Very strong Very strong 

 

 When the link weights and thresholds as per Fig. 4.3, are entered in Equation 

3.24 to estimate the QoE score from the measured QoS parameters in the simulation of 

LTE-Sim. The QoE models of each service are defined as easily understanding function 

to estimate the QoE score for VoIP, Video and BE services as per Equation 4.2, 

Equation 4.3 and Equation 4.4, respectively. These functions are the new objective 

function for mapping the network-centric perspective into the user-centric perspective.   

 

 𝑄𝑜𝐸𝑉𝑜𝐼𝑃 = 𝑓(𝑇𝑃, 𝑃𝐿𝑅, 𝐷𝐿, 𝐽𝑇)𝑉𝑜𝐼𝑃                     4.2 

 

𝑄𝑜𝐸𝑉𝑖𝑑𝑒𝑜 = 𝑓(𝑇𝑃, 𝑃𝐿𝑅)𝑉𝑖𝑑𝑒𝑜           4.3 

 

𝑄𝑜𝐸𝐵𝐸 = 𝑓(𝑇𝑃)𝐵𝐸             4.4 
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Figure 4.3 The link weights and thresholds of QoE model for VoIP, Video and BE 

services 

 

In the computation of the average QoE of each service within the cell coverage 

area from the active user, the average QoE of VoIP service, the average QoE of Video 

service and the average QoE of BE service can compute from Equation 4.5, Equation 

4.6 and Equation 4.7, respectively, where N is the number of active UEs and 𝑛 is the 

sequence of active UE. 

 

𝑄𝑜𝐸𝑉𝑜𝐼𝑃
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ =

1

𝑁
∑ 𝑄𝑜𝐸𝑉𝑜𝐼𝑃,𝑛

𝑁
𝑛=1            4.5 

 

𝑄𝑜𝐸𝑉𝑖𝑑𝑒𝑜
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =

1

𝑁
∑ 𝑄𝑜𝐸𝑉𝐼𝐷𝐸𝑂,𝑛

𝑁
𝑛=1          4.6 
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𝑄𝑜𝐸𝐵𝐸
̅̅ ̅̅ ̅̅ ̅̅ ̅ =

1

𝑁
∑ 𝑄𝑜𝐸𝐵𝐸,𝑛

𝑁
𝑛=1           4.7 

 

For the QoE overview of system, the average QoE of all services or the network 

can be computed by using Equation 4.8, where 𝐾 is the number of services and 𝑘 is the 

sequence of service. 

 

𝑄𝑜𝐸 =
1

𝐾
∑ 𝑄𝑜𝐸𝑘

̅̅ ̅̅ ̅̅ ̅𝐾
𝑘=1                  4.8 

 

4.5 Optimization technique procedure 

The appropriate service priority factors of each service are adjusted by using the 

optimization technique procedure in order to allocate the radio resource to maximize 

the average QoE of all services along with maintaining the average QoE of each service 

with the QoE threshold. The configuration process of service priority factors of each 

service 𝑝𝑟𝑘 to optimize the resource allocation based on QoE-aware is as follows: start 

by setting the 𝑝𝑟𝑘 and compute 𝑝𝑟𝑖𝑘 by using Equation 3.4, multiply 𝑝𝑟𝑖𝑘 with 𝑤𝑖𝑗  to 

calculate the new priority metric 𝐹𝑖𝑗𝑘 by using Equation 3.5. The 𝐹𝑖𝑗𝑘 is used to define 

the service priority during the RBs allocation. And then the obtained QoS parameters 

of each service from the network simulation are used to estimate the average QoE of 

each service by using Equation 4.5, Equation 4.6, and Equation 4.7, and the average 

QoE of all services in the cell coverage can be computed by using Equation 4.8. These 

processes are operated to find the QoE from entering the 𝑝𝑟𝑘 into the objective function 

of system. Therefore, the process function proceeds for finding the 𝑝𝑟𝑘. Fig.4.4 shows 

the procedure of optimization as per Equation 4.9. 

  



75 
 

maximize     𝑓𝑝(𝑝𝑟𝑘, 𝜑) 

subject to     𝑄𝑜𝐸̅̅ ̅̅ ̅̅
𝑘 > 𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑘                   4.9 

 

where 𝑓𝑝  is a process function, 𝑝𝑟𝑘  is a service priority factor of the 𝑘𝑡ℎ  service. 

Besides, 𝜑= {GA, PSO, PGA} and they are the considered algorithm to find the optimal 

parameter of 𝑝𝑟𝑘. 𝑄𝑜𝐸̅̅ ̅̅ ̅̅
𝑘 is the average QoE of the 𝑘𝑡ℎ service and 𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑘 is 

the QoE threshold of the 𝑘𝑡ℎ service. 

 

 

 

Figure 4.4 The procedure of the process function 

 

4.6 Summary 

 In this chapter, the methodology has been discussed in detail regarding this 

thesis operation from the thesis design to simulate the results under the scope of the 

hypothesis and objectives of the thesis. The results of this thesis will be shown in the 

next chapter. 
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CHAPTER V 

SIMULATION RESULTS AND DISCUSSION 

5.1 Introduction 

 This chapter presents the simulation results divided into three subsections. In 

the first subsection, the QoE-aware packet scheduling is compared to the performance 

of the six common scheduling algorithms in terms of QoE performance. As a result, the 

appropriate downlink scheduling algorithm is chosen to use in the self-tuning in this 

thesis for finding the optimal parameters of service priority factor by using Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO)  and Particle swarm optimization 

and Genetic Algorithm (PGA) algorithms based on QoE-aware by maximizing the 

average QoE of the network. The performance of these algorithms is compared by 

accuracy and speed for finding the optimal parameters in the second subsection. And 

the last subsection, the proposed algorithm is chosen to the use of finding the optimal 

parameters with the condition of the QoE threshold. Also, the computational 

complexity of optimization algorithms is computed by Big O notation, and the 

possibilities of implementation are introduced by using the created lookup table. 

 

5.2 The resource allocation from the scheduling algorithms based 

on QoE-aware 

 The simulation results focused on the six downlink scheduling algorithms based 
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on the QoE-aware from LTE-Sim with the single cell with interference scenario for 

multi-users and multi-services. Table 5.1 unveils the simulation parameters based on 

the limited bandwidth scenario. In the limited bandwidth scenario, the bandwidth is set 

as 5 MHz, which can support 200 User Equipments (UEs) as per the Third Generation 

Partnership Project (3GPP) in Release 9 (3GPP TS 25.913, 2009). When many active 

UEs connect to the network simultaneously and each service requires the different 

resources, 5MHz bandwidth may not be enough to allocate all active UEs. Therefore, 

this thesis sets the number of UEs within the limited scope from 5 to 100 UEs for the 

simulation to compare the performance of scheduling algorithms.  

 

Table 5.1 Simulation parameters in LTE-Sim 

Parameters Value 

Simulation duration 120 seconds 

Frame structure FDD 

Symbol for TTI 14 

Carrier frequency 2 GHz 

Bandwidth 5 MHz 

Number of RBs 25 

Channel model Typical Urban (TU) 

Cell radius 1 km 

Scheduling time Every 1 TTI 

Mobility model Random 

Mobile speed 3 km/h 

Simulation scenario Single Cell with Interference 

Max delay 0.1 s 

Traffic model VoIP – G.729 (8.2 kbps) 

Video – Trace based H.264 (242 kbps) 

Best Effort – Infinite buffer 

UE application flow One VoIP, one Video and one BE 

Number of Users 5:5:100 

Scheduling Algorithm PF, MLWDF, EXP/PF, FLS, EXP rule and LOG rule  
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Figure 5.1 The average QOE of all services per cell by using the six common 

scheduling algorithms at the bandwidth of 5 MHz  

 

 

 

Figure 5.2 The average QOE of VoIP service per cell by using the six common 

scheduling algorithms at the bandwidth of 5 MHz 
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Figure 5.3 The average QOE of Video service per cell by using the six common 

scheduling algorithms at the bandwidth of 5 MHz 

 

 

 

Figure 5.4 The average QOE of BE service per cell by using the six common 

scheduling algorithms at the bandwidth of 5 MHz 
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The simulation results in this subsection for comparing the performance of 

downlink scheduling algorithms with the QoE perspective are shown in Fig. 5.1, Fig. 

5.2, Fig. 5.3 and Fig. 5.4 for the average QoE of all services, the average QoE of VoIP 

service, the average QoE of Video service and the average QoE of BE service, 

respectively.  

   Fig. 5.1 shows the average QoE of all services calculated by Equation 4.8, 

which is the overall QoE from the average of each service consisting of VoIP, Video 

and BE services, to use as metric for comparing the performance of each downlink 

scheduling algorithm. As the number of UEs continuously increases in the network with 

5 MHz bandwidth, the result presents that the average QoE of all services in each 

algorithm decreases significantly due to the available bandwidth is distributed to 

provide many active users with the limited resource scenario. When comparing the 

effectiveness of six scheduling algorithms to allocate the radio resource from Fig. 5.1, 

the Exponential rule (EXP rule) algorithm provides the highest average QoE of all 

services when UEs are equal to100 in 5 MHz bandwidth, which is the limited bandwidth 

scenario. Thus, this algorithm is more suitable than other algorithms for using resource 

allocation in terms of the QoE perspective from overall networks. In addition, Fig. 5.2, 

Fig. 5.3 and Fig. 5.4 show the average QoE of VoIP service, the average QoE of Video 

service and the average QoE of BE service, which are computed by Equation 4.5, 

Equation 4.6, Equation 4.7, respectively. These results have found that the Frame Level 

Scheduler (FLS) algorithm, which is designed to allocate on Realtime (RT) services 

having the highest average QoE for RT service including VoIP and Video as shown in 

Fig. 5.2 and Fig. 5.3, and the lowest average QoE for the Non-Realtime (NRT) that is 

BE service as shown in Fig. 5.4, when this algorithm used in the limited bandwidth 
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scenario, which is UEs as equal to100. Whereas, the QoE of BE service becomes 0 for 

the UEs that are not allocated. The results from previous research show that each 

algorithm designed for specific use in terms of the QoS perspective (Sivasubramanian 

A., et al., 2017) while the appropriate algorithm to use the resource allocation in the 

QoE perspective should be considered from this subsection result, which found that the 

EXP rule algorithm is suitable to develop with the solution of this thesis. 

In the next subsection, the resource allocation optimization with the optimal 

parameters of service priority factor will be presented in terms of the QoE metric. The 

optimal parameters can help to maximize the average QoE of all services within the 

serving cell while the service priority factor of each service is searched by using the 

Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and the proposed 

algorithm in this thesis. The performance of these algorithms is compared to choose the 

best algorithm to operate the optimization with constraints to guarantee the average 

QoE of each service for UEs and maximize the average QoE of all services in the last 

subsection.  

 

Table 5.2 Search space size deepened on the range of service priority factor with the 

consideration of 3 services 

Range of 𝒑𝒓𝒌 The number of 𝒑𝒓𝒌 Search space size 

1 to 8 8 512 

1 to 16 16 4,096 

1 to 32 32 32,768 

1 to 64 64 262,144 

1 to 128 128 2,097,152 
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5.3 Finding the optimal parameters using GA PSO and PGA 

algorithms 

 To demonstrate the QoE-aware in the designed optimization method in this 

thesis by using the service priority factor of each service to allocate the radio resource, 

the EXP rule is used to allocate the radio resources in this subsection. The simulation 

parameters as shown in Table 5.1 are readjusted with assigning the number of UEs 

equal to 25, scheduling algorithm by choosing EXP rule algorithm, and implementing 

the service priority factor of each service to determine the new priority metric in the 

resource allocation mechanisms to UEs that can compute from Equation 3.5 for the 

purpose of increasing QoE. However, the average QoE of all services is set as 3.00 to 

be the threshold of networks to guarantee the overall services of active UEs as per ITU-

T P.800 (ITU-T Rec. P.800, 1996), when 3.00 is the fair level that is defined in the 

qualitative feel. Moreover, the defined QoE threshold should be considered for the 

trade-off between the used radio resources and the received QoE. When the QoE 

threshold is set too high, the system uses a lot of radio resources to respond to the needs 

of the user from the defined QoE, resulting in the investment expenses increased for 

improving the networks. The result from first subsection, the average QoE of all 

services is equal to 3.00, which can just only support the number of 25 UEs as shown 

in Fig. 5.1. 

 In the configuration of the service priority factor, Table 5.2 shows the size of 

the search space that depends on the range of service priority factor. When the range of 

service priority factor is enlarged, it will increase the search space exponentially, 

resulting in the search for answers lasted for a long time. Meanwhile, determining the 
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range of service priority factor needs to consider the size of the search space that is 

appropriate and still be effective in finding answers by thinking about the 

implementation. Therefore, the service priority factor has been defined as 𝑝𝑟𝑘 ∈ 𝐼+ =

{1,2, … ,16} , which is a positive integer from 1 to 16 for the 𝑝𝑟  of each service 

consisting of VoIP, Video and BE. The possible answer in search space is equal to the 

number of 𝑝𝑟 members power the number of services, which are equal to 163 = 4096 

members. However, the range of positive integer is defined by using the Try and Error 

method to find the appropriate data range with the high QoE change between two 

adjacent points without exceeding significant QoE values (less than 5 percent).  

The original method to find the optimal parameters of service priority factor is 

necessary to use the exhaustive search method by finding all possible answers in the 

search space, which consists of 4096 members to find the service priority factors that 

result in the highest average QoE of all services. From the simulation results by using 

the exhaustive search method in EXP rule algorithm at 25 UEs, bandwidth equal to 5 

MHz, found that the optimal parameters of service priority factor in each service as 

𝑝𝑟𝑉𝑜𝐼𝑃 =11, 𝑝𝑟𝑉𝑖𝑑𝑒𝑜 =1 and 𝑝𝑟𝐵𝐸 = 16, which the average QoE of all services is equal 

to 3.33 as shown in Fig. 5.5.  

 When the set of  {11,1,16} is one of 4096 members , it is the optimal parameters 

that makes the highest average QoE of all services then 𝑄𝑜𝐸𝑉𝑜𝐼𝑃
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 4.96, 

𝑄𝑜𝐸𝑉𝑖𝑑𝑒𝑜
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =1.06 and  𝑄𝑜𝐸𝐵𝐸

̅̅ ̅̅ ̅̅ ̅̅ ̅ = 3.97 as shown in Fig. 5.6, Fig. 5.7 and Fig. 5.8, 

respectively. From the results, the results can observe that the way to define the service 

priority factor will make the average QoE of all services increase by 11 percent in this 

case with EXP rule algorithm at 5 MHz bandwidth. 
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Figure 5.5 The average QoE of all services by defining the service priority factor with 

the EXP rule algorithm at 25 UEs (4096 members) 

 

 

 
Figure 5.6 The average QoE of VoIP service by defining the service priority factor 

with the EXP rule algorithm at 25 UEs (4096 members) 
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Figure 5.7 The average QoE of Video service by defining the service priority factor 

with the EXP rule algorithm at 25 UEs (4096 members) 

 

 

 
Figure 5.8 The average QoE of BE service by defining the service priority factor with 

the EXP rule algorithm at 25 UEs (4096 members) 
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a. The projection graph of average QoE of all services on the 𝑝𝑟𝑉𝑜𝐼𝑃 from 1 to 16 

 

 

 
b. The projection graph of average QoE of all services on the 𝑝𝑟𝑉𝑜𝐼𝑃 = 11  

 

Figure 5.9 The projection graph of average QoE of all service by defining the service 

priority factor with the EXP rule algorithm at 25 UEs 
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 To demonstrate the experimental results of the optimal parameters in the search 

space using the exhaustive search method, the graph of Fig. 5.5 which is the average 

QoE of all services, is screened to clearly explain the problem of search space with the 

projection of the 𝑝𝑟𝑉𝑜𝐼𝑃 axis from 1 to 16 as shown in Fig. 5.9 a. When the answer in 

each sub-graph of 𝑝𝑟𝑉𝑜𝐼𝑃 has the highest average QoE of all services at 𝑝𝑟𝑉𝑖𝑑𝑒𝑜 =1 and 

𝑝𝑟𝐵𝐸 = 16, the global maximum of the average QoE of all services is at 𝑝𝑟𝑉𝑜𝐼𝑃 =11, 

𝑝𝑟𝑉𝑖𝑑𝑒𝑜 =1 and 𝑝𝑟𝐵𝐸 = 16 as shown in Fig. 5.9 b. With the apparent nature of concave 

surfaces, it caused many local optimums. Although the gradient descent method is used 

to effectively find the global optimum in other works, the nature of the answer in this 

thesis is not appropriate for this method due to the operation of gradient descent may 

converge to a local optimum. Thus, the problem should be considered with the heuristic 

method with the exploration and exploitation features that are suitable for finding the 

answer in the search space of this thesis. 

 According to finding the optimal parameters in this method, it is the exhaustive 

search method that is finding all answers in search space for the best answer. In general, 

the search space is large, so it takes a long time to find all the answers. Therefore, the 

exhaustive search method is replaced by using the modern method with the constrained 

multivariable optimization for this thesis in the inequality constrained of the QoE 

threshold. This optimization technique is the direct method by a heuristic search. It can 

search for answers from a large search space much faster than the exhaustive search 

method, but the disadvantage is that the answer is not sure is the best answer. Although 

some problems have a very large search space and it is impossible to do the search with 

the exhaustive search method, so the process of heuristic is necessary. In this thesis, Ph.D. 

candidate has used the optimization technique with GA, PSO, and PGA algorithms to 
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find the optimal parameters of service priority factor that cause the highest average QoE 

of all services. These algorithms are compared to the results obtained in finding the 

answer in the search space for the probability of obtaining the best answer. 

 In this thesis, the appropriate parameters within GA, PSO, and PGA by 

determining the number of populations in each generation is equal to 4, for use in the 

operations of each cycle in GA and PGA, the number of particles in each generation 

equal to 16 for PSO. The number of populations and particles is the member in search 

space which is equal to 4096. To stop working for finding the optimal parameters in 

these algorithms, Ph.D. has assigned two important conditions. First condition, the 

number of members in the search space used to find answers (𝑁𝑢𝑠𝑒𝑑) must not exceed 

10 percent (410 members). Second condition in GA and PGA, if found that the answer 

for the average QoE of all service does not increase more than 50 generations, and the 

condition of PSO is stopped when it is found that the position of all particle in generation 

is the same. The experimental results to find the optimal parameters of service priority 

factor with GA, PSO, and PGA algorithms in 1000 times, the best algorithm must have 

a high probability for the best answer and find the answer quickly. The algorithm must 

find the best answer under the conditions that have been set for the algorithm downtime 

which is calculated as the percentage of accuracy (𝑃𝑔𝑙𝑜𝑏𝑎𝑙). Meanwhile, it must have an 

average of the number of members in the space used to find answers at a low value 

which is calculated as the percentage of average 𝑁𝑢𝑠𝑒𝑑. Results from the experiment by 

defining the service priority factor with EXP rule algorithm at 25 UEs, the comparison 

of these above-mentioned algorithms are unveiled in Table 5.3. It can be seen that the 

PGA performs better than the other two algorithms with the percentage accuracy (𝑃) of 

97.3 percent and the average number of used members (Avg. 𝑁𝑢𝑠𝑒𝑑) is 58 members by 
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running the different simulation 1000 times. This average number of used members are 

accounted as 1.42 percent of the 4096 members. 

 

Table 5.3 Performance comparison of GA, PSO and PGA algorithms for finding the 

optimal parameters with maximizing QoE 

Algorithm 𝑷 (%) Avg. 𝑵𝒖𝒔𝒆𝒅 Max. 

𝑵𝒖𝒔𝒆𝒅 

Min. 

𝑵𝒖𝒔𝒆𝒅 

Avg. 

𝑵𝒖𝒔𝒆𝒅 (%) 

GA 94.2% 64 178 8 1.56% 

PSO 87.3% 186 408 48 4.55% 

PGA 97.3% 58 196 20 1.42% 
 

 
When the PGA is an algorithm that is more effective than the remaining 

algorithms, it is implemented to determine the optimal parameters of service priority 

factors to increase UEs. The average QoE of all services is equal to 3.00 from EXP rule 

at 25 UEs without optimization in this thesis. If the operators need to maintain the 

quality of network from requiring the average QoE of all services to be no less than 3 

which is in the fair level according to ITU-T P.800 standard, when the EXP rule 

algorithm has been used without adjusting the service priority factor at bandwidth equal 

to 5 MHz, it can support only 25 UEs as simulation results in Fig. 5.10. Thus, the 

designed methodology has been adopted the from this thesis to increase the efficiency 

of resource allocation, so it can support users from the specified QoE threshold. From 

the simulation results, it was found that when increasing the efficiency of the network 

with the technique of resource allocation in this thesis, the proposed solution can 

increase the number of users up to 46 UEs with adjusting the service priority factor 

when  𝑝𝑟𝑉𝑜𝐼𝑃 = 11, 𝑝𝑟𝑉𝑖𝑑𝑒𝑜 = 1 and 𝑝𝑟𝐵𝐸 = 16, 𝑄𝑜𝐸𝑉𝑜𝐼𝑃
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 4.94, 𝑄𝑜𝐸𝑉𝑖𝑑𝑒𝑜

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 1.04 

and  𝑄𝑜𝐸𝐵𝐸
̅̅ ̅̅ ̅̅ ̅̅ ̅ = 3.02, while the network still maintains the average QoE of all service at 
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least 3 as shown in Fig. 5.11. With this technique, it can support the UE up to 46 −

25 =21 UEs, which increases 84 percent at 5 MHz bandwidth by maintaining the 

average QoE of all services.  

 

 

 

Figure 5.10 Simulation scenario from EXP rule algorithm without adjusting the service 

priority factor at bandwidth 5 MHz at the average QoE of all services is 

equal to 3.00 and 25 UEs 
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Figure 5.11 Simulation scenario from EXP rule algorithm with adjusting the service 

priority factor at bandwidth 5 MHz at the average QoE of all services is 

equal to 3.00 and 46 UEs 

 

5.4 Finding the optimal parameter with the condition of QoE 

threshold using PGA algorithm 

 From the results of the previous subsection, Ph.D. candidate has noticed that 

this optimization method increases the average QoE of all services and can support 

more users. But, it is found that some services have a low average QoE. In the Mobile 

Network Operators (MNOs) perspective, it is important to solve the problem of this 

point to improve the services making the coverage of all user needs. Thus, the 

importance of this problem should be seen and improved from the proposed solution in 

this thesis by using the modern method to solve problems effectively. With the 

advantages of the methodology designed, it is possible to find the best answer with 
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conditions, which are assigned to the condition of the QoE threshold in each service 

that is equal to 2. This proposed subsection is to enable users to gain better experience 

and operators can also allocate resources effectively to ensure a higher average QoE of 

all services with the QoE threshold of each service. 

 In this subsection, the simulation parameters have been still re-adjusted as 

shown in Table 5.3 with 25 UEs, EXP rule algorithm, and bandwidth is equal to 5 MHz. 

The QoE threshold in each service is defined in the PGA, the QoE condition can be 

shown as Equation 4.9. In the PGA operation mechanism for finding the optimal 

parameters of service priority factor, it random the population in search space. After 

that, it sends to the next step to crossover and mutation and the PSO process in the PGA 

algorithm. The PSO process is important for the exploitation with the multiple-goal 

objective that considers the optimal points of the average QoE of all services and the 

average QoE of each service. When the operation in the PSO process completed, it will 

be forwarded to the next generation and proceeded until the best answer with the QoE 

conditions. The PSO operations equations with the multiple-goal objective techniques 

are written in Appendix A. 

 From the simulation results by using EXP rule algorithm, it found that the 

average QoE of all services is equal to 3.04 when 𝑝𝑟𝑉𝑜𝐼𝑃 = 4, 𝑝𝑟𝑉𝑖𝑑𝑒𝑜 = 7, 𝑝𝑟𝐵𝐸 =8, 

𝑄𝑜𝐸𝑉𝑜𝐼𝑃
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 4.95, 𝑄𝑜𝐸𝑉𝑖𝑑𝑒𝑜

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =2.01 and  𝑄𝑜𝐸𝐵𝐸
̅̅ ̅̅ ̅̅ ̅̅ ̅ = 2.17. The members in search space 

with the average QoE of each service more than 2 as shown in Fig. 5.12, Fig. 5.13 and 

Fig. 5.14 for VoIP, Video and BE services, respectively. The same members in search 

space in each service are possible answers that are just equal to 74 members as shown 

in Fig. 5.15. The best answer in these members have been found with the PGA, which 

can be displayed as shown in Table 5.4.  
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Figure 5.12 The average QoE of VoIP service by defining the service priority factor 

with the EXP rule algorithm at 25 UEs to be more than 2 at the bandwidth 

of 5MHz (4054 Members) 

 

 

 

Figure 5.13 The average QoE of Video service by defining the service priority factor 

with the EXP rule algorithm at 25 UEs to be more than 2 at the bandwidth 

of 5MHz (2253 Members) 
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Figure 5.14 The average QoE of BE service by defining the service priority factor with 

the EXP rule algorithm at 25 UEs to be more than 2 at the bandwidth of 

5MHz (1921 Members)  

 

 

 
Figure 5.15 The average QoE of all services by defining the service priority factor with 

the EXP rule algorithm at 25 UEs with the average QoE of VoIP, Video 

and BE services to be more than 2 at the bandwidth of 5MHz (74 Members) 
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Table 5.4 Result from finding the optimal parameters with the condition of QoE 

threshold by using PGA algorithm  

Algorithm 𝑷 (%) Avg. 𝑵𝒖𝒔𝒆𝒅 Max. 

𝑵𝒖𝒔𝒆𝒅 

Min. 

𝑵𝒖𝒔𝒆𝒅 

Avg. 

𝑵𝒖𝒔𝒆𝒅 (%) 

PGA 54.5% 116 406 20 2.83% 
 

 

In addition, the optimization with constrains from this technique is used to find 

the optimal parameters that affect to the overall QoE more than QoE threshold. When 

the result of optimal parameters as  𝑝𝑟𝑉𝑜𝐼𝑃 = 4 , 𝑝𝑟𝑉𝑖𝑑𝑒𝑜 = 7 and 𝑝𝑟𝐵𝐸 = 8, it causes 

the average QoE of all service is equal to 3.00, 𝑄𝑜𝐸𝑉𝑜𝐼𝑃
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 4.94, 𝑄𝑜𝐸𝑉𝑖𝑑𝑒𝑜

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 2.01 and  

𝑄𝑜𝐸𝐵𝐸
̅̅ ̅̅ ̅̅ ̅̅ ̅ = 2.05. It can support the UE up to 26 UEs, which the overall QoE increases 4 

percent with exiting 5 MHz bandwidth. 

 
Table 5.5 Computational complexity comparison between GA, PSO and PGA 

algorithms (n=population size) 

Process Computational complexity of algorithms 

GA PSO PGA 

Initial population/swarm and velocity O(1) O(1) O(1) 

Selection population O(n2)  O(n2) 

Operate crossover and mutation O(n)+ O(n)  O(n)+ O(n) 

Convert chromosome to particle   O(n) 

Evaluate fitness value  O(n) O(n2) 

Update Pbest and Gbest  O(n)+ O(n) O(n2)+ 

O(n2) 

Update velocity and position  O(n)+ O(n) O(n2)+ 

O(n2) 

PSO termination check  O(n) O(n2) 

Convert particle to chromosome   O(n) 

Replacement O(n.log(n))  O(n.log(n)) 

GA termination check O(n)  O(n) 

Total O(n2+n.log(

n)+3n+1) 

=O(n2) 

O(6n+1) 

=O(n) 

O(7n2+n.log

(n)+5n+1) 

=O(n2) 
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5.5 Computational complexity of optimization algorithms  

 The computational complexity of the proposed algorithm has been compared 

and discussed in terms of Big O notation. Table 5.5 unveils the complexity comparison 

between the proposed and reference algorithms including GA and PSO. As seen in 

Table 5.5, the computational complexity of the PSO is less than the other algorithms, 

but the percentage accuracy of PSO is very low. The complexity of the GA and PGA is 

similar, but the percentage accuracy of the PGA is more than GA. Furthermore, the 

number of used members in the search space of the PGA is less than GA. Therefore, 

the PGA algorithm performs between the GA and PSO without a substantial increment 

in the computational complexity. 

 

5.6 Implementation concept 

 From the results in this thesis, the network configuration is adjusted with the 

action as per the policy of the network state for the self-tuning system. In the 

implementation concept, the policy of a created lookup table is very useful to use the 

implementation of the networks to provide the UEs according to the condition of 

service. Table 5.6 shows the policy table to quickly improve the network from the 

conditions of the state consisting of bandwidth, the number of UEs and the target of 

provider to find the action of service priority factor for operating the network 

optimization. This table shows an example of a network configuration in the resource 

scheduler process to meet the objectives of the target, which include the function of the 

service guarantee. There are four states under the limited bandwidth scenario based on 

resource allocation optimization having different benefits. The first state enhances the 

overall QoE of the system from the configuration with the optimal parameters of the 
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service priority factor. The second state is the network optimization to support more the 

UEs, which can help reduce the investment costs for setting up a base station. The third 

state can maximize the average QoE of all services and guarantee the average QoE of 

each service, which this state contributes to the mutual benefit between MNOs and UEs. 

In the last state, it helps to support more UEs and guarantee the average QoE of all 

services and maximize the average QoE of each service. However, the decision of state 

selection depends on the MNO needs to the Return of Investment (ROI). When ROI is 

computed as 
𝑈𝐸𝑠𝑛𝑒𝑤−𝑈𝐸𝑠𝑜𝑙𝑑

𝑈𝐸𝑠𝑜𝑙𝑑
× 100 ,  𝑈𝐸𝑠𝑛𝑒𝑤  is the number of supported UEs in the 

network after optimization and 𝑈𝐸𝑠𝑜𝑙𝑑 is the number of UEs before optimizing. Thus, 

the contributions of this thesis do not only maximize the average QoE of all services 

and guarantee the average QoE of each service but also can reduce the Capital 

Expenditure (CAPEX) and Operating Expenses (OPEX) of MNOs. 

 

Table 5.6 The policy table of state and action for optimizing the radio resource 

allocation in downlink of LTE networks with the service priority factors at 

5 MHz bandwidth  

State Action 

Bandwidth UE Target of provider 𝒑𝒓𝑽𝒐𝑰𝑷 𝒑𝒓𝑽𝒊𝒅𝒆𝒐 𝒑𝒓𝑩𝑬 

5 MHz 25 Average QoE of all services > 3  

(ROI=0%) 

11 1 16 

5 MHz 46 

 

Average QoE of all services = 3  

(ROI=84%) 

11 1 16 

5 MHz 25 Average QoE of all services > 3  

and 

Average QoE of each service > 2 

(ROI=0%) 

4 7 8 

5 MHz 26 Average QoE of all services = 3  

and 

Average QoE of each service > 2 

(ROI=4%) 

4 7 8 
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5.7  Summary 

 This thesis has focused on resource allocation optimization with the limited 

bandwidth scenario based on QoE-aware by using the service priority factor in 

scheduling algorithm to maintain the user experience and support more UEs. The ANN 

algorithm is used to create an effective QoE model based on the CM value which is 

very strong. The QoE model is used to evaluate the QoE score from the QoS parameters 

measured by the simulation. The QoS parameters depend on the determined service 

priority factor of each service. The proposed PGA algorithm is applied from the 

advantages of GA and PSO to find the optimal parameters of service priority factor. 

Based on the simulation results, Ph.D. candidate has found that the PGA was able to 

find answers quickly with the number of members used in the search space less than 

GA and PSO methods. Also, the proposed algorithm in this thesis has a high 

opportunity to find the best answer for a global answer in the search space. With the 

advantages of the PGA, it can be used to find answers to the service priority factor that 

make the average QoE of all services with the QoE threshold of each service from the 

multiple-goal objective technique of PSO process in the proposed PGA algorithm. 
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CHAPTER VI 

CONCLUSIONS 

6.1 Conclusions 

 This thesis has focused on the network optimization of radio resource allocation 

based on QoE-aware under the limited bandwidth scenario in the LTE technology. To 

access the user-centric perspective, the QoE model has been created from the help of 

the Artificial Neural Network (ANN) algorithm that is an effective and accurate method 

for estimating the QoE score from QoS. Under the limited bandwidth situation, the 

performance of six common downlink scheduling algorithms from the QoE perspective 

found that some algorithms can efficiently allocate the resource for the Realtime (RT) 

service while some works efficiently for the Non-Realtime (NRT) service. However, 

the method for creating new algorithms is not appropriate due to the resource 

requirements of each service are different, but the algorithm with the highest overall 

QoE under this scenario was chosen to allocate the resource with the designed concept 

from this thesis. 

The service priority factor has been used to determine the resource allocation of 

each service data flow in the downlink scheduling algorithm for maximizing the QoE 

with constraints.  From the simulation results, the different service priority factors of 

each service affect to the average QoE of each service along with the average QoE of 

all service. The optimal parameters of service priority factor are used to determine the 

resource allocation of each service data flow in the downlink scheduling algorithm for        



100 
 

maximizing the QoE with constraints. The establishment of the service priority factor 

operated efficiently, where the QoS Class Identifier (QCI) cannot be effectively used 

under the limited resources scenario. The proposed Particle Genetic Algorithm (PGA) 

applied the benefits of the Genetic Algorithm (GA) and Particle Swarm Optimization 

(PSO) for finding the optimal parameters, and the simulation results have showed the 

effectiveness of the proposed algorithm. 

The existing works focus on increasing the average QoE of all services, whereas 

this thesis does not only maximize the average QoE of all services but also maintain 

the average QoE for each service above the QoE threshold with the optimization with 

constraints. Besides, the resource allocation by using the optimal parameters found 

from the proposed algorithm can support more users in the cell coverage with the QoE 

condition with the limited resource scenario to reduce the Capital Expenditure 

(CAPEX) and Operating Expenses (OPEX).  

The optimal parameters and the state of the network can be recorded in the 

lookup table. When the state of the limited resource scenario, it triggered the self-tuning 

to improve the networks automatically from the action of the state in the created lookup 

table. However, the possibility of an implementation concept was proceeded by creating 

the lookup table solution in the case of limited resources only.  

The solution designed to optimize the network can be so much beneficial for 

the operators to allocate the effective resources based on QoE-aware to support more 

users. This self-tuning concept can be taken as the guiding paradigm for supporting the 

concept of self-optimization (Accedian, White Paper, Q1: 2016). 

 

 



101 
 

6.2 Future works 

 As everyone knows, 5G communications are designed to support three use cases 

consisting of enhanced Mobile Broadband (eMBB), Ultra-Reliable and Low-Latency 

Communication (URLLC) and massive Machine-Type Communication (mMTC). Each 

use case needs the different Key Performance Indicators (KPIs) such as eMBB requires 

a higher data rate, URLLC must impose very low latency and high reliability, mMTC 

needs more connectivity density and so on. When three use cases in the next future 

network lead to the complex network management, Mobile Network Operators 

(MNOs) must manage networks with the concept of Self-Organizing Network (SON).  

In future work, the self-optimizing concept should be comprehensively 

considered to implement for optimizing and managing the networks in the real 

environment. The appropriate solution for automatic optimization is essential to be 

developed to instantly improve the network and to update the system at any time. The 

self-optimizing concept created by using Machine Learning (ML) technique should be 

considered from many related factors to optimize the network based on a user-centric 

perspective. 

The network optimization on the next generation, the possibility of 

implementation concept is based on the ability to improve the network to respond to 

user needs instantaneously. Therefore, self-optimization is necessary to have the 

equipment or module within the network that can manage the system from the 

commands programmed by the embedded system software. When the most important 

part is the created virtual brain, it is used by using the ML method for getting the state 

of network to analyze and decide the action that sends the command to the equipment 

of networks quickly. With the features of Reinforcement Learning (RL) in the Deep Q-



102 
 

Network (DQN), it can be used to create a virtual brain in the embedded system 

software, which is the special function to optimize the networks depended on the 

decided action from the state of networks. 

 

6.3 Thesis suggestions  

From the concept of self-optimizing QoE in this thesis, the optimization of radio 

resource allocation based on the appropriate service priority factors in each service is 

necessary to have three components for the purpose of implementation. These 

components consist of nervous system, decision making and responsive control. In the 

nervous system, the end-device or cell must report the estimated QoE to the network 

for processing all the time. Meanwhile, the decision making requires the properties of 

network slicing to simulate the network in the real environment for collecting the 

datasets to create the virtual brain. Besides, the responsive control needs the equipment 

and working function with the module of Network Function Virtualization (NFV), 

Mobile Edge Computing (MEC) and so on to configure the parameters in the network 

to meet the needs of service. However, this thesis has focused on the network 

optimization of radio resource allocation based on QoE from adjusting the appropriate 

service priority factors. Thus, the importance of self-optimizing QoE depends on the 

predictive function of networks at the cell in the MAC layer to calculate the priority 

metric from the downlink scheduling algorithm. 
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A.1 The multiple-goal objective in Particle Swarm optimization 

 In this thesis, the proposed algorithm is used in terms of the optimization with 

constraints. When 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡 in Equation 3.34 are the key of determination of 

particle velocity direction. In the multiple-goal objective technique, the objective values 

and the condition of threshold values are considered to find the optimal point that 

refects to overall results of answer from the appropate 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡, which can 

increase efficiency the proposed algorithm as follows: 

  

𝑃𝑏𝑒𝑠𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑃𝑏𝑒𝑠𝑡

∏ [𝑒𝑚𝑂𝑏𝑗∙(𝑓𝑂𝑏𝑗(𝑃𝑏𝑒𝑠𝑡)−𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑂𝑏𝑗)]𝑁
𝑂𝑏𝑗=1   A.1 

 

𝐺𝑏𝑒𝑠𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝐺𝑏𝑒𝑠𝑡

∏ [𝑒𝑚𝑂𝑏𝑗∙(𝑓𝑂𝑏𝑗(𝐺𝑏𝑒𝑠𝑡)−𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑂𝑏𝑗)]𝑁
𝑂𝑏𝑗=1   A.2 

 

 𝑚𝑂𝑏𝑗(𝑋) = {
1 𝑖𝑓 𝑓𝑂𝑏𝑗(𝑋) − 𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑂𝑏𝑗 ≥ 0

10 𝑖𝑓 𝑓𝑂𝑏𝑗(𝑋) − 𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑂𝑏𝑗 < 0
   A.3 

 

where 𝑃𝑏𝑒𝑠𝑡 is the position where the particle has the highest multiple-goal objective 

in the current cycle, and 𝐺𝑏𝑒𝑠𝑡  is the position where the particle has the highest 

multiple-goal objective in all the cycles.  𝑓𝑂𝑏𝑗  is the 𝑜𝑏𝑗𝑡ℎ  objective function, 

𝑄𝑜𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑂𝑏𝑗  is the 𝑜𝑏𝑗𝑡ℎ condition of defined QoE threshold, and 𝑁  is the 

number of objective funtion considered.  
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