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Hybrid renewable distributed generation (RDG) are recognized as effective 

means of exploit renewable energies source in power distribution network. However, 

optimization of real engineering problems contains more than one objectives that are 

generally conflicting each other. With the increasing of load demand and high 

penetration of renewable distributed generation (RDG) perturb performance of the 

conventional radial distribution network (RDN), and dramatically change the system 

planning and design. In this research work, performance enhancement of active RDN 

through multi-objective optimization is considered which include solving of power loss 

and voltage stability problem simultaneously.  

 A new artificial bee colony (ABC) algorithm which is capable of solving two 

objectives simultaneously, is proposed to solve the optimization problem of distribution 

system planning. Among the essential features of ABC algorithm are its robustness and 

ability to provide best results in optimization processes. A proposed hybrid system 

includes solar PV, wind turbine, and BES to supply power to IEEE 33-nodes, modified 

IEEE 34-nodes, and IEEE 69-nodes.   
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CHAPTER 1 
 

INTRODUCTION 

1.1 The Research Background  

The widespread of using fossil fuels energy source for power plant industries 

caused rising in air pollution and high temperature. However, increased population and 

depletion of fossil fuels in the world make the necessity of finding alternative energy 

resources for generation of power to suit increased load demand. Wind and solar are 

clean, accessible,  abundant availability in nature, eco-friendly and cost-effective 

energies. In other words, wind and solar energy are efficient enough to either generate 

power on distribution network or supply demand on the remote area where the 

electricity costs through the present distribution network are high. Hybrid systems are 

proposed to increase the reliability, stability and reduce implementation cost of the wind 

turbine (WT) and solar PV. In a publication of (Vafaei et al., 2012) demonstrated that 

the hybrid systems are usually more reliable and less costly than systems that use only 

a single source of energy. 

The hybrid power system enables to overcome the limitations in the wind and 

solar resources since their performance characteristics depend upon the unfavorable 

changes in environmental conditions. It is probable to endorse that hybrid generation 

systems are usually more reliable, stable and less costly than systems that depend on a 

single source of energy. On the other hand, one environmental condition can make one 

type of RDG more profitable than other. For example, solar PV system is ideal 
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for locations having more solar illumination levels and Wind power system is 

ideal for locations having better wind flow conditions.  

The power system model comprises three essential components namely 

generation, transmission line, and distribution system. The components are 

interdependent to ensure the generated power can be transmitted from the generation to 

the customer via the distribution system and transmission line. Also, the power system 

is designed to works with unidirectional power flow due to lack of power source except 

in the generation component only. However, as the demands are expected to escalate in 

the future, one of the possible solutions could be done to upgrade the entire power 

system performance. Concerning this solution, it will require intensive planning to the 

components of the radial distribution network (RDN); thus, increasing the overall cost 

of the power system. On the contrary, the introduction of the concept of microgrid 

offers an exciting solution by integrating renewable distributed generation (RDG) in 

the distribution system instead of relying solely on centralized generation schemes, 

thereby reducing the necessary improvements made in the generation and the 

transmission lines.  

Emerging of the RDG has changed the fundamental nature of the operation in 

the power systems, particularly the distribution networks where the status has changed 

from passive to an active network. This means that the RDG can actively participate in 

the distribution system to provide additional support to the main grid in fulfill load 

demands. Also, numerous benefits have been identified by other researchers, for 

instances enhance voltage profile, reduction of greenhouse gases, improve reliability, 

stability and also reduce power loss. The reduction of power losses is an important task 

that can be done to maintain the efficiency of the distribution system. There several 
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approaches which are commonly proposed by researchers to reduce the power losses; 

either by installing of series and shunt capacitors,  installing of RDGs and network 

reconfiguration. However, the advantage of these approaches can be achieved if they 

are carefully coordinated in the distribution system. 

Many countries around the world are introducing programs aimed at reducing 

the emissions produced by the fossil power plants and increasing the utilization of 

RDG. Among different types of renewable energy technologies, wind power is 

expected to be one of the most popular types of renewable in the near future. Wind 

energy has some advantages such as no pollution, relatively low capital cost and a short 

gestation period. As mentioned above wind power has many advantages. However, it 

also causes intermittent and volatile characteristics which may impact on power system 

security and stability. High penetration of wind power can introduce new challenges 

such as reduce the power system dispatch and economic efficiency (Bilal et al.,2010). 

As a result, the decreasing power system stability margins will lead to unacceptable 

operating conditions and power system collapses. Also, the uncontrollable nature of 

wind power will lead to an additional cost of managing the intermittency as the 

intermittency of wind can cause strain on the electricity grid. 

One way to overcome this inherent variability of RES with a wind turbine and 

solar PV is by integrating energy storage especially battery energy storage (Berrada & 

Loudiyi, 2016). If there existed an efficient and cheap method at a scale of hundreds of 

MWh to store the energy generated from these renewable sources, then this source 

could be used on a dispatchable basis much like natural gas plants, allowing a 

generation to match demand. Incorporating such forms of energy storage with wind and 

solar technologies would enable the largescale integration of renewable and non-
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emitting generation to the electricity grid. To make the integration of RDG possible, 

Recently, a combination of the battery energy storage (BES) together with RDG has 

been proposed to provide economic and technical benefits to power systems (Paska, 

Biczel, & Klos, 2009). Energy storage systems have been shown to be quite suitable 

for mitigating the adverse impacts resulting from the integration of RDG. To reduce the 

fluctuation of the wind energy output, a battery energy storage system (BES) integrated 

into the renewable energy generation system. BES can also act as a means of mitigating 

the intermittency of power from RDG. 

Energy storage technologies include flywheel storage, pumped hydro, 

compressed air, battery storage and many more. Although the supremacy of one over 

the other can be arbitrarily discussed, what is sure about each one of them is that they 

can also provide ancillary services to the system, some of which are: stabilization of 

voltage and frequency, power quality improvement, islanded operation, reduction of 

losses and many others. All of these applications serve to increase the reliability and 

the stability of the grid (Mohandas, Balamurugan, & Lakshminarasimman, 2015). 

From the technical aspect, ancillary services are defined as those services 

performed by the electrical generating, transmission, system control and distribution 

system equipment and people that support the essential services of generating capacity, 

energy supply, and power delivery. The following figure presents the ancillary services 

BES can provide. 

There are several research groups which have been used to solve optimization 

problems of RDG into RDN such as analytical, heuristic and meta-heuristic technique, 

where each of the group has its own merits and demerits. Among these groups, the 

meta-heuristic are more prominent in solving the coordination problems due to 
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robustness and simple to implement. There are numerous of techniques that have been 

introduced under the meta-heuristic methods such as Genetic Algorithm (GA) 

(Mohandas et al., 2015), Particle Swarm Optimization (PSO), and Artificial Bee 

Colony (ABC).  Additionally, some authors have also proposed hybridized 

optimization methods by combining two optimization techniques to cancel out the 

discrepancies of each for achieving better solutions.  

Recently, some studies have been done by some researchers to harmonize 

between the two approaches as an example to solve coordination between the DG and 

the capacitors, simultaneously. Means, the location and size of the RDG and the BES 

are determined simultaneously by using one approach. One significant advantage when 

combining this approach is the reduction of the power loss can be obtained more than 

if executed separately. Therefore, investigation of optimal coordination between the 

WT and Solar PV with BES should be carried out to achieve better performance in the 

distribution system. This research aims to find a solution that can harmonize high 

penetration of RDG with BES coordination to further reduce the power loss and 

improvement of voltage stability in the radial distribution network. 

 
1.2    The motivation of the research 

 Power of solar PV and a wind turbine farm highly dependent on the 

meteorological conditions, and therefore it shows high fluctuations in power 

generation. Optimal HRES and BES could, therefore, be an option to best match the 

load curve and intermittent of RES. In recent years, the hybrid generation system has 

become significant because of the complementary characteristics of the RES. In many 

regions, when BES, solar PV, and wind turbine combined for power generation, they 
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complement each other using daily and seasonal variations. This combination reduces 

the dependence on one environment parameter thus providing the reliable power, cheap 

electricity, and is more efficient than utilization of single renewable energy source. 

Hybrid, wind turbine and solar PV offer higher reliability than any one of them alone 

because the energy supply does not depend on entirely one alternate source. HRES can 

operate either in grid-connected or stand-alone mode. Therefore, the primary 

motivation for this research is to study and analyze the hybrid renewable energy system 

(HRES) with energy storage into distribution networks. 

 The main drawbacks of power from RES are nature dependent power supply, 

and the occasion of energy production is not necessarily in line with the time when 

energy is precisely needed. These drawbacks could be overcome by including BES into 

the system. BES are frequently used with RES systems for compensating the power 

during outages and with the objective of storing the energy generated by the RES when 

there is reasonable weather condition. Then the stored power in batteries can deliver it 

to electrical loads when it is needed. 

 From a fundamental perspective, the main disadvantage of wind energy is the 

intermittent nature of wind. Wind is extremely unreliable, equally likely to blow as to 

not blow during peak hours. Although daily and seasonal wind patterns exist, the wind 

is still highly unpredictable when it comes to timing and strength. The intermittency 

and uncertainty of wind make the dispatch of wind energy a difficult task. High 

penetration of RES could impact the system stability and reliability of power grid. In 

order reduce the power fluctuation of the WT and solar PV, a BES integrated into the 

system. Wind farms and solar PV combined with BES can enhance system reliability, 

stability, and efficiency. 
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The installation of WT and solar PV (RDGs) units is becoming more prominent 

in distribution systems due to their overall positive impacts on power networks. Some 

significant advantages of integrated DGs include reducing power losses, improving 

voltage profiles, reducing emission impacts and improving power stability. Because of 

these benefits, utility companies have started to change their electric infrastructure to 

adapt to the introduction of RDGs in their distribution systems. 

Nonetheless, to maximize benefits, solution techniques for RDG deployment 

should be obtained using optimization methods, since installing RDG units at non-

optimal places and in inappropriate sizes may cause increase power losses and costs. 

Moreover, installing RDGs is not straightforward, and thus the placement and sizing of 

RDG units should be carefully addressed. The primary motivation of the present thesis 

research is investigating optimization problem by considering multiobjective 

optimization problems. 

 

1.3    Research question 

Numerous research questions which may arise when scrutinizing the effect of 

integrating RDG in the distribution network are listed below: 

a) What is the suitable method that can be applied to solve the optimization 

problems? 

b) Which combination of RDG gives the best impact on the distribution network? 

c) What happens to the performance of voltage stability index when the 

optimization performed on the system? 

 

1.4    Problem statement  
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The continuously increasing penetration of renewable distributed generation 

(RDG) in Tanzania requires a detailed assessment of the impact on the electric power 

grids. Most importantly, one key driver of establishing the need for research in 

performance enhancement of distribution grid is present intermittent of the renewable 

energies sources (RES). The available RES in this research includes solar PV and wind 

turbine. Most of the optimization problem in the real world are multiobjective 

optimization problems (MOOP) into which the primary goal of MOOP is to find 

optimum solutions for all objectives simultaneously. In MOOP problem solver suggest 

set of solutions to decision maker according to the importance of the problem type. 

Since the set of optimum solutions is a Pareto-optimal set which is not worse than each 

other. 

Renewable Distribution Generations (RDG) play an essential role in delivering 

the power into the power distribution network. However, power losses and voltage 

stability must take into consideration to enhance the performance of power delivered to 

the consumer. Non-optimal location, number, configuration, and sizing of RDG units 

may lead to losses increase together with lousy effect on voltage magnitude. However, 

to introduce BES to existing grid while maximizing the benefits, this can yield optimal 

sizing and placement needs to be determined. On the other hand, it is not possible to 

install a significant amount of energy storage in power systems to solve all grid 

problems, as this increases the overall costs substantially. 

Taking into account the facts presented so far, the problem, which constitutes 

the motivation of this research work defined as follows: ‘Performance enhancement of 

power distribution network connected with optimal hybrid RDG and BES in a LV 

distribution grid. Many optimization techniques have been used to minimize the power 
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losses and improve voltage magnitude by considering the optimal sizing and location 

of RDG. For this research, ABC together with performance index is used to find the 

optimal sizing and location of RDG in IEEE-33-nodes and modified IEEE 34-nodes 

distribution network. 

 
 

1.5    Research objectives 

Most of the researchers have been done in the area of conventional DG with 

RDG. However, by examining the literature, it was determined that there research gaps, 

namely, multiobjective optimization of BES with enabling high penetration of HRES 

in the distribution network. This research aims to investigate the optimal placement and 

sizing of RES with BES in distribution networks in a way that to reduce power losses 

and improve voltage stability of an LV network simultaneously. The optimization 

technique used for this problem is Artificial Bee Colony (ABC) compared with the 

Genetic Algorithm (GA) and power-word software for testing effectiveness of ABC.  

To achieve the primary purpose of research the following specific objectives 

addressed as follows: 

a) To study power flow by using Newton Raphson method and optimization 

technique of RDG using ABC Algorithm  

b) Formulation of a multi-objective optimization and performance index taking 

into consideration of voltage stability index.  

c) Develop an optimization model to determine the optimal placement and 

sizing of RDG and BES with IEEE 33-nodes and modified IEEE 34-nodes 

using MATLAB.  
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1.6    Limitations of the Research 

The motivation for the proposed thesis is to study the benefits of having RES 

and BES in smart distribution networks with high solar PV and penetration of WT. A 

particular interest is to fill the gap of sizing and siting of hybrid RDG and BES 

maximize the benefits of RDG in the radial distribution network. To archive the 

objectives of the research, several essential sub-tasks need to be undertaken; this 

includes the following: 

a) Understand the optimal power flow studies initiated in the process; namely, the 

Newton-Raphson method. 

b) Familiarize with the topics related to the research; Renewable Distributed 

Generation (DG), Battery energy storage system, ABC Algorithm and the 

MATLAB software. 

c) Literature reviews of related research work. 

d) Develop a program to solve the optimization problem of RDG in MATLAB 

programming based on the ABC Algorithm. 

e) Test the program on the IEEE 33-nodes and IEEE-37-nodes test system to 

confirm its eligibility and applied to modified IEEE 34-nodes radial distribution 

network. 

1.7    The significance of the Research  

The prime inspiration of this research is to determine the optimal sitting and 

sizing of RDG with BES coordination, to enhance the performance of RDN regarding 

total power loss reduction, voltage stability and increase the voltage profile 

improvement as well. Installation of the optimal RDG in the distribution has helped to 

improve the overall system efficiency especially reduction of power losses. This 
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research will contribute to the evaluation and implementation of BES and HRES in the 

radial distribution network. It will suggest the best configuration technologies for a 

given network and the potential of the BES and RDG for performance enhancement of 

RDN. Thus, specific contributions become:  

a) Analysis of primary implications of using ABC for solving optimal 

placement and sizing problem of RDG concerning the power loss 

reduction and voltage stability improvement in RDN 

b) In this thesis, multi-objective optimization model proposed for the 

optimal placement and sizing of hybrid RDG and BES in RDN.  

c) The results obtained in this can be used for comparative analysis of 

RDGs and BES in future of Smart Distribution Network. 

 

1.8    Research Structure 

The outlines of this thesis are as follows: 

Chapter 1 provides an introduction, Problem Statement, research objectives, 

limitation of the research and Structure of the research. 

Chapter 2 explains a review of radial distribution system, optimization 

techniques, features of radial distribution network and RES as well. This chapter gives 

the background of the electrical system, renewable DG, BES, hybrid RES. 

Chapter 3 illustrates the AI Techniques and modeling of an essential element 

of RDG including solar PV, BES and wind turbine based PMSG.  

Chapter 4 exhibits the outcomes for the simulation results of power-world and 

ABC Algorithm. It also showed the optimum variables with the help of AI optimization 

techniques in MATLAB software.  
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Chapter 5 discusses the obtained simulation results and their usefulness in 

minimizing power losses and voltage profile improvement in RDN. 

Chapter 6 concludes the results of the smart distribution system against 

penetration of RES and BES for performance enhancement and recommends actions to 

be carried out. 

1.9    Chapter Summary 

This chapter explained the general introduction about RDN with their different 

type of RDG as RES. Also, it described in short about Electrification System of 

Tanzania and its components. In the problem statement, it showed how intermittent of 

RES affect the stability and reliability of RDN. Lastly, it direct to the objective, and 

limitation of research including an outline of the thesis have been mentioned in this 

chapter.



13 
 

                                                                       

CHAPTER 2 
 

LITERATURE REVIEW 

2.1      Introduction to the literature review 
 

This section presents a comprehensive review of the fundamental theory of 

voltage control in the radial distribution system, review and application of RDG in 

power distribution system, and modeling of RDG in load flow studies. Also, due to the 

natural intermittency of renewable resources such as wind speed and sunlight, storage 

devices and their applications are introduced later in this section to mitigate the 

variability of power output from RDG. 

Battery energy storage can allow higher amounts of renewable generation to be 

integrated by the smoothening power output of RES; time shifting generated energy to 

follow demand and increase hosting capacities through peak shaving (Weitemeyer, 

Kleinhans, Vogt, & Agert, 2015). Power quality related issues due to the intermittency 

of RES can be mitigated by controlling the storage’s charging patterns to respond to 

grid variables (Sadwick, 2016). For optimal utilization and maximum storage value, 

several applications should be within the operational constraints of the storage unit. 

Several battery technologies which have been developed and tested for such 

applications including lead acid, sodium sulfate, and lithium-ion are presented (Paska 

et al., 2009).  
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2.2      Voltage control in RDN 

       To maintaining the voltage of the PQ nodes within permissible limits, several 

means must be provided to control the voltage (Aman, Jasmon, Bakar, & Mokhlis, 

2013). There is numerous way of improving the voltage regulation in power distribution 

network: 

a) Use of voltage regulators 

b) Application of voltage regulation equipment’s in substation of PDN 

c) Application of capacitor in the distribution substation of PDN 

d) Balancing of loads on primary feeders 

e) The increase of feeder conductor size 

f) Change of single section to multisession of feeder 

g) Transfer of loads to new feeders 

h) The increase of primary voltage level 

i) Installation of a new substation and primary feeder 

j) Application of voltage regulators out on primary feeders 

k) Application of series and shunt capacitor on the primary feeder 

The selection of techniques depends upon the particular system requirement. 

However, automatic voltage regulation is always provided by regulation at the 

substation, feeder regulation and additional regulation along the main by regulators 

mounted on poles. Distribution substation is equipped with load tap changing 

transformer (LTC) that operate automatically (Yan & Saha, 2012).  

In case of customers located at long distances from the substation, additional 

regulator or capacitor located at the selected point of the feeder. Many utility companies 

have experienced the most economical way of regulating the voltage within the required 
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limits to apply both step voltage regulator and shunt capacitor. However, installation of 

these equipment does not match with an increased load in term of active power. Since, 

compensation made by the voltage regulator, LTC, and capacitors is reactive power 

only. Hence, to control voltage and minimize power losses in RDN, it needs to install 

RDG near to customer to minimize copper losses and regulate voltage as well. 

 

2.3      Technologies of Renewable DG  

 Renewable RDG defined as small-scale generating units located close to the 

loads that are being served. It is possible to classify RDG technologies into two broad 

categories: renewable and nonrenewable energy resources. The former comprises 

biomass, wind turbine, solar PV, geothermal, hydropower and tide power plants. The 

latter includes reciprocating engines, combustion gas turbines, micro-turbines, and fuel 

cells. The next section provides a review of renewable technologies of solar PV, energy 

storage and a wind turbine to be considered in this research. 

The power and energy outputs from a given area are summarized in Table 2.1. 

It is evident that solar PV is very competitive concerning land use, even if the capacity 

factor is relatively low for the actual area. 

 

Table 2. 1  Energy output from different Renewable DG (Jones & Olsson, 2017) 

 Hydropower Wind Turbine Solar PV 

Power density in (MW/km2) 0.1-17 5-8 20-110 

Capacity factor 0.6 0.3 0.2 

Output in GWh/km2 0.5 – 90 13 -21 35 -190 

2.4      Solar Photovoltaic System 
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 Solar PV technologies use some of the properties of semiconductors to convert 

sunlight into electricity directly as shown in Figure 2.1. The advantages are that these 

technologies are characterized by zero emissions, silent operation, and a long life 

service. They also require low maintenance and no fuel costs. Also, solar energy is 

redundant and inexhaustible. However, it is weather-dependent, intermittent and 

unavailable during the night (Hosenuzzaman et al., 2015). Given a high penetration 

level of PV together with demand variations, power distribution systems would 

experience power fluctuations along with unexpected voltage rise, high losses, and low 

voltage stability.  

 

 

Figure 2. 1 Solar PV farm (Hosenuzzaman et al., 2015) 

             2.4.1 Solar irradiance 

           The solar irradiance is mostly represented by the global horizontal 

irradiance (GHI) or direct normal irradiance (DNI). The GHI (kWh/m²/a or W/m²) is 

the total amount of irradiation, consisting of a direct and a diffuse (scattered) proportion 

that is relayed onto a particular horizontal area. The inclined GHI is primarily used for 

power estimation purposes related to a solar PV with a fixed inclined angle. The DNI 
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value (kWh/m²/a or W/m²) represented the direct, perpendicular to a predefined surface, 

beaming component of the sun only and measured by tracking the measuring 

instrument. Diffuse irradiation is excluded entirely from such a calculation (Bilal et al., 

2010).  

The power output of a solar PV depends on the area (A) of the PV panel, solar 

irradiance µ(t) and efficiency of the solar PV panel β. However, Ileberi et al., (2016) 

describe technical specification that can be used for engineer to estimate power output 

from solar PV as shown in Table 2.2 

                                                           (2.1) 

Where 

PPV is power of solar PV, Tc is temperature of the cell 

Tref is reference temperature 

Table 2.2 Technical specification of solar PV (Ileberi Gbalimene1 et al 2016) 

S/N Description Details 

1 Rated power per solar PV panel (MW) 0.8 

2 Efficiency at standard test condition % 13 

5 Norminal operating temperature 0C 40 

6 Life time (years) 30 

 

2.5      Wind Turbine 

 Wind turbines are devices that convert kinetic energy from the wind into 

electricity. They can be categorized into two brands: vertical axis wind turbines and 

horizontal axis wind turbines. Like solar PV, wind turbines are emissions-free and 

require no fuel costs. Wind energy is also redundant and inexhaustible. However, the 

main challenges are that wind turbines have an unpredictable and intermittent output 

( ) *[1 ( )* * ( )PV m c refP t T T A G th b= - -
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and a high-capital investment cost. Also, the simultaneous occurrence of excessive 

wind generation and low demand could lead to the possibility of encountering voltage 

rise, high losses and low voltage stability in power distribution systems (Kharrich, 

Akherraz, & Sayouti, 2017). 

Wind turbines transform wind energy into electricity. The wind is a highly 

variable source, which cannot be stored. Thus, it must be handled according to this 

characteristic. The main parts of a WT are the tower, the rotor, turbine blade, generator 

and the nacelle. The nacelle accommodates the transmission mechanisms and the 

generator. The rotor may have two or more blades. Wind turbine captures the kinetic 

energy of wind flow through rotor blades and transfers the energy to the induction 

generator side through the gearbox.  

Output power from wind turbine vary based on installed location, which is either 

on-shoe wind farm or off-shoe wind farm as shown in Figure 2.2 and Figure 2.3 

respectively. However, more output power expected from off-shoe wind farm. 

 

Figure 2. 2 On-Shoe Windfarm (Ayodele and Ogunjuyigbe 2015; Zhao et al., 2009) 
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Figure 2. 3 Off-Shoe Windfarm  

(Ayodele & Ogunjuyigbe, 2015; Zhao, Li, Hao, Zhang, & Lu, 2009) 

 

The output power of a WT is determined by several factors such as wind 

velocity, size, and shape of the turbine. The power developed is given by (Zhao et al., 

2009). 

                                                        (2.2) 

Where  

P  is power output (W),  

Cp is power coefficient, pair density (kg/m3),  

V  is wind speed (m/s), and A is swept area of rotor blades (m2). 

Power coefficient Cp gives a measure of the amount of energy extracted by the turbine 

rotor. On the contrary, variable speed wind turbine systems provide much smoother 

output power and more stable bus voltage with lower losses. However, a significant 

problem of WT is the intermittent nature of generation. A general scheme of a wind 

turbine is shown in Figure.2.4 where its main components are presented. In the most 

3

2
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P
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common system, the generator system gives an AC output voltage that is dependent on 

the wind speed.  

 

 

 

Figure 2. 4 Details of the wind turbine (Berrada & Loudiyi, 2016) 

A German physicist Albert Betz concluded, no wind turbine can convert more 

than 16/27 of the kinetic energy of the wind into mechanical energy turning a rotor. The 

theoretical maximum power efficiency of any design of wind turbine is a wind turbine 

can extract 59% of the energy carried by the wind. This is called maximum power 

coefficient (Cpmax = 0.59). 

Among the renewable sources of energy available today for generation of 

electrical power, wind energy stands foremost because of the no pollution, relatively 

low capital cost involved and the short gestation period required. Wind-powered 

systems have been widely used since the tenth century for water pumping, grinding 
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grain, and other low-power applications. There were several early attempts to build 

large-scale wind-powered systems to generate electricity. 

According to Global Wind Energy Council (GWEC), global wind power 

capacity has increased from 7600MW at the end of 1997 to 159,215MW by 2009. Most 

of the countries producing electricity from wind are U.S., China, Germany, Spain, 

Thailand and India, having their installed capacities 35159MW, 25770MW, 

25105MW, 19149MW, 224.5 and 3000MW, respectively, by 2014 (Girard, Bossavy, 

& Kariniotakis, 2011). This ranked Thailand 46th in the world by installed capacity as 

of 2015. Today, wind power accounts for about 0.4% of the world's electricity demand.  

 

2.5.1   Factor that affects power output of wind turbine 

 Wind energy is undoubtedly one of the cleanest forms of producing 

power from a renewable source. There is no pollution, there is no burning of fossil fuels 

but it’s not like erection of a wind turbine anywhere and it will start generating power. 

There are some factors that can make an impact on the amount of energy generated out 

of WT as depicted in Table 2.3. 

 

        Table 2.3 Technical specification of WT (Ileberi Gbalimene1 et al. 2016) 

S/N Description Details 

1 Rated power per WT (MW) 2.1 

5 Hub-height (m) 155 

6 Blade length (m) 50 

7 Lifetime (years) 30 
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2.5.1.2   Wind speed  

                          It being a wind turbine, its output first most depends on the 

wind speed. Both the speed and force of the wind can be deciding factors. Different 

regions have different wind speeds. You can gather the available wind dynamics data 

and using a model like Webull Distribution.  

 

2.5.1.2   Hub Height of WT 

                          Places of higher altitudes have more wind due to various 

atmospheric factors. Besides, at higher places there is less obstruction from the 

surrounding hills, trees and building. In fact the height and radius of blade length are 

so important that alternative energy scientists and engineers are trying to use to estimate 

generated wind power. 

 

 

           2.5.1.3    Rotor of WT 

                          The amount of energy produced by your wind turbine is 

proportional to the size of the rotor used, when all other factors have been taken into 

consideration. A bigger rotor certainly generates more power. Although it may cost 

more, in the long run, whenever you are getting a wind turbine erected, go for a big a 

rotor as possible. 

           2.5.2    Induction and Synchronous Generator 

          The induction generator needs reactive power to build up the magnetic 

field, taking it from the mains. Therefore, the operation of the asynchronous machine 
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usually is not possible without the corresponding three-phase mains. In that case, 

reactive sources such as capacitor banks would be required, making the reactive power 

for the generator and the load accessible at the respective locations. Hence, induction 

generators cannot be easily used as a backup generation unit, for instance during 

islanded operation (Senjyu et al., 2006) 

The synchronous generator operates at specific synchronous speed and hence is 

a constant-speed generator. In contrast with the induction generator, whose operation 

involves a lagging power factor, the synchronous generator has variable power factor 

characteristic and therefore is suitable for power factor correction applications. A 

generator connected to a vast electrical system will have little effect on frequency and 

voltage.  

Usually, a change in the field excitation will cause a change in the operating 

power factor, while a change in mechanical power input will change the corresponding 

electrical power output. Thus, when a synchronous generator operates on infinite bus 

bars, over-excitation will cause the generator to provide power at lagging power factor, 

and during under-excitation, the generator will deliver power at leading power factor. 

Thus, synchronous generator is a source or sink of reactive power.  

In general, the electrical power output is calculated by using the following 

equation (Seifert, 2012): 

                                                       (2.3) 

However, taking into account the cut-in speed, rated speed and cut-out speed 

the formula will be as shown in (2).  

3. . . .
2 pP C AVr h=
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                                                              (2.4) 

P (t) in the first case could be calculated by using (9) if all variables are known. 

Hence, P (t) is calculated in this study according to equation (11): 

                                                         (2.5) 

The power output of WT is proportional to the kinetic energy, air density, etc. 

which is depicted in Figure 2.5. Precise values can be obtained from manufacturer’s 

data sheet for the respective limits as tabulated in Table 2.1 

                                             (2.6) 

Where  

α is the Albert Betz constant, ρ is air density, A is area swept by turbine rotor, and ν(t) 

is wind speed. The energy sources of RDGs can be categorized into stable and unstable 

energy sources, Fuel cell and Micro-gas turbine are some of the stable energy sources, 

Wind and Solar are most commonly used in unstable energy sources. Different energy 

sources (wind turbines) show individual output characteristics when combining with 

different energy converters. However, based on different types of RES, Girard et 

al.,(2011) classify WT based on its rating, features and application as shown in Table 

2.4. Also, Mohamed et al., (2016) describe characteristics of WT based on different 

type of manufactures, power rating, diameter of rotor, hub height and its wind speed in 

m/s as tabulated in Table 2.5  
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Figure 2. 5 Power characteristics of wind turbine 

 

Table 2. 4: Classification of Wind turbine (Girard et al., 2011) 

Type Rating Features Application 

Micro  Less than 3kW  Direct drive PMSG  Battery charging, rural load  

Small  3 to 30kW  Low maintenance  Remote area/ Residential area  

Medium  30 to 200kW  Wound rotor Hybrid system, RDG 

Large  ≥200kW  Wound, variable speed  Offshore wind farm  

 

 

 

 

 

Table 2. 5: The characteristics of WT (Mohamed, Eltamaly, & Alolah, 2016) 

Manufacturer Pr (kW) D (m) uc (m/s) ur (m/s) uf (m/s) h (m) 
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Enercon-1 330 34 3 13 34 50 

ACSA-1 225 27 3.5 13.5 25 50 

Fuhrlander-3 250 50 2.5 15 25 42 

Ecotecnia-2 600 44 4 14.5 25 45 

ITP-1 250 30 3 12 25 50 

NEPC-3 400 31 4 15 25 36 

Southern Wind  225 29.8 4 15 25 45 

Enercon-2 330 33.4 3 13 34 37 

NEPC-2 250 27.6 4 17 25 45 

 
 

2.6      Emerging of energy storage system 

 More importantly, energy storage can support to accommodate a high 

penetration level of intermittent renewable RDG. Energy storage is being developed in 

a variety of solutions such as batteries, flywheels, ultra-capacitors and superconducting 

energy storage systems. BES has recently emerged as one of the most promising near-

term storage technologies for power applications. There are some leading battery 

technologies such as lead-acid, nickel cadmium, nickel-metal hydride, and lithium iron. 

Different energy storage technologies have been developed by using various energy 

converting strategies (Etxeberria et al., 2010). For example, energy is stored in water 

reservoirs as the gravitational potential energy, as the compressed air in caverns, as 

electrochemical energy in batteries and flow batteries, like the chemical energy in fuel 

cells, as kinetic energy in flywheels, as the magnetic field in inductors and as an 

electrical field in capacitors.  
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             2.6.1   Pumped Hydro Energy Storage 

           The operating principle of the pumped hydro storage uses the potential 

energy of water keeps in a reservoir. Water is pumped from lower reservoir to upper 

reservoir to store energy when the power demand is low. Then, when the power demand 

is high, water flows from the upper reservoir to lower one, activates the turbine and 

generates electrical energy. The stored energy capacity of this system is proportional to 

water volume of upper reservoir and height. This energy storage technology is a large-

scale and long-term storage system with a lifetime of 30-50 years.  

             2.6.2   Compressed Air Energy Storage 

            In this energy storage technology, conventional gas turbine technology 

is used. Energy is stored as compressed air in an underground storage chamber. When 

the power demand is low, the air is pumped to the chamber, and excess energy is stored. 

The compressed air in the chamber is converted to the electrical energy via a gas 

turbine. The compressed air is heated and converted to the mechanical energy via a set 

of low and high-pressure turbines. The air is also mixed with natural gas and 

combusted. Electrical generators coupled with turbines generate electrical energy. Also, 

turbine exhaust is used to heat the compressed air and to improve the efficiency. Also, 

nowadays, this topology attracts much interest. The compressed air storage technology 

also has a long lifetime about 40 years, and it is considered as long-term storage 

technologies compatible and competitive with the pumped hydro energy storage 

systems (Beaudin, Zareipour, Schellenberg, & Rosehart, 2014). 
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             2.6.3   Battery Energy Storage Systems  

            Batteries are the most common energy storage technologies in which 

energy stored in a battery cell as electrochemical energy (Kaldellis, 2010). The battery 

cells are connected in series or in parallel to reach the desired voltage, current and 

capacity values. A battery cell composes two electrodes called anode and cathode, and 

the electrolyte. The electrolyte and electrodes are placed in a closed and sealed 

container. The electrolyte enables the exchange of ions between the electrodes, and 

electrons flow through the external circuit in (Sortomme & El-Sharkawi, 2009).  

The lead-acid batteries are the oldest battery energy storage technology and 

invented in 1859. In the conventional lead-acid battery, lead dioxide (PbO2) used as an 

anode, sponge lead (Pb) used as a cathode, and sulfuric acid (H2SO4) used as the 

electrolyte. There are two types of lead-acid batteries: flooded batteries and valve-

regulated batteries. The cycle life of the conventional lead-acid batteries is about 1200-

1800 cycle because of the deterioration of electrodes due to the reversible redox 

reactions.  

However, their long charge times, low cycle life, low energy density, low 

specific energy density and specific power density values, toxic nature of sulfuric acid 

and lead limit the usage of this type of batteries in grid-scale energy storage systems. 

However, the conventional lead-acid battery technology is modified to improve their 

performances. Lead-carbon electrodes are introduced to increase the specific power 

density, energy density and cycle life of the lead-acid batteries. The lead-acid batteries 

used for power stabilization, back-up, and phase shifting of renewable power generation 

systems, with these improved specifications. 
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Sodium-Sulphur (Pan, Hu, & Chen, 2013; Vrettos & Papathanassiou, 2011) 

accepted modern rechargeable high-temperature battery technology as shown in Figure 

2.6. The sodium-Sulphur batteries have advantages such as high operating temperature 

(300-350°C), the high energy density of 150kW/m3. With these features, the sodium-

sulfur batteries are suitable for non-mobile large-scale energy storage applications, 

especially for grid-scale energy storage systems including load leveling, peak-shaving, 

and renewable energy management applications 

NaS batteries have the beneficial property of being able to be used for power 

and energy applications simultaneously. Their primary function is energy storage for 

more extended periods but their short response time of around one millisecond and 

pulse power ability makes them suitable for power quality applications as well.  

 

 

Figure 2. 6 Construction scheme of a sodium-sulfur cell (Pan, Hu, & Chen, 2013) 

 

Lithium-ion batteries shown in Figure 2.7 have been commonly used in mobile 

consumer electronics, telecommunication tower and electric vehicle and hybrid electric 
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vehicle applications attract attention to be a possible solution of large-scale energy 

storage systems. Different chemistries are investigated to obtain high power density, 

high energy density, high specific energy density, long cycle life values. There are three 

types of lithium batteries in the market: cobalt, manganese, and phosphate. The energy 

density and specific energy density values of lithium-ion batteries are high as 170-

300Wh/l and 75-125Wh/kg, respectively. Also, they have fast charge and discharge 

capability, high efficiency (about 70 - 80%). Therefore, in grid-scale applications, 

lithium-ion batteries are used for regulation and power management services for 

minutes of runtime. 

 

 

Figure 2. 7 Lithium-ion batteries  (Connolly et al., 2012) 

             2.6.4   Choice of battery technology 

            From the battery technology point of view, is not only essential to know 

the capacity and energy output, but also battery technology which suits the application 
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are to be considered. It is also important to know that battery technology are still in the 

development phase with possible future cost and operational improvements. Many 

battery technologies are sufficiently commercial with beneficial cost development in 

both the short and long term perspective. There are a few factors to consider when 

choosing among the different battery technologies such as technical, market, and cost. 

The technical maturity is a measurement of how much of the potential technical 

improvements have been realized. New technologies have an enormous potential for 

improved performance and costs, but they also come with a more significant of 

uncertainty for estimations of cost. Figure 2.8 and Table 2.7 shows some storage 

technologies in comparison to their anticipated research and development cost. While 

it is essential to have technical maturity in mind, such comparison can be biased as it 

refers to the application for smart grids. While NaS batteries have been deployed 

already, other technologies such as lithium ion are still in demonstration phase when it 

comes to grid energy storage applications and therefore described as immature. 

However, NaS have almost exclusively been manufactured for grid storage 

demonstrations only, and production volumes are low. Lithium-ion batteries, on the 

other hand, have significant production volumes and a commercial market due to 

automobile and consumer electronic applications  
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Figure 2. 8 Variety of Energy Storage Technologies  

(Dunn, Kamath, & Tarascon, 2011). 

 

Table 2.6 Technologies of BES (Zidar et al.,2016) 

Specification Lead Acid Ni_Cd NaS Flow BES Li-Ion 

Wh/kg 30-50 45-120 80-140 20 -45 90 -190 
Life time (yrs) 3 - 15 15 - 20 12 - 20 5 -20 8 -15 
Recharge t in hrs 8 – 16 2 - 4 9 4 2 - 4 
Discharge rate 5% 20% to 30% 62 % -70% 58% -70% < 10% 
Cell voltage 2 1.2 2 1.4 3.6 
Temp (0C) -20 to 50 -20 to 65 300-360 -5 to 55 -20 to 60 
Toxicity Very high Very high High High Low 
 

             2.6.5   Sizing and Sitting of BES.  

            Let Ebatt be the average energy requirement for the battery per day in 

kWh per day. It is estimated from the determined power deficit (𝑃diff (𝑡)) calculated as 
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below where 𝑃dem(𝑡) is the power that is to be dispatched over a time period Δ𝑡. Let 𝑁 

the number of days in the simulation period (Vrettos & Papathanassiou, 2011).  

 

                                                            (2.7) 

 

The model needs to take into account the depth of discharge (DOD), days of 

autonomy (𝐷), and battery aging. DOD is optimally selected for each battery to ensure 

its longevity and efficiency. Storage system is characterized by the following 

parameters which are defined as: 

a) Maximum energy capacity 

This is the maximum amount of available energy in the storage system in a fully 

charged state. 

b) Minimum energy capacity 

It is the minimum amount of available energy in the storage system below which the 

storage is not discharged to complement supply generation in meeting the grid load. 

c) Maximum power capacity 

The maximum amount of energy that can be injected into or withdrawn from the storage 

system at any instant. Though the maximum power of charge and discharge may be 

sized differently, the two are set equal for this analysis. 

d) Cycle efficiency 
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The product of the charging and discharging efficiencies of the storage system 

is the cycle efficiency. For this study, the charging or discharging efficiency is obtained 

by finding the square root of the cycle efficiency. 

e) Total discharge time 

It is the duration at which the stored energy capacity is exhausted at maximum 

power discharge. In the model, this is obtained as the ratio of the energy capacity to the 

power capacity. However, in practical systems, this depends on the depth of discharge 

and operational conditions of the system. Separating the power and energy dimensions 

of storage systems is not trivial, and this presents a challenge in choosing the optimum 

time constant for most storage technologies. 

f) Self-discharge 

This is the rate at which the storage system intrinsically discharges/loses its 

available capacity whether it is being used or not. It represents an inherent loss of the 

storage system. It is dependent though on many factors including environmental 

conditions 

             2.6.6   Modeling of BES 

            The battery is charged when the energy generated by the wind or the PV 

array and the PW exceeds the local load demand at any time during the day. However, 

when the load is higher than the energy generated by the sources of wind or PV arrays, 

the battery is discharged to cover the deficit. BES published in (Sinha 2015) mentioned 

to store surplus generated energy, regulated system voltage and supply load in case of 

insufficient power generation from the hybrid RDGs. Sizing of BES depends on the 

maximum depth of discharge (DOD), temperature and battery life.  
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During charging process 

                                      (2.8) 

                                    (2.9) 

Where 

Sc  State of charge  

s  Discharge rate  

IB  Current of the battery  

CB  Capacity of the battery  

hc  Efficiency which ranges between 0.65 to 0.85  

hc  Discharged efficiency. 

                                                         (2.10) 

Where,  

DOD = depth of discharge 

            2.6. 7   Ancillary services provided by battery energy storage systems 

           Transient voltage stability refers to the ability of the system to maintain 

a synchronous operating a significant after it has been affected by a significant 

disturbance. (Usually a connection or disconnection of large generators). Authors in 

(Bahmani-Firouzi & Azizipanah-Abarghooee, 2014; Yang et al., 2012), BES was used 

for mitigation of voltage disturbance caused by the connection of the doubly-fed 

induction generator wind turbine to the grid. 

Voltage Control is a system service under which the voltage sags, swells and 

other voltage related problems are monitored and controlled with the use of BES. 

Publication of optimal voltage control in (Jamian, Mustafa, Mokhlis, & Baharudin, 
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2014), propose a strategy of using battery energy storage. The focus is on the grids that 

have renewables distributed generation. Methodology presented in (Saif et al., 2010) 

proposed GA for optimal placement of BES in the distribution grid. The Power loss 

minimization is achieved by optimally placing the BES within the network 

 

2.7      Power flow analysis in RDN 

The power flow (also known as load flow) problem models the nonlinear 

relationships among bus power injections, power demands, and bus voltages and 

angles, with the network constants providing the circuit parameters. It is the heart of 

most system-planning studies. Also, power flow solution is required for many other 

analyses such as rotor-angle stability, voltage stability, and contingency studies. This 

section provides a formulation of the power flow problem and its associated solution 

strategies.  

There are three popular numerical methods for solving the power flow 

equations. These are the Gauss-Seidel (G-S), Newton-Raphson (N-R), and fast-

decoupled (F-D) methods (Glover et al., 2012; Saadat, 2010; Weedy et al., 2012). The 

N-R method is superior to the G-S method because it exhibits a faster convergence 

characteristic. However, the N-R method suffers from the disadvantage that a "flat 

start" is not always possible since the solution at the beginning can oscillate without 

converging toward the solution. To avoid this problem, the power flow solution is often 

started with the G-S algorithm followed by the N-R algorithm after a few iterations. 

According to research made by Mmary et al., (2018), there are several 

traditional load flow methods used in transmission and distribution networks, such as 

the Gauss-Seidel, Newton-Raphson and Fast Decoupled techniques. These methods fail 
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to meet requirements in both performance and robustness aspects in the distribution 

system applications due to complexity, size, and characteristics of RDN. 

 

2.8     Multi-Objective power optimization 

In the real world, many optimization problems contain more than one objectives 

that are generally conflicting with each other to be either minimized or maximized at 

the same time. For example, the excellent design for bridge construction is represented 

by lower mass and higher strength. A plane design needs to optimize fuel efficiency, 

weight, and cargo simultaneously. Likewise, in power system optimization it needs 

solution sets which will enable operator and designer to decide according to the 

importance of the problem. 

It is not possible to find a single optimal solution (an example of power loss 

reduction only) that can ensure compliance with all other objectives problems. The best 

solution means that it is not the worst one for each objective and it is better than the 

others for one objective at least. In other words, an optimal solution is not dominated 

by any other solutions in the search space. It is called a non-dominated solution or 

Pareto optimum, while an image formed by Pareto-optimal solutions under the space 

of objective functions is known as a Pareto front (Figure 2.9). 

Single objective optimization yields solutions of a single aspect which may not 

be acceptable to the utilities. Therefore, multi-objective approaches are required to 

solve the problem. The use of multi-objective optimization (MOO) techniques have 

some advantages such as more accessible to decide at the end or before running the 

optimization based on the view that system operator takes. On the other hand, multiple 

objectives might not be optimized simultaneously because of inherent conflicts existing 
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between them. To grab this problem, there are three approaches to consider multi-

objectiveness (Celli, Ghiani, Mocci, & Pilo, 2005; Kong & Jeyasurya, 2009). 

As the widely adopted inventive search method, the artificial bee colony (ABC) 

algorithm is a powerful search technique that drew inspiration from the natural foraging 

behaviors observed in bee colony (Abido, 2011). Due to its simplicity and efficiency, 

ABC has become a high competitor in solving the MO problems. Many researchers 

have presented several existing multiobjective algorithms such as (Abido, 2011; 

Chaouachi, Kamel, Andoulsi, & Nagasaka, 2013). However, these proposed algorithms 

still suffer from low convergence rate and lack the diversity of swarm. 

             2.8.1   Priority Goal Programming 

           This approach is built on the conventional techniques for generating 

trade-off surfaces. The objectives are aggregated into a single parameterized objective 

function, and trade-offs are determined based on the weighting coefficients values. The 

weighting factor method in (Nangia et al., 2005), is used to aggregate cost of generation 

function and system transmission losses to study the correlation between each objective 

and its weight factor in an optimal power flow problem. In the work of (Yun et al., 

2010), authors solved a voltage control problem by an extension of the simplex known 

as goal programming simplex by ranking the priority of the control objectives. Several 

objectives such as adjusting the reactive power of generators are considered to increase 

the reliability and stability operation of a power system. The publication in (Abou El-

Ela et al., 2011), weighting factors are applied to obtain overall maximal composite 

benefits of added RDGs. Priority goal programming is an easy and efficient approach 
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to implement but requires extensive sensitivity analysis if the prior assessment of 

weights is going to be used. 

             2.8.2   Pareto-Based Multi-Objective Algorithms 

            In Pareto based multi-objective programming no single optimal solution 

simultaneously optimizes all the objective functions, so in some literature, it is referred 

to as non-deterministic approach. In such cases, the decision makers are looking for the 

most desirable solution. In Pareto-based multi-objective algorithms, as shown in Figure 

2.9, all objectives are optimized at the same time and solutions which are not dominated 

by another solution are chosen and illustrated in n-dimensional space as represents the 

number of objectives. In other words in this methods multi-objective problem is directly 

addressed through the use of separate objectives and produce an optimum set of points. 

 

 

Figure 2. 9 The optimum compromise solution 
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             2.8.3   Classical optimization techniques 

             Solving of the optimization problem in the reactive power and voltage 

control, several classical optimization techniques have been proposed. These 

conventional optimization techniques include the gradient method, Quadratic 

programming, nonlinear programming, linear programming and interior point method. 

Although these techniques have been successfully applied to solve the reactive power 

optimization problem (RPOP) these are still associated with some difficulties such as 

handling of the multi-model characteristic of the problems, nonlinear and non-convex 

nature of the RPOP. These classical techniques also suffer from the problem of a local 

optimum.  

In the recent years, global optimization techniques based on artificial 

intelligence like GA, and PSO have been proposed to solve the RPOP. These global 

optimization techniques overcome the above difficulties of classical optimization and 

do not suffer from the problem of a local optimum. If the optimization problem involves 

more than one objective functions, then the process of determining more solutions are 

called multi-objective optimization. Due to the presence of conflicting multiple 

objectives, the multi-objective optimization results in some optimal solutions, known 

as Pareto- optimal solutions. The following are a fundamental goal in multi-objective 

optimization: To find a set of solutions as close as possible to the Pareto-optimal front. 

In this research (thesis) presents a new ABC algorithm based on the intelligent 

foraging behavior of honey bee swarm for solving multi-objective power optimization 

problem. The multi-objective problem formulated as a nonlinear constrained multi-
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objective optimization problem with two competing objectives, i.e., power loss 

reduction and maximizing voltage stability. 

 

2.9      Technical benefits of RDG in RDN 

             2.9.1   Power and Energy Losses 

           The distribution system is well-known for its high R/X ratio and 

significant voltage drops that could cause substantial power losses along the feeders. It 

is added that the distribution loss usually is higher than the transmission loss. 

Consequently, power loss reduction in RDN has been one of the most significant 

challenges to power distribution utilities worldwide. Studying the reduction of power 

loss at the distribution system level is necessary. RDG planning, the loss reduction can 

lead to positive impacts on system capacity release, voltage profiles, and voltage 

stability. RDG planning methods for minimizing losses can be classified into two 

groups, namely power and energy losses. The optimal placement and sizing of RRDG 

for minimizing power losses in RDN have attracted considerable attention in recent 

years. Most traditional methods have assumed that RDG units are dispatchable and 

placed at the peak load. Typical examples for such researchers are analytical methods, 

numerical approaches and a wide range of heuristic algorithms such as GA, PSO, and 

Artificial Bee Colony (ABC) Algorithm (Karaboga & Basturk, 2007; Mohandas et al., 

2015). 

Also, the relevant literature review shows that most of the existing studies have 

assumed that RDG units operate at pre-specified power factor, usually unity power 

factor under the current standard IEEE 1547. In such researches, only the location and 
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size have been considered, while the optimal power factor for each RDG unit that would 

be a crucial part of minimizing energy losses has been neglected. Depending on the 

characteristics of loads served, each RDG unit that can deliver both active and reactive 

power at optimal power factor may have positive impacts on energy loss reduction.  

The total power loss includes real and reactive power loss as given in equations 

below: 

                                       (2.11) 

                            (2.12) 

                                             (2.13)   

                                               (2.14) 

                                                              (2.15)   

                                         (2.16) 

Where      

 

 n          is the number of nodes 

  is the power flow at the node in kW 
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 is reactive power flow at node j in kVAr 

 is the resistance of the line connecting node i and j in ohms 

   is reactance of the line connecting node i and j in ohms 

 and   the voltage magnitude at node i and j 

 and   are the bus voltage magnitude at node i and j 

   and   are the function of loss coefficient between node i and j 

             2.9.2   Voltage Stability Index 

            Problems related to voltage stability in power systems are one of the 

significant concerns in power system planning and operation. Voltage stability is 

concerned with the ability of a power system to maintain acceptable voltages at all 

nodes in the system under normal condition and after being subject to a disturbance. 

Voltage instability occurs under heavily loaded system conditions together with 

deficient reactive power support, and this may lead to voltage collapse. At the 

distribution system level, the voltage instability has been identified for the last decade. 

Another study has reported that under critical loading conditions in a particular 

industrial area, the distribution network experienced voltage collapse. In recent years, 

due to high intermittent renewable penetration, sharply increased loads and the demand 

for higher system security, it is necessary to study the voltage stability at the distribution 

system level (Mohandas et al., 2015). 

According to the European standard EN 50160, ANS C84.1, IEEE 1547 

(Weitemeyer et al., 2015), voltage characteristics of electricity supplied by electricity 

networks under normal operating conditions, which excludes period with faults or 
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interruption, it is stated that the supply voltage variations should not exceed ±10% of 

the nominal voltage. This applies to high voltage and medium voltage networks. 

Regarding the low voltage distribution grids standard IEC 60364-5-52 low voltage 

electrical installations, it is specified that the maximum allowed voltage drop is ±3% 

for lightning circuits and ±5% for all other circuits (Saint, 2011; Silva, Funmilayo, & 

Bulter-Purry, 2007). 

 

            2.9.3   Existing IEEE 34-Nodes Radial Distributed Network Model 

            For the addition of RDG and BES to a distribution network, the existing 

IEEE 34 nodes network was adopted as a test case. The IEEE Distribution Analysis 

Subcommittee has data for numerous test cases, and hence the data for IEEE 34 bus 

was chosen for the radial distribution feeder. The original system is 60Hz, 24.9kV, 12 

MVA with various fixed loads and distributed loads connected to a primary utility 

substation. The load type includes constant current, constant impedance and constant 

power models (three phase and single phase). The line impedances are calculated from 

their geometric data and given as configurations which contain details of impedance 

and capacitance matrices in ohms/mile and Siemens/mile. The entire configuration is 

as shown below in Figure 2.10 and the model details are found in the same description 

(Mwakabuta & Sekar, 2007; Silva et al., 2007). 
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Figure 2. 10 Existing IEEE 34-Nodes Radial Distributed Network Model 

 

From the IEEE distribution feeder committee, the information 34-nodes line 

impedances, transformer connection impedances, and load data are obtained. The 

nominal voltage feeder is 24.9 kV which is an actual feeder located in Arizona. It is 

characterized by: 

a) Very long and lightly loaded 

b) Two in-line regulators required to maintain a good voltage profile 

c) In-line transformer reducing the voltage to 4.16 kV for a short section of the 

feeder 

d) Unbalanced loading with both spot and distributed loads. Distributed loads are 

assumed to be connected at the center of the line segment 

e) Shunt capacitors 

Because of the length of the feeder and the unbalanced loading it can have a 

convergence problem. 
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            2.9.4   Sinks and Sources of Reactive Power 

           Balancing the reactive power means that the sum of the reactive power 

production, consumption and losses must be zero at all times. This section gives a brief 

overview of some of the reactive sources and sinks which can be found in distribution 

networks as shown in Table 2.8. A thorough description of the problem of reactive 

power can be found in (Mamandur & Chenoweth, 1981; Yang et al., 2012), reactive 

power problems related to solar PV power are treated in (Aghatehrani & Golnas, 2012) 

and reactive power related to power shown in (Zhao et al., 2009) 

 

Table 2. 8 Source and sink of reactive power 

Source  Sink  Controllable 

Underground cable Transformer Synchronous generator 

Overhead lines at low 
load 

Overhead lines at high load Switchable capacitor 

Fixed capacitor Induction motor Switchable reactor 

 Wind turbine, Fixed reactor STATCOM, SVS 

 

 

2.10      Renewable Distributed Generation 

   Recently, some publication has proposed a solution to determine both the 

location and size of the RDG in simultaneous. Some of the methods above are Genetic 

Algorithm, Particle Swarm Optimization, Artificial Bee Colony and Evolutionary 

Programming. As identified by Lopes et al., (2008), the primary benefits of integrating 

RDGs correctly behind the rapid growth of RDG units, are:  

a) Environmental sustainability  
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One of the primary drivers behind the growth of RDG units is the use of 

renewable energy and CHP to limit greenhouse gas (GHG) emissions by 

the use of renewable energy. Another significant driver for RDG from 

the environmental perspective is the avoidance of construction of new 

transmission lines and large power plants. 

b) Commercial  

In the competitive market environment and the uncertainty associated 

with it, small capacity generations are preferred. Another commercial 

driver is that RDG units can have a beneficial impact on power quality 

and reliability such as improve voltage profile, reduce line losses and 

reduce network congestion since it is distributed around the network 

close to customers. 

             2.10.1   Optimization of RDG in Radial Distribution Network  

              RDG planning is the process of optimizing RDG type, size, and 

location to achieve a set of objectives. It also includes some nonlinear optimization 

objectives, such as line loss minimization. Recently, diverse methods for optimizing 

the location, size, and type of RDG have been proposed, with particular emphasis on 

RDG placement and sizing. Such optimization methods can be summarized into two 

categories. The first group of RDG planning methods focuses on the optimization of a 

single objective. One of the most common objectives found in the literature is the 

minimization of line losses. Other single-objective RDG planning approaches focus on 

the minimization of total cost. Cost can be aggregated from different points-of-view. 

Hence, these techniques formulate the problem either from the perspective of RDG 
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developer or the perspective of a distribution system operator. These methods are based 

on the use of traditional mathematical optimization techniques and genetic algorithms. 

The second group of the proposed optimization techniques is a multi-objective 

method. The solution methods of multi-objective problems to are divided into two main 

types. The first type makes use of single-objective techniques, and the solution set is 

identified by changing the master objective iteratively. The weighted-sum method is 

one of the most common methods of this type. The second type of multi-objective 

optimization methods is based on Evolutionary Algorithms (Singh & Verma, 2009).  

Researchers from all over the world are studying the formerly mentioned 

problems and have featured various techniques and methodologies for selecting the 

optimum sitting and sizing of DGs to improve voltage profiles and minimize or even 

eliminate power losses of modern distribution networks with distributed generation. 

Subsequent is a presentation of the most essential latest studies published in the 

technical literature.  

Publication of multiple types of optimization techniques in (Jamian et al., 2014) 

used to regulate the RDG’s output to compute its optimal size. Comparative studies of 

a new proposed rank evolutionary particle swarm optimization method with 

evolutionary particle swarm optimization and traditional particle swarm optimization 

were conducted. The implementation of evolutionary programming and particle swarm 

optimization allowed the entire particles to move toward the optimal value more 

rapidly. Their applied technique has shown a reduction in power losses which can be 

achieved when an optimal DG size is selected. Another conclusion made, was that 

evolutionary particle swarm optimization showed better results than the conventional 
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particle swarm optimization due to its reduced iteration numbers and minor consumed 

computing time.  

A study conducted in (Baghaee, Jannati, Vahidi, Hosseinian, & Rastegar, 2008) 

used genetic algorithms to optimize the location and size of different RDG units. Three 

primary objectives have been selected, i.e., voltage, real and reactive power losses, and 

RDG size, aiming to reduce the total power losses and improve the voltage profiles. A 

69-node radial distribution test system has been used in their study for testing and 

verification purposes. The proposed methodology suggested that the installation of 

three RDG units of the same size in three different positions of the 69-nodes radial 

distribution test system resulted in the reduction of power losses and voltage profiles 

enhancement.  

Publication in (Naik, Khatod, & Sharma, 2013) presents a method that aimed to 

minimize power losses and improve voltage profiles of a distribution system with a 

RDG unit coupled. They have chosen a 33-nodes distribution system to apply their 

method on. Initially, a voltage sensitivity index was calculated for all the buses, and 

then the bus with the lowest sensitivity index was chosen as the optimum place for the 

RDG unit installation. Subsequently, several RDG sizes were tested to identify the one 

that would result in the least possible power losses. In this study, the forward-backward 

sweep algorithm was selected to perform the load flow analysis.  

An analytical study for the calculation of the optimum size and the allocation of 

RDG units at optimal positions was presented by (Hung, Mithulananthan, & Bansal, 

2013; TN Shukla, Singh, Srinivasarao, & Naik, 2010). The technique that aimed to 

reduce the power losses and to improve the voltage profiles of distribution systems has 

used a sensitivity index to identify the best location for the connection of the RDG. The 



50 
 

                                                                       

13-bus IEEE radial distribution test system has been used for verification purposes, and 

the main conclusion of this work was that minimum loss, and a better voltage profile 

can be achieved with integrating a single RDG unit of optimum size and in an optimum 

location rather the integration of several RDG units.  

The published results in (Fadaee & Radzi, 2012; Fetanat & Khorasaninejad, 

2015) explored the penetration of hybrid distributed generation technologies to a 

medium voltage power distribution network. Power flow and short-circuit analyses 

were carried out to determine the changes caused by the RDG penetration to the 

currents, losses, voltage profiles and short-circuit levels of the examined network. Their 

general conclusion was that arbitrary RDG accommodation leads not only to network 

sterilization but also to the violation of technical constraints. 

Wang et al., (2015) used multi-objectives PSO algorithm to optimize a hybrid 

PV/wind/battery energy system on the basis of cost, reliability, and emission criteria 

without power loss and voltage stability. To the best of our knowledge, there has been 

a few research works on integrating RDG and BES into the radial distribution network, 

bridging the gap between traditional distribution planning frameworks and methods for 

siting RDG within the distribution system. 

             2.10.2   Smart Distribution Network. 

 

 

             Smart distribution networks are based on two-way digital 

communication between the consumers and suppliers as illustrated in Figure 2.11. It 

allows better monitoring and control of the supply chain with the aim of reducing the 

energy consumption, power loss, maximizing voltage profile and reduction of costs 

(Bruce, 2007). There is a tendency to expand existing grids with digital technology to 
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build smart grids which would react to the local changes better and would play a vital 

role in the integration of RDG and BES. Modern distribution grid should have the 

following features:  

a)  Enabling informed participation of customers  

b) Accommodating emerging of RDG and BES   

c) Enabling new services, and markets  

d) Providing the power quality 

The significant technical benefits of employing RDG are as follows (El-Khattam & 

Salama, 2004):  

a) Reduced line losses.  

b) Voltage profile improvement.  

c) Increased overall energy efficiency.  

d) Enhanced system reliability and security.  

e) Improved power quality. 

 

 

Figure 2. 11 Smart grid with RRDG (Basso & DeBlasio, 2011) 
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            2.10.3   Renewable DG in Radial Distribution Network 

             Distribution system design and planning problems have been studied 

and researched since the very beginning. However, these problems have faced a 

significant change in paradigm over the past decade due to deregulation of the power 

industry, policy changes and advancements in RDG technologies. In the beginning, the 

research focused on traditional planning problems such as the placement of substations 

and routing of feeders to minimize costs and losses to the LDC. Since then, the research 

has advanced keeping in step with the changes in the tools available to researchers, 

changes to distribution systems, advancement in technology and changes in policy. This 

section discusses various proposals for optimal distribution planning in the deregulated 

environment. 

Publication of (Devi & Geethanjali, 2014) presents an optimization method for 

radial distribution network planning based on a combination of the steepest descent and 

the simulated annealing approaches. The optimization procedure starts by applying the 

steepest descent approach continued by applying the method of simulated annealing. 

The method takes into account the capital recovery, energy loss, and undelivered energy 

costs.  

A multi-objective model for placing RDG under load uncertainty proposed by 

the publication of (Niknam, Narimani, Aghaei, & Azizipanah-Abarghooee, 2012) 

where minimization of investment, operation cost of RDG units and cost of losses and 

risks of voltage violation were considered. The output of the algorithm is a set of Pareto-
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optimal multi-objective RDG placement solutions, and the planners select the most 

satisfactory Pareto-optimal solution by their experience. 

Paper of (Payasi, Singh, Singh, & Singh, 2015) consider a multi-objective 

performance index-based size and location determination of distributed generation in 

distribution systems. While most of the studies assumed a constant power (real and 

reactive) load model, Singh et al. examined the use of different load models, finding 

that the choice of models has a significant impact on the optimal planning of RDG. The 

proposed technique was based on genetic algorithm (GA). 

In the publication of  (Reddy, Reddy, & Manohar, 2016) a multi-objective 

optimization applied to determine the placement and sizing problem of RDG resources 

into existing distribution networks. The procedure, based on the application of GA, 

allows the planner to decide the best compromise solution for his particular 

requirements. The voltage stability improvement, cost of energy losses and power 

losses are included in the objectives function of the research study. 

Optimization of RDGs is a research field with significant areas to be explored, 

such as the formation of new methodologies that could help to notify decision makers 

in the design stages of projects. These methodologies provide support tools for system 

sizing due to their ability to tackle non-linear problems with relatively high calculation 

speeds. For example, cost optimization of either grid-connected or stand-alone HRESs 

using HOMER optimization software (Etinski & Schülke, 2013) which is based on the 

analytical simulation of several scenarios. Others develop heuristic methodologies, 

relying on evolutionary algorithms to optimize microgrid according to cost, reliability, 

power loss, stability parameters. However, few of them deal with solar-, wind-, and 
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BES hybridization in a grid-connected scheme, such as the case proposed in the present 

work considering MOOP of power loss and maximization of voltage stability. 

This work proposes an improvement to a grid-connected solar PV-wind, which 

was proposed in a previous publication of (Fetanat & Khorasaninejad, 2015). This 

improvement consists of adding a certain degree of autonomy given by BES, which is 

a controllable source. Also, these sources of energy are recognized to be the RES with 

higher social, technical, economic, and environmental benefits. 

             2.10.4   Impacts of RDG in voltage profile of RDN 

              Distributed generation is supposed to support and improve the system’s 

voltage, but the question that is raised is up to what extent is this statement accurate 

since it has been demonstrated that the penetration of RDGs in the distribution system 

may cause overvoltage or under-voltages.  Furthermore, specific RDG technologies 

vary their output power level over time, as in the case of photovoltaics and wind 

generators. As a consequence, voltage fluctuations occur that in turn deteriorate the 

power quality delivered to consumers (Yan & Saha, 2012).  

Moreover, over-voltages and under-voltages in distribution networks with RDG 

have been reported due to the incompatibility of RDGs with the existing voltage 

regulation methods.  In general, the distribution networks are regulated with the help of 

voltage regulators, capacitors and the tap changing of transformers.  These methods 

were designed for radial (unidirectional) power flow and had been proved to be very 

reliable and efficient in the past.  However, nowadays, the installation of RDGs in 

distribution networks had a substantial impact on the voltage regulation methods 

performance due to the meshed (bidirectional) power flow, introduced by RDGs to the 
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networks. On the other hand, the implementation of RDG had a positive impact on the 

distribution networks for the reason that they contribute to the reactive compensation 

for voltage control, to frequency regulation and they operate as a spinning reserve in 

the case of primary system’s fault indices. 

            2.10.5   Impacts of RDG in power losses of RDN 

             Several studies, most of which were presented earlier, demonstrated 

that the location and size of RDG unit play an essential role in the power losses 

elimination. Consequently, the specific location of an RDG in a distributed network 

and RDG’s specific capacity resulting in minimum power losses are in general 

identified as the optimum location. The allocation process is very similar to the 

capacitor allocation procedure aiming at the power losses reduction. The main 

difference between the two processes is that RDG units exhibit impact upon both real 

and reactive power, while the capacitor banks influence only the reactive power flow. 

It has been proven, that in the case  of  networks  with  increased  power  losses,  

installing  a  relative  small  distributed generation unit strategically connected to the 

network, may result in substantial power losses reduction (Passey et al., 2011) 

In summary, although many heuristic optimization methods have been used in 

several studies and deliver promising results, most of these studies focus on one issue 

like the sizing of conventional DG, reliability, cost only and they didn’t address multi-

objectives with multi-constraints analysis of HRES. Furthermore, all of the 

optimization approaches used in the above studies didn’t take into account the smart 

grid applications like load shifting, renewable DG, metering infrastructure, 

communication, intelligent dispatching, power network topology and demand-side 
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management relied on the consumer’s endeavors, which makes it hard to be 

accomplished. Most of these approaches depend on the presence of a real-time pricing 

tariff for cost or peak demand reduction which is not an ideal solution. In addition, the 

above studies ignored the dummy energy and didn’t provide approaches to exploit it  

In this thesis, an optimal sizing, and placement algorithm based on smart grid 

applications is introduced to determine the optimum hybrid PV/wind/battery energy 

systems so as to meet the load requirements with minimum power loss and highest 

voltage stability. 

            2.10.6   Schematic diagram of proposed hybrid RDG 

             In several studies of optimization delivers promising results, most of 

these studies focus on one objective function with one source of RDG. In this research 

work, two sources of RES was considered in on-grid hybrid RDG as shown in Figure 

2.12. 
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    Figure 2. 12 Schematic diagram of proposed hybrid RDG with BES 

 

2.11      Summary of the chapter 

   In this chapter, an attempt has been made to discuss and review some of the 

published literature on distribution system planning. In the first section, a brief 

background of the electric power system and distribution system including distribution 

system configurations and their characteristics is presented. In the second section, a 

brief background of conventional distribution system planning is presented, followed 

by a review and summary of some of the published recent developments in distribution 

system planning in deregulation. After that, a brief background of RDG types, benefits 

and optimal RDG placement and sizing methods are presented. The last section 

discusses the few recent publications that are related to the presented work.



.CHAPTER 3 
 

METHODOLOGY 

3.1     Introduction 

As described in Chapters 1 and two distribution systems design and planning 

are facing a significant alteration in paradigm due to the deregulation of the power 

industry and with the rapid penetration of RDG sources. A proper distribution system 

design and planning is the key to determining the best expansion strategies to provide 

reliable and stable services to the customer. In this chapter, a comprehensive optimizing 

framework of RDG in RDN from the utility company perspective is presented. It 

incorporates RDG units as an option for upgrade plans for feeders and substations. 

In Section 3.2, the mathematical modeling of the optimization framework is 

described. This is followed by the description of the 34-nodes radial distribution system 

and the computational details in Sections 3.3 and 3.4 respectively. Finally, a summary 

of this chapter presented in Section 

 

3.2    Mathematical Formulation 

           In this section, the mathematical model for planning RDG in RDN is 

presented. 



             3.2.1    Power Flow Analysis in Radial Distribution System 

            The simplicity Z-bus method is used for power flow analysis (Sharma 

& Vittal, 2010). Since the distribution system with RDG needs to be modeled with PV 

buses and sensitivity matrix approach. Sensitivity matrix deduced from the impedance 

matrix Z. The sensitivity matrix deduced; 

                                                             (3.1) 

Where   

DQ is reactive power mismatch 

DV  is the voltage mismatch of PV nodes 

Since PV nodes have a voltage nearly 1.0 p.u, the reactive power mismatch will be 

approximately equal to injected current increment, and hence  matrix M calculated as: 

                                                   (3.2) 

           3.2.2   Newton-Raphson Power Flow Algorithm 

          As depicted in (3.3-3.11), N-R algorithm is used to solve power flow 

calculation. For the network with some nodes, the power injection measurement of 

nodes i can be written as follows: 

                                               (3.3) 
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                                           (3.5) 
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                                     (3.6) 

The complicated equation of power rewritten as follows 

                (3.7)                                              

Resolving into the real and imaginary part as balancing equation 

                          (3.8) 

                        (3.9) 

By neglecting line charging capacitance, power flow between two nodes can use 

voltage magnitude and phase angle to express 

 

;                                    (3.10) 

The Jacobian Matrix determined by differentiating each function concerning each 

variable as: 

                                                     (3.11) 
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             3.2.3    Real Power Flow Analysis 

 The real power flow in a line connecting two nodes i and j expressed as 

follows; 

                                           (3.12) 

                                  (3.13) 

                                               (3.14) 

                                               (3.15) 

                                    (3.16) 

                                         (3.17) 

Where  

 and  are the maximum magnitudes at buses i and j respectively 

 and  are the voltage angles at buses at buses i and j respectively 
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              3.2.4    Reactive Power Flow Analysis 

  The reactive power flow in a line connecting two nodes, node i and 

nodes j expressed as follows: 

                                         (3.18) 

 

                                      (3.19) 

Where, 

                                          (3.20) 

 

                                           (3.21) 

 

                              (3.22) 

 

                                           (3.23) 

 
 

3.3     Modeling of Renewable DG Source and Load data 

In this research, two types of renewable DG units described in Chapter 2, 

namely wind power and solar PV are considered. The outputs of the wind turbine and 

solar PV-based DG are assumed to follow the normalized average output curve depicted 

in Figure 3.1. Each curve provides an hourly generation output as a percentage of the 

daily peak output itself. Also, the load assumed to be normalized with maximum load 

demand occurred in given 24 hours. 
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Figure 3. 1 Normalized daily WT and solar PV output 

The average monthly data of the wind speed, and solar radiation, for Dodoma 

and Tanga region in Tanzania, are used as a case study. These sites represent the 

climatic conditions variety in Tanzania with different solar radiation and wind speed 

potentials. A load demand of these regions is used for the system under study and has 

the steady state (hourly) demand as shown in Appendix D. This load is assumed to be 

the same on each sites under study. 

           3.3.1   Modeling of wind turbine 

          Wind energy is extracted through wind turbine blades and then 

transferred through a gearbox and the rotor hub to the mechanical energy in the shaft. 

The shaft drives the generator to convert the mechanical energy to electrical.  The 

turbine model is based on the output power characteristics, expressed as  

a. If the wind speed range is below the cut-in speed for the turbine, then 

output power is zero. 

b. If the wind speed range is between the cut-in and the rated speed for the 

turbine, then the power output is the maximum extractable from the 

wind based on the Cp and wind speed relation for the turbine. 
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c. If the wind speed range is between the rated and cut-out speed for the 

turbine, then the power generated is the rated output of the plant. 

d. If the wind speed range is above the cut-out speed, then the power 

generated is zero 

                                                     (3.24) 

Where 

V represents the wind speed 

A represent area of the rotor 

Cp represent performance coefficient of WT    

Production from a wind turbine depends on wind speed, the density of the air 

and the swept area of the rotor. Therefore, the maximum power available from the wind 

can be expressed by equation (3.24) above. 

The wind speed provided corresponds to an anemometer placed in height Ho, so it must 

be extrapolated to actual height Ha by using the power law to wind turbine hub height, 

as below  

                                                                     (3.25) 

             3.3.2   Modeling of Solar PV. 

            The power in MW of the Solar PV depends on the technical parameters 

such as ambient temperature and solar irradiation. The expression (3.26) and (3.27) 

used to calculate the power output of the solar PV and average temperature of the cell 

 

                                                   (3.26) 
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PSTC is maximum power of Solar PV at Standard Test Condition (STC) in Watts,  

Is is solar irradiance on the Solar PV surface (W/m2),  

µ is solar PV temperature coefficient,  

Tc is photovoltaic cell temperature (°C).  

The photovoltaic module temperature calculated as a function of solar irradiance and 

ambient temperature based on the module’s nominal operating cell temperature (NOCT) 

(Arai et al., 2018) 

 

                                          (3.27) 

Where  

Ta is ambient temperature (°C), and  

TNOCT is the nominal operating temperature of solar PV 

             3.3.3   Modeling of storage battery capacity 

            According to the publication of (Brown, Lopes, & Matos, 2008) present 

calculation of the battery capacity into which amount of power generation with multiple 

points of solar PV and WT are calculated for a given one year. The required ratio of 

power generated capable of supplying the demand for one year obtained as follows  

                                                                 (3.28) 

                                                                       (3.28) 

Where  

Dy is load demand for a given one year (kWh) 

Pr is ratio of power from solar PV to WT 

Wy is generated electric energy of solar PV and WT in one year (kWh) 
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Np is nominal power of solar PV and WT in one year (kW) 

According to publication Sinha et al., (2015), mention that BES store surplus 

generated energy and it supply power to the load in case of insufficient power 

generation from the hybrid system. Battery sizing depends on the maximum depth of 

charge, temperature and battery life. In this research, schematic diagram in Figure 3.2 

used to illustrate layout of proposed hybrid RES with BES. 

During charging process 

                                                  (3.29) 

 

During discharging process 

                                                  (3.30) 

                                                 (3.30) 

Where 

CB  Nominal battery capacity 

SC  State of charge of the battery 

DD  Depth of discharge 

s   Self-discharge rate of the battery 

According to Mohamed et al., (2016), the state of charge (SOC) of the BES after a 

certain time (t) calculated based on the energy balance between the WT, solar PV and 

the load as shown in the following equations: 

                                           (3.31) 

                                           (3.31) 

Where,  
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EB  Energy of the battery,  

hBD and hBC are discharging and charging efficiency of the battery 

s   Self-discharge rate of the BES 

 

Figure 3. 2  Proposed schematic diagram of hybrid RDG 

 

Feeding dummy load 

Dummy load can be used to absorb the surplus power from hybrid RDG that exceeds 

the LPL demand, and battery demand as shown in the following equations: 

                                                     (3.32) 

Where 

Pw is power from WT 

PPV is power from solar PV 

PLLP is low priority load 

PLHP is high priority load and Pdummy is dummy power 

( ) ( ) ( ) ( ) ( )dummy w PV inv LHP LLPP t P t P t P t P th= + - -
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Feeding low priority load 

If           then: 

                                            (3.33) 

Where 

PRDG is power from RDG 

SOC is state of charge 

Ebmax is maximum energy storage of the battery 

 

3.4     Problem Formulation 

This section deal with the development of a mathematical model for OF/MOF 

and different constraints for RDN in the presence of RDG 

            3.4.1  Multi-Objective Optimization Problem  

           A non-linear constrained multi-objective optimization problem 

aggregate the objectives and constraints to be optimized simultaneously. The problem 

can be mathematically formulated with some equality and inequality constraints as 

follows: 

                                             (3.34) 

 

Subjected to constraints: 

                                              (3.35) 

max( ) ( )  &  ( ) RDG LHP BP t P t SOC t E> ³

( ) ( ) ( ) ( )LLP w PV inv LHPP t P t P t P th= + -

1 2 [ ( , ),  ( , )]Minimize J x u J x u

0=g(x  u)  
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                                              (3.36) 

Where 

J is a multi-objective function, 

 x and u are vectors of dependent and control variables (independent), 

respectively. State variable x is dependent variables shown in (3.35) consists of 

the active power of slack bus, load bus voltages, reactive power of generators, 

and thermal limit of the transmission line.  Hence x can be expressed as: 

                                       (3.37) 

Where  

Pslack represent active power generated at the slack bus 

 Vi represent voltage at node/load node 

Control variables vector u are shown in equation (3.36) consists of power output except 

at the slack bus, generator voltages, and transformer tap setting and reactive power 

injections. Hence u can be expressed as: 

                                       (3.38) 

Where, 

V2 is voltage at node except node one 

T is transformer tap settings 

             3.4.2   Multi-objective problem with a weight factor 

           The calculation of multiobjective function required to achieve the 

performance of RDN integrated with optimal RDG is given by; 

                                (3.39)    

0£h(x  u)  
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                                        (3.40)                                                   

Where  

 is function of power loss 

  is function of voltage stability index 

             3.4.3   Decision Variables 

a) The voltage at PV nodes in p.u 

b) Tap changer of the transformer in p.u 

c) Size of RDG in MW 

            3.4.4  Power Loss 

The aim is to reduce power losses in the system calculated as follows: 

                                         (3.41) 

             3.4.5    Voltage Stability Index  

              VSI proposed by (Murty & Kumar, 2015) used in this research as 

second objective function and for identifying the potential node expressed in (3.42).  

                        (3.42) 

The node at which VSI has the lowest value is prone to collapse. Where VSImax is the 

maximum value, and f2 is the objective function for VSI.                              

              3.4.6  Problem Constraints 

           Typical limitations in the optimal placement and sizing of RES problem 

include:  
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a) Power balance equality constraints of the power flow equations  

b) Voltages constraints of nodes 

c) Power boundaries of RDG  

These are parameters that define the limits of the existing system to which 

they subjected to the power loss equation, voltage profile improvement, and voltage 

stability. 

              3.4.7  Equality constraints 

           It represents real power limitations and reactive power constraints as 

follows: 

                        (3.43)   

                                       (3.44) 

Where 

PD is real power load demand 

PRDG is outputs power from RDG.  

             3.4.8  Inequality constraints  

            It represents typical dependent variables such as transfer power limits 

of RDN and nodes voltage as follows;       

                                                                                                         (3.45) 
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                                      (3.47) 

 

3.5      Optimization Method 

The combination of RDGs sizing has been addressed in several publications 

using PSO, GA and other inspired methods as well. Other few researchers they did in 

sitting of RDG considering multi-objective optimization. In this research work, a 

MOOP of RDG sizing and placement is also included in the problem. Furthermore, the 

multi-objective optimization problem of power losses and maximization of voltage 

stability through the use of weighting factors assigned to the elements of the objective 

function.  

There are two methods for sizing and placement of RDG in the distribution 

network (Bouktir & Guerriche, 2015). The first method is traditional based such as 

optimal power flow (OPF), SI, PLI, and VSI. In the second method, the artificial 

intelligent (AI) is used to apply with RDG placement and sizing like Genetic Algorithm 

(GA), Differential Evolution (DE) and Particle Swarm Optimization (PSO) and 

Artificial bee colony (ABC). Many research studies have been carried out in the recent 

years to present methodologies in placement and sizing of RDGs (Aman et al., 2013; 

Devi & Geethanjali, 2014; Reddy et al., 2016). ABC algorithm was introduced to 

determine the optimum size and location of a single RDG unit to minimize the real 

power losses of the system (Mohandas et al., 2015).  

In recently, much effort has been contributed to solving the optimal RDG 

placement problem, utilizing different algorithms and considering different objectives. 

The placement and sizing problem of RDG could be formulated as an optimization 

, ( )RDG disch RDG t storageP P P= -
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problem. Various algorithms are used to solve the problem. The methods used to solve 

problem divided into three categories; 

a) Analytical Methods 

b) Computational Methods 

c) Artificial Intelligence Methods 

              3.5.1  Analytical Methods 

                  Although the analytical methods suffer from many drawbacks, they are 

still used in optimizing the location and size of RDGs in distribution systems. Total loss 

was minimized by optimal placement of RDG unit exclusively at the various optimal 

location of the test system. They iteratively increased the size of the RDG unit at all 

nodes and then calculated the losses; based on VSI calculation, the top-ranked nodes 

are considered for placement of RDG units. Also, (Murty & Kumar, 2015) proposed 

the use of power flow and power loss sensitivity factors in identifying the most suitable 

zone and then optimized the solution by maximizing the voltage improvement and 

minimizing the line losses in the network.  

                                           (3.48)     

                                             (3.49) 
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             3.5.2  Performance Index 

                  Performance index introduced to minimize the search space during 

optimization (Aman, Jasmon, Mokhlis, & Bakar, 2012; Murty & Kumar, 2015; Ochoa, 

Padilha-Feltrin, & Harrison, 2005; Yang et al., 2012). In this case, the voltage stability 

index (VSI) shown in (3.49 and 3.50) calculated for all of the nodes, since the nodes 

with max voltage stability index near to zero are prone to voltage instability, and it is 

essential to distinguish weak nodes. A node with VSI near to one is more stable than 

other below or near 0.6 

                                         (3.50) 

             3.5.3  Computational Methods 

            Another class of techniques used for optimizing the location and size of 

RDGs in a power system is the computational methods. Although these methods are 

fast compared to the other classes of techniques, their drawback is that they are 

complicated and reproduction of their results may be difficult or sometimes impossible. 

(Shukla, Singh, & Naik, 2010) Addressed the issue of optimizing RDG planning 

regarding size, number, and location to reduce line losses in radial distribution 

networks. Their optimization methodology, which was based on the Sequential 

Quadratic Programming algorithm, assessed the compatibility of different generation 

schemes upon the level of power loss reduction and RDG cost (Kothari, 2012)  

             3.5.4  Artificial Intelligence Methods 

            Artificial Intelligent Techniques such as DE, ABC (Varadarajan & 

Swarup, 2008) are adaptive heuristic search algorithms based on the evolutionary ideas 

4 224( ) 4( )i j j i j i j i j i jVSI V P X Q R P R Q X V= - - - +
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of natural selection and genetics. Artificial intelligent represent rational exploitation of 

solving optimization problems through a random search. In the recent past, much effort 

has been contributed to resolving the optimal RDG problem, utilizing different 

algorithms and considering different objectives. The optimal placement and sizing of 

RDG could formulate as an optimization problem.  

The general idea of the ABC technique is that it starts with random solutions 

and repeatedly attempts to find better solutions by searching the neighborhoods of the 

current best solutions and abandoning the weak solutions. The current problem 

solutions represented as food sources that are each associated with an employed bee. It 

is evident from the description above that the standard ABC algorithm has only three 

control parameters that need to be set appropriately for the given problem. First, the 

population size, Second, the local search abandoning limit and third, the maximum 

number of search cycles. Various algorithms used to solve optimal power flow problem 

(Adaryani & Karami, 2013): GA tend to converge towards local optima or even 

arbitrary points rather than the global optimum of the problem. Hence there needs to 

combine a method that has good convergence to obtain a robust solution for the problem 

at hand. 

The following are demerits of PSO: 

a) They produce less accurate results at regulation speed; this is because they 

quickly suffer from partials optimism  

b) Non-coordinate problems such as the solution to the energy field and the 

moving rules of the particles in the energy field, application of the method 

may not work out correctly. 
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              3.5.5  Artificial Bee Colony Technique 

             The ABC algorithm approach is established from foraging behavior of 

real honey bees developed by Karaboga (2005) as a new heuristic method for solving 

multidimensional optimization problems. ABC Technique as meta-heuristic 

optimization applied for solving MOOP by (Abu-Mouti & El-Hawary, 2011). Since 

most of the meta-heuristic methods are independent of the initial solutions and are 

derivative-free, they overcome the main limitations of deterministic or conventional 

optimization methods which are getting trapped in local extremes and divergence 

situations respectively. The colony of ABC consists of three groups: employed, 

onlookers, and scout bees. The merit of ABC are listed as follows: 

a) ABC does not converge prematurely. 

b) It can discover good solution more rapidly. 

c) It produces a good solution at the reasonable time. 

d) Accuracy 

             3.5.6  Algorithm of ABC 

Step1: Initialize solutions population Xi, as shown in (3.50) 

                                     (3.50)                                                                                     

Step 2: Calculate the fitness values using (3.51) 

                           (3.51)   

Step 3: Update new position (solutions) for the bees by using (3.52). 

                                           (3.52) 

Step 4: Apply selection process between Xij and Vij.  

Step 5: Determine the values P(Xij) for the solutions Xij using (3.53) 

min max min
, (0,1)( - )i j j j jX x rand x x= +

( ) 1 1    Fitness Objective Function -= +

 ( - )ij ij ij ij kjv x f x x= +



77 
 

                                                                       

                                       (3.53)                                            

Step 6: Generate the new solutions Vi from the solutions xi, by 

considering selection process between Xij and Vij.  

Step 7: Calculation of the solution for the scout bees, and replace it with 

an entirely novel resolution and weigh them as shown in equation (3.54) 

                              (3.54)  

Step 8: If cycle = MCN, stop and print result. Else, follow Step 3. 

The flow chart from step 1 to step 8 illustrated in Figure 3.3. 

Employed bees: Randomly search for food source positions (solutions) and then 

share the information that is nectar amounts by dancing with the bees waiting in 

the hive. Duration of dance depends on the nectar amount (fitness value) of the 

food source.  

Onlooker bees: Watch dances of variously employed bees and chose the 

excellent food source position according to the quality of that food source. Scout 

bees: An employed bee of the source which is abandoned becomes a scout and 

starts to search a new food source randomly. Onlookers are placed on food 

sources by using probability-based selection, as the nectar amount increases on 

source onlooker bees prefer that source too.  

Scout bees are the explorers and have no guidance while looking for food. That 

creates the possibility of both low or rich quality sources may be discovered. In 

ABC one of the employed bees is selected as the scout bee, and a parameter limit 

controls this selection. 
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Figure 3. 3 Flowchart of ABC Algorithm 

If a predetermined number of trials does not improve the food source (solution), 

its employed bee abandons the source, and it converts to a scout. So limit is the number 

of trials before leaving a food source. 

              3.5.7   Pseudo-code of the main body of ABC algorithm 

a) Initialization 

b) Evaluation 
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c) cycle = 1 

d) repeat 

e) Employed Bees Phase 

f) Calculate Probabilities for Onlookers 

g) Onlooker Bees Phase 

h) Scout Bees Phase 

i) Memorize the best solution achieved so far 

j) cycle = previous cycle + 1 

k) Until cycle =Maximum Cycle Number 

              3.5.8  Control parameters of ABC 

a) Colony size (CS) = 20: 

It represents the total number of bees present. One half of CS 

represents the number of employed bees and second half stands for 

the number of onlooker bees. 

b) Limit value = 100: 

It represents the number of trials for a food-source position 

(solution) to be abandoned. 

c) Maximum cycle number (MCN) = 300: 

It is the maximum number of times the search process has to be 

repeated.  

             3.5.9   Overview of ABC Algorithm 

     In the ABC algorithm, the colony of artificial bees contains three groups 

of bees: employed bees, onlookers, and scouts. A bee waiting on the dance area for 
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making the decision to choose a food source is called an onlooker, and a bee is going 

to the food source visited by it previously is named an employed bee.  A bee carrying 

out random search is called a scout. In the ABC algorithm, the first   half   of   the   

colony   consists   of   employed   artificial bees and the second half constitutes the 

onlookers.   

          For every food source, there is only one employed bee.  In other  words,  

the  number  of  employed  bees  is  equal  to  the  number  of  food  sources  around  

the  hive.  The employed bee whose food source is exhausted by the employed and 

onlooker bees becomes a scout. In the ABC algorithm, each cycle of the search consists 

of three steps:  

a) Sending the employed bees onto the food sources and then measuring their 

nectar amounts. 

b)  Selecting  of  the  food  sources  by  the  onlookers  after  sharing  the  

information  of  employed  bees  and  determining  the  nectar  amount  of  

the  foods. 

c)  Determining the scout bees and then sending them to possible food sources.  

 At the initialization stage, a set of food source positions are randomly selected 

by the bees, and their nectar amounts are determined. Then, these bees  come  into  the  

hive  and  share  the  nectar  information  of  the sources with the bees waiting on the 

dance area within the hive. At the second stage, after sharing the information, every 

employed  bee  goes  to  the  food  source  area  visited  by  her  at  the   previous   cycle   

since   that   food   source   exists   in   her   memory and  then  chooses  a  new  food  

source  by  means  of  visual information in the neighborhood of the present one. At the   
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third   stage,   an   onlooker   prefers   a   food   source   area   depending   on   the   

nectar   information distributed   by the employed bees on the dance area.  As the nectar 

amount of a  food  source  increases,  the  probability  with  which  that  food  source  

is  chosen  by an onlooker increase,  too.  Hence,  the  dance  of  employed  bees  

carrying  higher  nectar  recruits  the  onlookers   for   the   food   source   areas   with   

higher   nectar   amount. 

Visual  information  is  based  on  the  comparison  of  food  source  positions.  

When  the  nectar  of a food source is abandoned by the bees, a new food source is  

randomly  determined  by  a  scout  bee  and  replaced  with  the  abandoned one. In our 

model, at each cycle at most one scout goes outside for searching a new food source 

and the number of employed and onlooker bees were equal. 

The probability Pi of selecting a food source i is determined using the following 
expression:  

 

                                                                  (3.55) 

Where  

fit is the fitness of the solution represented by the food Source i and 

SN is the total number of food source 

The main advantage of ABC algorithm is that: It does not require external 

parameters such as crossover rate and mutation rate as in case of genetic algorithms, 

differential evolution, and other evolutionary algorithms. The other advantage is that 
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the global search ability in the algorithm implemented by introducing neighborhood 

source reduction mechanism which is similar to mutation process. 

 

3.6.     Multiobjective ABC (MOABC) 

  In a real world, many optimization problems deal with the simultaneous 

optimization of two or more objectives. That means, most of the real world problems 

are associated with the simultaneous optimization of several objective functions. 

Generally, these objective functions are non-commensurable and conflicting in nature. 

The conflicting natures of these objective functions give rise to a set of optimal 

solutions, instead of one optimal solution. The reason for the optimality of many 

solutions is that there is no one can be better than any other concerning all objective 

functions. These optimal solutions are called Pareto- optimal solutions.  

              3.6.1  Main steps of the MOABC algorithm 

i. Cycle = 1 

ii. Initialize the food source positions = solutions_ xi, i _ 1. . . SN 

iii. Evaluate the nectar amount fitness fit i of food sources 

iv. The initialized solutions are sorted based on non-domination 

v. Store non-dominated solutions in the external archive evolution 

algorithm (EA) 

vi. Repeat 

vii. Onlooker Bees Phase 

For each onlooker bee 

Randomly chooses a solution from EA 
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Produce new solution vi by using expression 4.1 

Calculate the value fit i 

Apply greedy selection mechanism in Algorithm 3 to 

decide which solution enters EA 

End of for loop 

viii. The solutions in the EA sorted based on non-domination 

ix. Keep the non-domination solutions of them staying in the EA 

x. If the number of non-dominated solutions exceeds the allocated size 

of EA. Use crowding distance to remove the crowded members 

xi. Cycle = previous cycle +1. 

xii. Until cycle = Maximum Cycle Number 

             3.6.2  Mathematical Algorithm of MOABC 

            Generally, multi-objective optimization problem consists of some 

objectives simultaneously and is associated with some equality and inequality 

constraints which can be formulated as follows: 

                                                   (3.55) 

Where 

  The ith objective function, x is the decision vector represents a solution.  

 The number of objectives. 

Subjected to constraints 

                                                (3.56) 
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For a multi-objective optimization problem, any two solutions x1 and x2 may have one 

of the two possibilities: either one dominates other, or none dominates other. For the 

problem of minimization a solution x1 dominates x2 if the following conditions satisfied: 

                                                             (3.57) 

If the above conditions are violated, the solution x1 does not dominate the 

dominate x2. If x1 dominates the solution x2, x1 is called non-dominated solution. Non- 

dominant solutions within the entire search space are also known as Pareto-optimal 

solutions which constitute the Pareto-optimal set or Pareto-optimal front. 

            3.6.3   Choice of weights factor for MOOP 

                      As mentioned earlier, the allocation of the various weights in a given 

multi-objective function varies according to the engineer’s requirements. Thus, a study 

of the effect of the weights factor on the fitness done to determine the best weights 

combination to adopt in coming up with the multi-objective function. During this study, 

the values of the weights are assumed positive. Initialized from zero to one with the 

step of 0.1 which gives ten options for the given two weight factor to have optimized 

multiobjective function (MOF). In this research study, weight factor calculated by run 

Matlab code which guided with given MOF. Thus the weights factor chosen for power 

loss function and voltage stability function were 0.6 and 0.4 respectively in the multi 

objective function (MOF) given by equation (3.39). 

 
 

3.7  Chapter Summary 

1 2( )   ( )i if x f x£
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This chapter discussed the OPF and optimization methods for allocation and 

sizing of RDG. It also reviewed and explained the theory of MOABC in power 

optimization. The next chapter will show simulation results on how ABC used to solve 

multi-objective optimization problem (MOOP). 



CHAPTER 4 
 

SIMULATION RESULTS AND DISCUSION 

4.1  Introduction 

This chapter presents the results obtained using ABC algorithm and VSI method 

as well. The algorithm outlined in the previous chapter was implemented and 

programmed in Matlab 2014. Simulations carried out using MA TLAB software have 

been conducted on IEEE 33-nodes, IEEE 69-nodes and real system of 34 nodes shown 

in Figure.4.10, Figure 4.15, and Figure 4.19 respectively. In all test-feeder system, the 

bus 1is considered as slack bus, while other nodes are taken as PQ nodes with the option 

of inserting RDG. Different scenarios of RES are considered to perform the 

computation. Section 4.3 demonstrate the simulation of IEEE 33-nodes, section 4.4 

depicts a simulation of IEEE 69-nodes network under the different cases and section 

4.5 illustrate the simulation of real distribution system with 34-nodes. 

 

4.2 Simulation Results based on the type of RDG and Resources 

            4.2.1  Solar PV Resources 

           The annual mean value of global solar radiation (insolation) ranges from 

4.5 to 6.0kWh/m2 according to ground measurements. It reflects a good potential for 

solar energy conversion throughout the region. Small-scale use of solar photovoltaic 

technologies are expected to be adequate from approximation 4kWh/m
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while larger installations such as solar thermal power plants require about 5kWh/m2 

according to Alfayo & Uiso, (2002). With the reference to Figure 4.1 and Figure 4.2, 

output power from   solar PV vary based on its insolation. 

 

Figure 4. 1  Power output from solar PV 

 

 

Figure 4. 2 Solar irradiation 

 

From Figure 4.2, power density from solar PV vary from ideal, daily and even monthly. 

For the estimation during designing sizing of RDG based on solar PV generator, it is 
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better to rely on monthly data. Jones et al., (2017) demonstrated how DC power from 

solar PV can be converted through inverter as shown in Figure 4.3. 

 

Figure 4. 3 Curve of Power converted from solar PV (Jones et al., 2017) 

 

             4.2.2  Wind Resources 

             Figure 4.4 illustrate how extraction of energy from WT vary for a given 

period of one year. Furthermore, measurements and modeling refer to 10m height and 

knowledge about wind speed at higher levels are less known. 

In this research, two types of RDGs were used (solar PV and WT), the solar PV 

was made to generate active power while the latter can generate both active and reactive 

power. 
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Figure 4. 4 Power output from the WT 

            4.2.3   Load modeling 

           The distribution system under study is assumed to follow the normalized 

24-hour load profile of the IEEE system as shown in Figure 4.5 (Giradi et al., 2011 and 

Osaloni, 2016) The constant P and Q load in load characteristic incorporate through 

load factor LF in the equation below. 

                                                   (4.1) 

Where 

LF = Load factor 

t = Time in hours 

 

Figure 4. 5 Normalized daily load demand curve (Giradi et al., 2011) 
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             4.2.4  Validation of proposed method 

           Distribution networks are sometimes considered as the critical 

infrastructure of a country, and detailed load data prompts privacy concerns. As a result, 

only a very few real networks are publically available for use as a test network. This 

has forced the research community to use only the available test feeders that are 

published in the literature so far, sometimes for purposes beyond the original intentions 

of the test feeder. For instance, the Institute of Electrical and Electronics Engineers 

(IEEE) Power and Energy Society (PES) published radial tests feeders providing 

references for the United States distribution system for the first time. 

A test feeder is a distribution network model that is able to replicate the behavior 

of an actual distribution feeder.  In this case, we say that the test feeder is representative 

of a particular actual network located in a particular area or country. A significant use 

of test feeders is benchmarking, allowing for researchers to evaluate the performance 

of new algorithms. For instance, in the OPF case, the computing time, the degree of 

optimality, or even a ratio between them can be used as a benchmark. With emerging 

widespread grid modernization efforts, testing the corresponding advanced 

optimization algorithms suggests a need for realistic large-scale 

distribution/transmission test networks. In addition to providing a valuable test 

platform, test networks are also essential to make consistent comparisons across 

different advanced algorithms. 

This section details the validation process applied for validating the ABC 

algorithm as proposed in Chapter 3. In order to illustrate the effectiveness of the 

proposed methods in this research work, obtained results are compared with other 

approaches from published articles in the literature that deal with the same distribution 
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network. The validation studies have been carried out using two networks: First is six 

bus test systems designed with two set of generators, two transformers, two capacitors 

and three loads as detailed in Figure 4.6. Second, the network is IEEE 37-nodes 

designed with 36 branches, 37 nodes, and one transformer as detailed in Figure 4.8. 

             4.2.5  Test model of IEEE 6-bus 

             For the validity of the proposed ABC algorithm, the IEEE 6-bus in 

Figure.4.6 meshed distribution feeder system was considered in different cases. The 

network has a base value of 230kV, 100MVA and consists of 8 lines and 6 buses. The 

simulation is modeled by using GA and ABC as shown in Table 4.1 and compared with 

published results of PSO presented by Uthen et al., (2010). While in Table 4.2 depict 

the control variables used in IEEE 6 bus system.  Figure 4.7 shows the comparison of 

convergence (fitness function) for ABC and PSO. 

The simulations were performed using MATLAB software. The test carried out 

by solving the optimal power flow problem of the power loss objective in which 

variables limits are given in Table 4.2 as system constraints. The system was loaded 

with 50 +j10MVA, 30 +j18 MVA, and 55 +j11 MVA for bus number 3, 4 and 6 

respectively. For comparison, 30 iterations applied for PSO, GA and that of ABC. 

 

 

 

 

 

Table 4. 1 Line data of six bus with base values of 100MVA, 230kV 
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Line Number Bus Number Impedance (p.u) 

From To R X 

1 1 6 0.123 0.518 

2 1 2 0.000 0.300 

3 2 5 0.282 0.640 

4 3 4 0.000 0.133 

5 3 5 0.723 1.050 

6 4 1 0.097 0.407 

7 4 6 0.080 0.370 

 

       Table 4. 2 Control Variables 

Variables Min Max GA PSO ABC 

V2 p.u O.95 1.10 1.04 - 1.01 

V4 p.u O.95 1.10 1.04 - 1.01 

V6  p.u O.95 1.10 1.04 - 1.03 

P2 (MW) 20.00 45.00 25.02 - 25.04 

QC4 &QC6 (Mvar) 0.00 50.00 24.01,18.01 - 24.0,18.0 

T65 &T12 (p.u) 0.90 1.10 1.01,0.98 - 1.0,0.98 
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Figure 4. 6 Test network of IEEE 6-Nodes 

Validation results for the proposed method demonstrated in Table 4.3 by considering 

different parameters. 

      Table 4. 3 Validation of Results  

Methods PSO ABC 

Active power loss (MW) 7.152 7.146 

Reactive power losses (MVar) - 4.04 

Min voltage (p.u) - 0.97 

Max voltage (p.u) - 1.04 

VSImin - 0.652 

VSImax - 0.872 

Optimal size of G2 (MW) - 4.46 
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Figure 4. 7 Fitness curve of PSO and ABC 

              4.2.5  Test model of IEEE 37-nodes 

            The IEEE 37-nodes test system is an actual distribution network located 

in California.  The characteristics of the feeder are: 

a) Three-wire delta operating at a nominal voltage of 4.8 kV 

b) All line segments are underground 

c) Substation voltage regulator consisting of two single-phase units connected 

in open delta. 

d) All loads are spot loads and consist of constant PQ, constant current and 

constant impedance  

e) The loading is very unbalance 

 



95 
 

                                                                       

 

Figure 4. 8 IEEE 37-nodes system (Mmary et al., 2018) 

 

In Table 4.4, results demonstrate the effectiveness of proposed method as compared 

with results of some published journals.  Also, Figure 4.9 depicts convergence 

characteristics of proposed methods appeared in five iteration. 

Table 4. 4  Validation in IEEE 37-nodes 

Parameters IEEE standard Mmary et al,2018 ABC 

Power loss (MW) 0.3679 0.3679 0.3482 

 

From Table 4.4, results of published articles compared with results of prosed method. 
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Figure 4. 9 Fitness curve of ABC in IEEE 37-nodes 

 

 

4.3  Distribution System Model 

The distribution system modeled are IEEE 33-nodes (Liu, Xu, Niu, & Xie, 

2016), modified IEEE 34-node test feeder (Silva et al., 2007) and IEEE 69-node test 

feeder.  

 

4.4  Simulation of IEEE 33-nodes system 

In these results, the RDG was located in an IEEE 33-nodes test system. The test 

system is a radial system with a total load of 3.72MW +j2.3MVAR. The total real power 

loss 211.20kW and reactive power loss of 101.10kVAR are obtained using Newton-

Raphson method. The diagram of this network is given in Figure 4.10 while its branch 

line and node data are as shown in Appendices B and C respectively. Results at base 

case are shown in Table 4.5. 
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Figure 4. 10 IEEE 33-nodes system (Dufo-López et al., 2011; Liu et al., 2016) 

 

        Table 4. 5 Results of IEEE 33-nodes at the base case without RDG 

S/N Parameters Value 

1 Total reactive demand 2.295MVAr 

2 Total real demand 3.715MW 

3 Min Voltage (node number) 0.9036 (17,18,32,33) 

4 VSI min (node number) 0.6686 (17,18,32,33) 

5 VSI max (node number) 0.8323 (1) 

6 Total power loss 211.20 kW 

 

The values of results given in Table 4.5 depict base case of IEEE 33 nodes 

without integration of RDGs. The following parameters were considered for evaluating 

performance of RDN: Total power loss of 211.2MW and voltage stability of 0.6686 

were distinguished in RDN. 
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        Also, the minimum voltage is 0.6686p.u. is bearing the node number 18 of the 

RDN. The system has a weak voltage profile at node 16, 17, to 18 due hugely loaded 

to the system. In this section, the results of optimal allocation two types of RDGs (WT 

and solar PV) in IEEE 33-nodes is given in this section considering the stochastic nature 

of their supply. The peak load is assumed to be within a period of 24-hours as presented 

in Chapter 4, Figure 4.5 were used. Also, results from ABC compared with the GA and 

PSO optimization method are presented. Finally, study cases are defined as case 1 with 

single objective optimization and case 2 with multiobjective optimization 

              4.4.1  Simulation result for case 1: Minimization of active power loss. 

            The base case was run using Newton-Raphson load flow to obtain the 

bus voltage magnitude, real and reactive power loss respectively. After the load flow, 

optimum size of RDG was identified using ABC and the approximate loss for each 

node and entire system was found using equation (2.11) and (2.12). By placing RDG at 

the corresponding location with the optimum sizing obtained from above, the 

performance of RDN were determined and tabulated in Table 4.6. As far as optimal 

location is concerned in a RDN, the optimal solution that minimizes the objective 

function was found to be at nodes 6, 20 and 31, with the size of the RDG being 0.50MW, 

0.43MW, and 0.50MW respectively. Here, total real power losses reduced to 194.04kW 

from 211.20kW. Figure 4.11 demonstrate fitness function by considering one objective 

function. However, by considering single objective function there violation in some 

constraints found. 

 

        Table 4. 6 Multiple RDG considering power loss only 
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Ploss (MW) Location RDGs (MW) VSI VSImax 

0.1940 17,18,33 0.5, 0.43, 0.5 0.701 0.717 

 

 

Figure 4. 11 Fitness function considering power loss only 

 

              4.4.2  Simulation result for case 2: Multi-objective Optimization 

            The placement and sizing of multiple RDG have been investigated by 

considering MOOP. That means, simultaneously of power loss reduction and 

maximization of VSI. In a given mathematical code in Matlab, setup of iterations was 

given in interval of 0.01 which gives 100 number of times/iteration for evaluating the 

optimal weight factor. The obtained weight factor was 0.55 in power loss and 0.45 in 

VSI. 

 Scenario 1: Optimization with single RDG (Injecting of P only) 

        Table 4.7 gives the comparison for scenario 1 of the case 2 with single RDG 

in the system optimally located at node 18 and sized using ABC.  

 

        Table 4. 7  Optimization with single RDG (Injecting of P only) 
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Ploss (MW) Location RDGs (MW) VSImin VSImax 

0.144 18 4.72 0.713 0.729 

 

 

Scenario 2: Optimization with single RDG (Injecting of P and Q) 

         In this case, wind turbine generator is considered in simulation. Since, 

selected location found through use of VSI.  

         Table 4.8   Optimization with single RDG (Injecting of P and Q) 

Ploss (MW) Location RDGs (MW) VSImin VSImax 

0.122 18 3.48 0.809 0.819 

 

      Table 4.8 gives the comparison for scenario 2 of the case 2 with a single 

RDG in the system optimally located at node 18 and sized using ABC. The VSI 

improved from 0.713 p.u to 0.809 p.u at node 18 as shown in Table 4.7 and Table 4.8 

respectively. Furthermore, Figure 4.12 depicts the value of selected objective function 

at ten iterations which consider wound rotor synchronous generator (WRSC). 

Scenario 3: Multiple RDGs considering MOP 

       Table 4.9 gives the comparison for scenario 3 of case number 2 with 

multiple RDGs in the system located at node 17, 18, 33. In this case, the VSI improved 

from 0.809 p.u lowest voltage at node 17, 18, 33 to 0.874 p.u as shown in Table 4.8 and 

Table 4.9 respectively. Finally the summary of results tabulated in Table 4.10. The 

fitness of simulated scenario demonstrated in Figure 4.12. The limits of decision 

variable used in IEEE 33 nodes and its optimal values are depicted in Table 4.13. 

        Table 4. 9  Multiple RDG considering MOOP 
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Ploss (MW) Location RDGs (MW) VSImin VSImax 

0.0840 17,18,33 1.84, 1.170, 1.59 0.874 0.977 

 

 

 

               Figure 4. 12 Multiple RDGs (Injecting of P and Q) 

 

Table 4. 10 Control variable limits and optimal values in 33-nodes 

S/N Control variable  Limit range Optimal Value 

Min Max     GA   ABC 

1 V18 0.9 1.1 0.987 0.997 

2 V17 0.9 1.1 1.001 1.001 

3 V33 0.9 1.1 0.984 0.997 
 

 

         Table 4. 11 Results of IEEE 33 Nodes with RDGs 

S/N Parameters Value 

1 Total reactive demand (Mvar) 2.295 

2 Total real demand  (MW) 3.715 

3 Min Voltage (node number) 0.9546 (18) 
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4 VSI min (node number) 0.879 (17,18,32,33) 

5 VSI max (node number) 0.9972 (1) 

6 Total power loss (kW) 84.01 

7 Size of RDGs in (MW) 1.84, 1.17, 1.59 

8 The output of Solar PV Module (Watt) 97.18 

9 Number of PV module to form an 

array 

8 

10 Number of the array in solar PV 

panels 

3 

11 The output of WT (as per Table 2.1) 2.1 

12 Number of WT 3 

                  

  4.4.3   Integration of RDGs in IEEE 33-nodes system. 

            From the voltage stability analysis for IEEE 33 nodes, it is observed that 

node 7, 18, 32 and 33 are the best locations for the RDG. Voltage index graph for IEEE 

33-nodes is shown in Figure. 4.14. From the graph, it has been observed that node 17, 

18, 32 and 33 shows the minimum VSI which is the best location for RDG placement. 

The minimum voltages are highlighted. From Figure 4.14 it has been observed that the 

voltages improved from 0.9405, 0.9519, 0.9448 and 0.9495 in p.u (without RDG) to 

0.9744, 0.9871, 0.9784 and 0.9879 in p.u. (with RDG) respectively. Hence, there is an 

improvement in the minimum voltage when compared before and after placement of 

RDG as shown in Figure 4.13. In case 2 of MOOP, three scenarios were considered 

during simulation. These results tabulated by considering single RDG which generate 

P only, single RDG which generate both P and Q to RDN and multiple RDG in Table 

4.7, 4.8 and 4.9 respectively. 
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Figure 4. 13 Integration of multiple RDGs into IEEE 33-nodes. 

 

 

Figure 4. 14 Voltage profile of 33-nodes test system by integration of RDGs 

 

 

4.5 Simulation of IEEE 69-nodes system 

 The system has a total load of 3.8MW and 2.69MVAr and resulting power losses 

of 0.2250MW and 0.1022MVAr. The algorithm implemented under MATLAB 

Software R2014b.  Branch data and node data are found in (Grisales-Noreña, Gonzalez 
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Montoya, & Ramos-Paja, 2018) as illustrated in Figure 4.15. The primary objective of 

this section is to evaluate the benefit of the RDG on an IEEE 69-nodes radial 

distribution system in Figure 4.15 consists of several feeders at which are heavily 

loaded feeder. Simulation at base case shown in Table 4.12. 

 

 

 

Figure 4. 15 Line diagram of the IEEE 69-nodes test system 

 

 

 

 

 

 

      Table 4. 12 Results of IEEE 69 Nodes without RDG 

S/N Parameters Value 

1 Load demand in  Mvar 2.69 

2 Load demand in MW 3.8 
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3 Min Voltage (node number) 0.904 (65) 

4 Max Voltage (node number) 0.955 (1) 

5 VSI min (node number)  26,27, 46, 63,65,69 

6 Total power losses in MW 0.2250 

7 Power losses in Mvar 0.1022 

             

             4.5.1   Simulation result for case 1: Minimization of active power loss. 

            The optimal solution (single objective) that minimizes the objective 

function was found to be at nodes 27, 65 and 69, with the size of RDG being 40kW, 

34kW, and 25kW respectively. Here, total real power losses reduced to 0.191MW from 

0.225MW as shown in Table 4.13 and ABC validated through its fitness curve in Figure 

4.16 at fifth iteration.  

 

        Table 4. 13 Multiple RDG considering power loss only 

Ploss (MW) Location RDGs (kW) VSI VSImax 

0.191 27,65,69 0.5, 0.43, 0.5 0.704 0.838 

 

 

Figure 4. 16 Fitness curve for multiple RDG considering power loss only 
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              4.5.2    Simulation result for case 2: MOO with multiple RDGs. 

              The optimal solution (multiobjective) that minimizes two objective 

functions were found to be at nodes 27, 46, and 65, with the size of RDG being 100kW, 

114kW, and 217kW respectively. Here, total real power losses reduced to 0.094MW 

from 0.225MW as tabulated in Table 4.14. Its fitness curve of ABC by considering 

multiple RDGs (Injecting both P and Q) shown in Figure 4.17. 

 

          Table 4. 14 Optimization with multiple RDGs (Injecting both P and Q) 

Ploss (MW) Location RDGs (kW) VSImin VSImax 

0.05367 27,46,65 100, 114, 217 0.902 0.944 

 

 

Figure 4. 17 Fitness curve by multiple RDGs (Injecting both P and Q) 

 

 4.5.3   Integration of RDGs in IEEE 69-nodes system. 

                RDGs introduced in RDN based on the ranking of VSI. The impacts 

that optimal RDG produces on real and reactive power losses, voltage profile, and 
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voltage stability index of the distribution system is studied (Base case with results 

tabulated in Table 4.12. The power loss reduction and maximization of VSI calculated 

for the system without considering RDG as shown in Table 4.12 and Table 4.14.  

 

4.6  Existing IEEE 34-nodes radial feeder model 

The IEEE Distribution Analysis Subcommittee (Kersting, 2001) has data for 

numerous test cases and hence the data for IEEE 34-nodes chosen for the radial 

distribution feeder. The original system is 60Hz, 24.9kV, 12 MVA with various fixed 

loads and distributed loads connected to a primary utility substation as shown in Figure 

4.18. The node data and branch data of IEEE 34 nodes including its radial network are 

shown in a publication of (Mmary & Marungsri) in 2018.  

 

 

Figure 4. 18  Existing IEEE 34-nodes system (Silva et al., 2007) 

 

The IEEE’s Distribution System Analysis Subcommittee has published data for 

four different radial distribution test feeders. Although these feeders cannot be 
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considered typical, these feeders represent real-world systems located at four locations 

of the North American Grid. To validate these test feeders, complete data set about the 

power flow information are available, making them a useful benchmark. Figure 4.14 

shows the one-line diagram of the test feeder. The characteristics of this test feeder are 

as follows: 

a. The nominal voltage of the test feeder is 24.9 kV 

b. Multiple single and three-phase laterals 

c. Long and lightly loaded 

d. Two in-line voltage regulators to regulate the voltage 

e. Unbalanced loading with “spot” and “distributed” load 

f. Shunt capacitors to improve the power factor 

              4.6.1  Load model 

            Spot loads are connected at a node. Distributed loads are modeled when 

the load is uniformly distributed along the length of the feeder and is hence connected 

to the middle of the line segment. The loads are three-phase, two-phase or single-phase 

and connected in star or delta.  

 

Table 4. 12 Load model of IEEE 34-nodes 

Code Connection Model 

Y-PQ Star (Wye) Constant P and Q 

Y-I Star (Wye) Constant current 

Y-Z Star (Wye) Constant Impedance 

D-PQ Delta Constant P and Q 
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D-I Delta Constant current 

D-Z Delta Constant Impedance 

 

The loads are modeled as constant complex power (PQ), constant current (I) and 

constant impedance (Z). Table 4.15 lists the codes used to describe the various loads. 

In case of constant current and constant impedance loads, kW and kVar is converted 

by assuming the rated voltage in p.u 

              4.6.2  Shunt capacitor bank 

            Two three-phase capacitor banks are connected in star. They have been 

modeled as constant susceptance. 

             4.6.3  Transformers 

            A three-phase step-down transformer, connected to star-delta, is used to 

step down the voltage from 24.9kV to 4.16kV for a small section of the feeder. 

 

4.7      Real system of 34-nodes system 

The proposed method have applied to solve the problem of placement and sizing 

RDG in real distribution system of 34-nodes. However, the distribution network under 

study is shown in Figure .4.19 adapted from Tanzania. System interconnected at slack 

bus number 5290 (Kiyungi 33kV). The network parameters and related data found in 

Appendix D.  

VSI used for the placement of the RDGs. The first four nodes considered as an 

optimum place for RDG. The node numbers chosen as per VSI are 838, 848, 856 and 
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864. The outcome leads to two locations for placement of RDG, which are nodes 838, 

848, 856 respectively with optimal size depicted in Table 4.16.  

The adaption of IEEE 34-nodes network into the distribution network of 

Tanzania, made some changes such as voltage level from 24.9kV  to  33kV.  In another 

side, as voltage regulators are not so standard in  Tanzania. For practical results, it seems 

better to omit voltage regulators between node number 814-850 and also node number 

832-852 as modeled in a schematic network shown in Figure. 4.18. The control variable 

and its optimal values tabulated in Table 4.16 with four decision variables. The total 

load of the networks is 5.91MW and 3.07MVar. Also, the minimum voltage is 0.902 

p.u bearing at node number 828 of the RDN. Thus, the system has a weak voltage 

profile at node 828, 834, and 838 due to the system hugely loaded. 

          Table 4. 16 Control variable limits and optimal values in 34-nodes 

S/N Control variable  Limit range Optimal Value 

Min Max     GA ABC 

1 V838 0.9 1.1 0.9967 0.9978 

2 V848 0.9 1.1 1.0051 1.0013 

3 V856 0.9 1.1 0.9861 0.9987 

4 T 0.9 1.1 0.9914 0.9957 

 

             4.7.1  Simulation of real distribution system  

            The simulation results without RDG at are depicted in Table 4.17. From 

the minimum voltage of 0.9036p.u bearing at node number 838 of the RDN, also, the 

system has a weak voltage profile at node 838, 848, 856 due hugely loaded to the 

system. 
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Figure 4. 19 Real system with 34-nodes system (Juanuwattanakul & Masoum, 2012) 

 

 

        Table 4. 17 Results of real system without RDG 

S/N Parameters Value 

1 Total reactive demand 3.007MVAr 

2 Total real demand  5.325MW 

3 Min Voltage (node number) 0.9036 (838) 

4 Max Voltage (node number) 0.9546 (1) 

5 VSI min (node number) 0.6586 (838,848,864) 

6 VSI max (node number) 0.8323 (1) 

7 Total power losses 2732kW 

         

             4.7.2 Simulation result for case 1: Minimization of power loss. 

            The optimal solution that minimizes the objective function was found to 

be at nodes 838, 848, and 856, with the size of the RDG being 0.50MW, 0.43MW, and 
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0.50MW respectively. Here, total real power losses reduced to 1606kW from 2732kW.  

VSI and Power loss obtained by considering one objective function are demonstrated 

in Table 4.18.  

 

        Table 4. 18 Multiple RDG considering one objective function (power loss only) 

Ploss (MW) Location Size of RDGs 

(MW) 

VSImin VSImax 

1.606 838, 848, 856 0.5, 0.43, 0.5 0.618 0.695 

 

             4.7.3  Simulation results of case 2:  Multi-objective Optimization 

            The placement and sizing of multiple RDGs have been investigated by 

considering MOOP. That means, simultaneously of power loss reduction and 

maximization of VSI. In a given mathematical code in Matlab, setup of iterations was 

given in interval of 0.01 which gives 100 times for evaluating the optimal weight factor. 

The obtained weight factor was 0.55 in power loss and 0.45 in VSI.  

Scenario 1: Optimization with single RDG (Injecting both P and Q) 

          As depicted in Table 4.19, with the integration of RDG which inject both 

P and Q give a significant reduction of losses compared with RDG which inject only 

active power. Table 4.20 gives the comparison of scenario 2 in the case 2 with single 

RDG in the RDN with optimally located at node 848 and sized using ABC. The VSI 

improves from 0.741 to 0.845 at node 848. Moreover, summary of results of real system 

integrated with RDGs demonstrated in Table 4.20. 
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           Table 4. 19 Optimization with single RDG (Injecting both P and Q) 

Ploss (MW) Location RDGs (MW) VSImin VSImax 

1.44 848 4.120 0.815 0.845 

 

Scenario 2: Optimization with Multiple RDGs (Injecting both P and Q) 

           For the case of multiple RDG, power losses reduced to 1.235MW 

compared to 1.445MW as shown in Table 4.21 while Figure 4.20 illustrate about 

integration of multiple RDGs at position number 836,848 and 864 in real system of 34 

node. However, simulated values of VSI in a real system without and with RDGs are 

revealed in Table 4.23 and Table 4.24 respectively. 

           

 

         Table 4. 20 Results of real system with RDGs 

S/N Parameters Value 

1 Total reactive demand 3.007MVar 

2 Total real demand  5.325MW 

3 Min Voltage (node number) 0.9546 (838,848,856) 

4 VSI min (node number) 0.947 (838,848,856) 

5 VSI max (node number) 0.964 (800) 

6 Total power loss (kW) 84.01 

7 Size of hybrid RDGs in (MW) 1.84, 1.120, 1.57 

8 The output of Solar PV Module (Watts) 97.18 

9 Number of PV module in the array 8 

10 Number of the array in solar PV panels 5 

11 The average output of WT  (Table 2.1) 1.2  
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12 Number of WT 3 

 

 

Table 4. 21 Optimization with Multiple RDGs (Injecting both P and Q) 

Ploss (MW) Location RDGs (MW) VSImin VSImax 

1.235 838, 848, 856 1.84, 1.120, 1.57 0.947 0.964 

 

 

 

Figure 4.20 Integration of multiple RDGs in real system of 34 node 

 

 4.7.4   Sizing of BES in real system of 34-nodes 

           According to Reddy et al., (2010), the size of BES depends on average 

load supplied with hybrid RDG, energy storage technology (in MWh), which relate 

with an available source of RES. Since installed BES used for voltage support during 

adverse weather condition and at peak load only. Location of BES proposed to be in 

parallel (same location of RDG) with installed hybrid RDG to suit the requirement of 
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stable power from hybrid RDG. From the optimal values of hybrid RDG depicted in 

Table 4.22, the size of RDGs is 1.84MW. Thus, capacity calculated as shown in (4.1).  

                                  (4.1) 

 

The obtained capacity of BES shown in equation (4.1) rated in Ampere-hour (AH). The 

number 0.6 used to maintain a reserve of 40% of the BES after a deep discharge.   

Hence, from the given data of RDGs (1.84MW) and bad hours of weather condition 

assumed to be 4hrs, the optimal size of BES become 25140kAH. Finally, the proposed 

operation of hybrid system (charging of the BES) demonstrated in Figure 4.21 which 

combine power from solar PV, wind turbine and BES. 

. 

         Table 4. 22 Proposed capacity of BES 

RDG (MW) 1.840 1.112 1.570 

BES(kAH) 12.27 7.41 10.47 

 

The Efficient Energy Storage System gives the following advantage in power system: 

a) More efficient use of renewable energy generation. 

b) Maximization of renewable generation contribution to the utility grid. 

c) Better supply to the consumer with stable power supply 

d) Reduction of greenhouse gases emission and power losses 

e) Improving the reliability of the power system and use of power system 

in more efficient way. 
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Figure 4.21 Proposed operation of hybrid system 
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Table 4. 23 Results of VSI in real system of 34-Nodes without RDG 

Node 

Number 

Node Number VSI Node Number Node 

Number 

VSI 

800 1 1.00 834 25 0.849 

802 2 0.901 842 26 0.896 

806 3 0.905 844 27 0.701 

808 4 0.893 846 28 0.812 

810 5 0.861 848 29 0.654 

812 6 0.872 860 30 0.522 

814 7 0.845 836 31 0.883 

850 8 0.884 840 32 0.872 

816 9 0.873 862 33 0.851 

818 10 0.881 838 34 0.755 

820 11 0.873 

822 12 0.838 

824 13 0.856 

826 14 0.832 

828 15 0.875 

830 16 0.831 

854 17 0.885 

856 18 0.857 

852 19 0.856 

832 20 0.881 

888 21 0.855 

890 22 0.863 

858 23 0.868 

864 24 0.859 
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       Table 4. 24 Results of VSI into real system of 34-nodes with RDG (solar PV) 

 Nodes Number Node No. VSI  Nodes Number Node No. VSI 

800 1 1.00 848 29 0.904 

802 2 0.941 860 30 0.852 

806 3 0.901 836 31 0.913 

808 4 0.931 840 32 0.881 

810 5 0.912 862 33 0.884 

812 6 0.921 838 34 0.848 

814 7 0.923 844 27 0.851 

850 8 0.902 842 26 0.914 

816 9 0.901 

818 10 0.921 

820 11 0.933 

822 12 0.914 

824 13 0.931 

826 14 0.912 

828 15 0.905 

830 16 0.901 

854 17 0.905 

856 18 0.917 

852 19 0.916 

832 20 0.911 

888 21 0.925 

890 22 0.933 

858 23 0.913 

864 24 0.941 

834 25 0.931 

 



119 
 

                                                                       

The results for both cases of integrating RDGs analyzed in Table 4.24 and Table 4.25 

as well. However, results with WT and Solar PV shows how the system may become 

stable by introducing active and reactive power into the RDN. In Table 4.25 

performance of RDN measured by VSI enhanced compared to results found in Table 

4.24.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



120 
 

                                                                       

  Table 4. 25 Results of VSI into real system of 34-nodes with RDG (WT and PV)  

 Nodes Number Node No. VSI  Nodes Number Node No. VSI 

800 1 1.00 848 29 0.914 

802 2 0.991 860 30 0.872 

806 3 0.995 836 31 0.943 

808 4 0.993 840 32 0.882 

810 5 0.991 862 33 0.894 

812 6 0.992 838 34 0.898 

814 7 0.985 844 27 0.881 

850 8 0.994 842 26 0.936 

816 9 0.993 

818 10 0.981 

820 11 0.973 

822 12 0.918 

824 13 0.976 

826 14 0.932 

828 15 0.975 

830 16 0.901 

854 17 0.925 

856 18 0.917 

852 19 0.936 

832 20 0.941 

888 21 0.955 

890 22 0.963 

858 23 0.968 

864 24 0.949 

834 25 0.949 
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 4.8      Chapter Summary 

This research work provides insight into how the weight sum method works and 

has explored the significance of the weight with respect to Pareto optimal set and 

objective function values. The solutions influenced by multiple factors such as 

magnitude of the objective functions and articulation of preference on weight factor. 

The results from ABC considering two types of RDGs were obtained using both 

the IEEE 33-nodes, IEEE 69-nodes and real system of 34-nodes network. The solution 

for RDG units placement and sizing has been developed in terms of selected parameter 

to obtain the  maximum reduction of power loss and  maximization of voltage stability.  

Results show the efficiency and robustness of the proposed ABC algorithm to finding 

optimal location and sizing of the RDG units for enhancing  the performance of radial 

distribution system. The issue of penetration was analyzed concerning size and location 

of RDG while monitoring the power losses and improvement of VSI. For the conclusion 

of results, the next chapter finalizes about the conclusion and future work. 



CHAPTER 5 
 

CONCLUSION AND FUTURE WORK 

5.1  Conclusion 

The power loss in RDN is one of the crucial issues need to be considered by the 

utility, especially to the operational planning division. Improper planning of RDG into 

the power system, especially distribution system gives negative impacts such as high 

power losses and unstable voltage condition.  

To solve the multi-objective Power Optimization problem; Artificial Bee 

Colony algorithm has been proposed, developed and efficiently applied in this research. 

Here the multi-objective optimization problem has been considered as a constrained 

single objective optimization problem by a linear combination of two objective 

functions as power loss and VSI. The efficiency of the proposed method was tested in 

solving optimization problems and successfully gives better solutions compared to the 

other meta-heuristic methods. 

In this thesis, a combination of voltage stability and power loss reduction by 

proposed and implemented through proper integration of optimal hybrid RDG and BES. 

However, simultaneous optimization of power loss and voltage stability depicts better 

performance of RDN compared to separate analysis. It can be concluded that the 

introduction of optimal hybrid RDG with the help of ABC has improved the system 

performance, notably reduction of power loss and stability of the RDN which are 

essential for planning division. 
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5.2      Benefits of research work 

a) The Multi-objective function improved by taking into consideration 

power system parameters like stability issues. 

b) Research work will help the VSPP and utility companies in reducing 

both real and reactive power losses in their networks. This reduction in 

loses will enable them to avoid some of the penalties and compensations 

they incur and hence result in an improvement in their profit margins. 

c) The research work will enable the distribution companies to avoid the 

costs incurred during compensation of spoilt customer equipment due to 

voltage deviations outside the acceptable limits. As a result, this makes 

the companies more economical and reliable in operation. 

5.3      Future work 

The considerations for the future works should include the following,  

a) By combining RDG, capacitor, and BES simultaneously. By performing 

this approach, higher power loss reduction can be obtained. 

b) Towards more practical analysis, different types of loads should be 

considered instead of constant power/steady state value as in this thesis. 

c) The multi-objective function should be implemented in the optimization 

process, including techno-economic benefits of RDG. 

d) Smart protection system should be considered in active RDN  

 



124 
 

                                                                       

REFERENCES 

 

Abido, M. (2011). Multiobjective particle swarm optimization for optimal power flow 

problem. In Handbook of swarm intelligence (pp. 241-268): Springer. 

Abu-Mouti, F. S., & El-Hawary, M. (2011). Optimal distributed generation allocation 

and sizing in distribution systems via artificial bee colony algorithm. IEEE 

transactions on power delivery, 26(4), 2090-2101.  

Adaryani, M. R., & Karami, A. (2013). Artificial bee colony algorithm for solving 

multi-objective optimal power flow problem. International Journal of 

Electrical Power & Energy Systems, 53, 219-230.  

Aghatehrani, R., & Golnas, A. (2012). Reactive power control of photovoltaic systems 

based on the voltage sensitivity analysis. Paper presented at the Power and 

Energy Society General Meeting, 2012 IEEE. 

Alfayo, R., & Uiso, C. (2002). Global solar radiation distribution and available solar 

energy potential in Tanzania. Physica Scripta, 2002(T97), 91.  

Aman, M., Jasmon, G., Bakar, A., & Mokhlis, H. (2013). A new approach for optimum 

DG placement and sizing based on voltage stability maximization and 

minimization of power losses. Energy Conversion and Management, 70, 202-

210.  

Aman, M., Jasmon, G., Mokhlis, H., & Bakar, A. (2012). Optimal placement and sizing 

of a DG based on a new power stability index and line losses. International 

Journal of Electrical Power & Energy Systems, 43(1), 1296-1304. Ayodele, 

T., & Ogunjuyigbe, A. (2015). Mitigation of wind power intermittency: Storage 



125 
 

                                                                       

technology approach. Renewable and sustainable energy reviews, 44, 447-

456.  

Baghaee, H., Jannati, M., Vahidi, B., Hosseinian, S., & Rastegar, H. (2008). 

Improvement of voltage stability and reduce power system losses by optimal 

GA-based allocation of multi-type FACTS devices. Paper presented at the 

Optimization of Electrical and Electronic Equipment, 2008. OPTIM 2008. 

11th International Conference on. 

Bahmani-Firouzi, B., & Azizipanah-Abarghooee, R. (2014). Optimal sizing of battery 

energy storage for micro-grid operation management using a new improved bat 

algorithm. International Journal of Electrical Power & Energy Systems, 56, 

42-54.  

Basso, T., & DeBlasio, R. (2011). IEEE smart grid series of standards IEEE 2030 

(interoperability) and IEEE 1547 (interconnection) status. Grid-Interop, 2030, 

5-8.  

Beaudin, M., Zareipour, H., Schellenberg, A., & Rosehart, W. (2014). Energy Storage 

for Mitigating the Variability of Renewable Electricity Sources. Energy 

Storage for Smart Grids: Planning and Operation for Renewable and 

Variable Energy Resources (VERs), 1.  

Berrada, A., & Loudiyi, K. (2016). Operation, sizing, and economic evaluation of 

storage for solar and wind power plants. Renewable and sustainable energy 

reviews, 59, 1117-1129.  

Bilal, B. O., Sambou, V., Ndiaye, P., Kébé, C., & Ndongo, M. (2010). Optimal design 

of a hybrid solar–wind-battery system using the minimization of the annualized 



126 
 

                                                                       

cost system and the minimization of the loss of power supply probability 

(LPSP). Renewable Energy, 35(10), 2388-2390.  

Bouktir, T., & Guerriche, T. (2015). Optimal allocation and sizing of distributed 

generation with particle swarm optimization algorithm for loss reduction. 

Science and technology, 6(1), 59-69.  

Brown, P. D., Lopes, J. P., & Matos, M. A. (2008). Optimization of pumped storage 

capacity in an isolated power system with large renewable penetration. IEEE 

Transactions on Power systems, 23(2), 523-531.  

Celli, G., Ghiani, E., Mocci, S., & Pilo, F. (2005). A multiobjective evolutionary 

algorithm for the sizing and siting of distributed generation. IEEE 

Transactions on Power systems, 20(2), 750-757.  

Chaouachi, A., Kamel, R. M., Andoulsi, R., & Nagasaka, K. (2013). Multiobjective 

intelligent energy management for a microgrid. IEEE Transactions on 

industrial electronics, 60(4), 1688-1699.  

Connolly, D., Lund, H., Mathiesen, B. V., Pican, E., & Leahy, M. (2012). The technical 

and economic implications of integrating fluctuating renewable energy using 

energy storage. Renewable Energy, 43, 47-60.  

Devi, S., & Geethanjali, M. (2014). Application of modified bacterial foraging 

optimization algorithm for optimal placement and sizing of distributed 

generation. Expert Systems with Applications, 41(6), 2772-2781.  

Dufo-López, R., Bernal-Agustín, J. L., Yusta-Loyo, J. M., Domínguez-Navarro, J. A., 

Ramírez-Rosado, I. J., Lujano, J., & Aso, I. (2011). Multi-objective 

optimization minimizing cost and life cycle emissions of stand-alone PV–wind–

diesel systems with batteries storage. Applied Energy, 88(11), 4033-4041.  



127 
 

                                                                       

Dunn, B., Kamath, H., & Tarascon, J.-M. (2011). Electrical energy storage for the grid: 

a battery of choices. Science, 334(6058), 928-935.  

Etinski, M., & Schülke, A. (2013). Optimal hybrid energy storage for wind energy 

integration. Paper presented at the Industrial Technology (ICIT), 2013 

IEEE International Conference on. 

Fadaee, M., & Radzi, M. (2012). Multi-objective optimization of a stand-alone hybrid 

renewable energy system by using evolutionary algorithms: a review. 

Renewable and sustainable energy reviews, 16(5), 3364-3369.  

Fetanat, A., & Khorasaninejad, E. (2015). Size optimization for hybrid photovoltaic–

wind energy system using ant colony optimization for continuous domains 

based integer programming. Applied Soft Computing, 31, 196-209.  

Girard, R., Bossavy, A., & Kariniotakis, G. (2011). Forecasting ramps of wind power 

production at different time scales. Paper presented at the Annual EWEA 

2011 Conference. 

Grisales-Noreña, L. F., Gonzalez Montoya, D., & Ramos-Paja, C. A. (2018). Optimal 

Sizing and Location of Distributed Generators Based on PBIL and PSO 

Techniques. Energies (19961073), 11(4).  

Hosenuzzaman, M., Rahim, N., Selvaraj, J., Hasanuzzaman, M., Malek, A., & Nahar, 

A. (2015). Global prospects, progress, policies, and environmental impact of 

solar photovoltaic power generation. Renewable and sustainable energy 

reviews, 41, 284-297.  

Hung, D. Q., Mithulananthan, N., & Bansal, R. (2013). Analytical strategies for 

renewable distributed generation integration considering energy loss 

minimization. Applied Energy, 105, 75-85.  



128 
 

                                                                       

Jamian, J., Mustafa, M., Mokhlis, H., & Baharudin, M. (2014). Simulation study on 

optimal placement and sizing of Battery Switching Station units using Artificial 

Bee Colony algorithm. International Journal of Electrical Power & Energy 

Systems, 55, 592-601.  

Jones, L. E., & Olsson, G. (2017). Solar Photovoltaic and Wind Energy Providing 

Water. Global Challenges.  

Juanuwattanakul, P., & Masoum, M. (2012). Increasing distributed generation 

penetration in multiphase distribution networks considering grid losses, 

maximum loading factor and bus voltage limits. IET generation, transmission 

& distribution, 6(12), 1262-1271.  

Karaboga, D., & Basturk, B. (2007). A powerful and efficient algorithm for numerical 

function optimization: artificial bee colony (ABC) algorithm. Journal of global 

optimization, 39(3), 459-471.  

Kersting, W. H. (2001). Radial distribution test feeders. Paper presented at the Power 

Engineering Society Winter Meeting, 2001. IEEE. 

Kharrich, M., Akherraz, M., & Sayouti, Y. (2017). Optimal sizing and cost of a 

Microgrid based in PV, WIND and BESS for a School of Engineering. Paper 

presented at the Wireless Technologies, Embedded and Intelligent Systems 

(WITS), 2017 International Conference on. 

Kong, J., & Jeyasurya, B. (2009). Multiobjective Power System Optimization Including 

Security Constraints. Paper presented at the Intelligent System Applications 

to Power Systems, 2009. ISAP'09. 15th International Conference on. 



129 
 

                                                                       

Kothari, D. P. (2012). Power system optimization. Paper presented at the 

Computational Intelligence and Signal Processing (CISP), 2012 2nd 

National Conference on. 

Liu, W., Xu, H., Niu, S., & Xie, J. (2016). Optimal Distributed Generator Allocation 

Method Considering Voltage Control Cost. Sustainability, 8(2), 193.  

Mamandur, K., & Chenoweth, R. (1981). Optimal control of reactive power flow for 

improvements in voltage profiles and for real power loss minimization. IEEE 

Transactions on Power Apparatus and Systems (7), 3185-3194.  

Mmary, E. R., & Marungsri, B. Multiobjective Optimization of Renewable Distributed 

Generation and Shunt Capacitor for Techno-Economic Analysis using Hybrid 

Invasive Weeds Optimization. GMSARN International Journal 12 (2018) 24 

- 33. 24 

Mohamed, M. A., Eltamaly, A. M., & Alolah, A. I. (2016). PSO-based smart grid 

application for sizing and optimization of hybrid renewable energy systems. 

PloS one, 11(8), e0159702.  

Mohandas, N., Balamurugan, R., & Lakshminarasimman, L. (2015). Optimal location 

and sizing of real power DG units to improve the voltage stability in the 

distribution system using ABC algorithm united with chaos. International 

Journal of Electrical Power & Energy Systems, 66, 41-52.  

Murty, V., & Kumar, A. (2015). Optimal placement of DG in radial distribution systems 

based on new voltage stability index under load growth. International Journal 

of Electrical Power & Energy Systems, 69, 246-256.  



130 
 

                                                                       

Mwakabuta, N., & Sekar, A. (2007). Comparative study of the IEEE 34 node test feeder 

under practical simplifications. Paper presented at the Power Symposium, 

2007. NAPS'07. 39th North American. 

Naik, S. G., Khatod, D., & Sharma, M. (2013). Optimal allocation of combined DG and 

capacitor for real power loss minimization in distribution networks. 

International Journal of Electrical Power & Energy Systems, 53, 967-973.  

Niknam, T., Narimani, M., Aghaei, J., & Azizipanah-Abarghooee, R. (2012). Improved 

particle swarm optimisation for multi-objective optimal power flow considering 

the cost, loss, emission and voltage stability index. IET generation, 

transmission & distribution, 6(6), 515-527.  

Ochoa, L. F., Padilha-Feltrin, A., & Harrison, G. P. (2005). Evaluation of a 

multiobjective performance index for distribution systems with distributed 

generation. Paper presented at the Electricity Distribution, 2005. CIRED 2005. 

18th International Conference and Exhibition on. 

Pan, H., Hu, Y.-S., & Chen, L. (2013). Room-temperature stationary sodium-ion 

batteries for large-scale electric energy storage. Energy & Environmental 

Science, 6(8), 2338-2360.  

Paska, J., Biczel, P., & Klos, M. (2009). Technical and economic aspects of electricity 

storage systems co-operating with renewable energy sources. Paper presented 

at the Electrical Power Quality and Utilisation, 2009. EPQU 2009. 10th 

International Conference on. 

Passey, R., Spooner, T., MacGill, I., Watt, M., & Syngellakis, K. (2011). The potential 

impacts of grid-connected distributed generation and how to address them: A 



131 
 

                                                                       

review of technical and non-technical factors. Energy Policy, 39(10), 6280-

6290.  

Payasi, R., Singh, A. K., Singh, D., & Singh, N. K. (2015). Multi-objective optimization 

of distributed generation with voltage step constraint. International Journal of 

Engineering, Science and Technology, 7(3), 33-41.  

Reddy, P. D. P., Reddy, V. V., & Manohar, T. G. (2016). Application of flower 

pollination algorithm for optimal placement and sizing of distributed generation 

in distribution systems. Journal of Electrical Systems and Information 

Technology, 3(1), 14-22.  

Sadwick, L. P. (2016). Power Quality Enhancement. In: Google Patents. 

Saint, B. (2011). Update on IEEE 1547 series of standards for distributed resources 

interconnection. Paper presented at the Power and Energy Society General 

Meeting, 2011 IEEE. 

Senjyu, T., Sakamoto, R., Urasaki, N., Funabashi, T., Fujita, H., & Sekine, H. (2006). 

Output power leveling of wind turbine generator for all operating regions by 

pitch angle control. IEEE Transactions on Energy Conversion, 21(2), 467-

475.  

Sharma, M., & Vittal, K. (2010). A heuristic approach to distributed generation source 

allocation for electrical power distribution systems. Iranian Journal of 

Electrical and Electronic Engineering, 6(4), 224-231.  

Shukla, T., Singh, S., & Naik, K. (2010). Allocation of optimal distributed generation 

using GA for minimum system losses in radial distribution networks. 

International Journal of Engineering, Science and Technology, 2(3), 94-

106.  



132 
 

                                                                       

Shukla, T., Singh, S., Srinivasarao, V., & Naik, K. (2010). Optimal sizing of distributed 

generation placed on radial distribution systems. Electric power components 

and systems, 38(3), 260-274.  

Silva, J. A., Funmilayo, H. B., & Bulter-Purry, K. L. (2007). Impact of distributed 

generation on the IEEE 34 node radial test feeder with overcurrent protection. 

Paper presented at the Power Symposium, 2007. NAPS'07. 39th North 

American. 

Singh, D., & Verma, K. (2009). Multiobjective optimization for DG planning with load 

models. IEEE Transactions on Power systems, 24(1), 427-436.  

Sortomme, E., & El-Sharkawi, M. (2009). Optimal power flow for a system of 

microgrids with controllable loads and battery storage. Paper presented at the 

Power Systems Conference and Exposition, 2009. PSCE'09. IEEE/PES. 

Varadarajan, M., & Swarup, K. (2008). Differential evolutionary algorithm for optimal 

reactive power dispatch. International Journal of Electrical Power & Energy 

Systems, 30(8), 435-441.  

Vrettos, E. I., & Papathanassiou, S. A. (2011). Operating policy and optimal sizing of 

a high penetration RES-BESS system for small isolated grids. IEEE 

Transactions on Energy Conversion, 26(3), 744-756.  

Weitemeyer, S., Kleinhans, D., Vogt, T., & Agert, C. (2015). Integration of Renewable 

Energy Sources in future power systems: The role of storage. Renewable 

Energy, 75, 14-20.  

Yan, R., & Saha, T. K. (2012). Voltage variation sensitivity analysis for unbalanced 

distribution networks due to photovoltaic power fluctuations. IEEE 

Transactions on Power systems, 27(2), 1078-1089.  



133 
 

                                                                       

Yang, C.-F., Lai, G. G., Lee, C.-H., Su, C.-T., & Chang, G. W. (2012). Optimal setting 

of reactive compensation devices with an improved voltage stability index for 

voltage stability enhancement. International Journal of Electrical Power & 

Energy Systems, 37(1), 50-57.  

Zhao, J., Li, X., Hao, J., Zhang, C., & Lu, J. (2009). Wind farm reactive power output 

optimization for loss reduction and voltage profile improvements. Paper 

presented at the Power Electronics and Motion Control Conference, 2009. 

IPEMC'09. IEEE 6th International. 

Zidar, M., Georgilakis, P. S., Hatziargyriou, N. D., Capuder, T., & Škrlec, D. (2016). 

Review of energy storage allocation in power distribution networks: 

applications, methods and future research. IET generation, transmission & 

distribution, 10(3), 645-652.  

 

 

 

 

 

 

 

APPENDIX A 

Research Publication 



134 
 

                                                                       

Mmary, E. R., & Marungsri, B., (2018), Multiobjective Optimization of Renewable 

Distributed Generation and Shunt Capacitor for Techno-Economic Analysis 

using Hybrid Invasive Weeds Optimization. GMSARN International 

Journal, Vol 12, pp 24 – 33. 

 

Mmary, E. R., & Marungsri, B., (2018), Optimal Hybrid Renewable Generaor for 

techno-economic benefits in smart distribution network. The 6th International 

Electrical Engineering Congres, 7-9 March 2018, Krabi, Thailand. 

Mmary, E. R.,et al., & Marungsri, B., (2017), Optimal Hybrid Renewable Energy in 

Unbalance Distribution Network using DIgSILET Power Factory software and 

Genetic Algorithm. Presented in 2017 IEEJ PE&S IEEE PES Thailand 

Joint Symposium on Advanced Technology in Power System, 7-8 March 

20187, Bangkok,  Thailand. 

Mmary, E. R.,et al., & Marungsri, B., (2017), Optimal Hybrid Renewable Energy for 

Power Factory Problems in Distribution System. Presented in 2017 IEEJ 

PE&S IEEE PES Thailand Joint Symposium on Advanced Technology in 

Power System, 7-8 March 20187, Bangkok,  Thailand. 

 

 

 

 

 



135 
 

                                                                       

 



136 
 

                                                                       

 



137 
 

                                                                       

 



138 
 

                                                                       

 



139 
 

                                                                       

 



140 
 

                                                                       

 



141 
 

                                                                       

 



142 
 

                                                                       

 



143 
 

                                                                       

 



144 
 

                                                                       

 



145 
 

                                                                       

CONFERENCE PAPERS 

 

 

 



146 
 

                                                                       

 

 

 

 



147 
 

                                                                       

 

 

 

 



148 
 

                                                                       

 

 

 

 



149 
 

                                                                       

 

 

 



150 
 

                                                                       

 

 

 



151 
 

                                                                       

 

 

 

 



152 
 

                                                                       

 

 

 



153 
 

                                                                       

 

 

 



154 
 

                                                                       

 

 

 

 



155 
 

                                                                       

 

 

 



156 
 

                                                                       

 

 

 



157 
 

                                                                       

 

 

 



158 
 

                                                                       

 

 

 

 



159 
 

                                                                       

 

 

 

 



160 
 

                                                                       

 

 

 



161 
 

                                                                       



162 
 

                                                                       

APPENDIX B 

 Branch data for IEEE 33-Nodes 

S/N From To R (ohms) X 
(ohms) 

From To R 
(ohms) 

X (ohms) 

1 1 2 0.0802 0.0443 25 6 26 0.1766 

2 2 3 0.4289 0.2335 26 26 27 0.2471 

3 3 4 0.3184 0.1734 27 27 28 0.9213 

4 4 5 0.3315 0.1805 28 28 29 0.6996 

5 5 6 0.7125 0.6575 29 29 30 0.4415 

6 6 7 0.1628 0.5754 30 30 31 0.8477 

7 7 8 1.488 0.8814 31 31 32 0.2701 

8 8 9 0.8961 0.6882 32 32 33 0.2966 

9 9 10 0.1710 0.0604 23 23 24 0.7812 

10 10 11 0.1710 0.0604 24 24 25 0.7795 

11 11 12 0.3257 0.1151 23 23 24 0.7812 

12 12 13 1.2771 0.0741 

13 13 14 0.4711 0.6629 

14 14 15 0.5141 0.4891 

15 15 16 0.6496 0.5068 

16 16 17 1.1214 0.6105 

17 17 18 0.6368 0.5338 

18 2 19 0.1426 0.1455 

19 19 20 1.3056 1.2605 

20 20 21 0.3563 0.449 

21 21 22 0.6167 0.8716 

22 3 23 0.3915 0.2867 
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APPENDIX C 

 Load data for IEEE 33-Nodes 

Nodes P (kW) Q (kVar) Nodes P (kW) Q (kVar) 

1 0 0 25 840 400 

2 200 120 26 120 50 

3 180 80 27 120 50 

4 240 160 28 120 40 

5 120 60 29 240 140 

6 120 40 30 400 120 

7 400 200 31 300 140 

8 400 200 32 420 200 

9 120 40 33 120 80 

10 120 40 24 840 400 

11 90 60    

12 120 70    

13 120 70    

14 240 160    

15 120 30    

16 120 60    

17 120 40    

18 180 80    

19 180 80    

20 180 80    

21 180 80    

22 180 80    

23 180 100    
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APPENDIX D 

Branch data for real system of 34-Nodes 

S/N From To R (p.u) X (p.u) From To R (p.u) X (p.u) 

1 800 802 0.0421 0.0236 846 848 0.1066 0.0414 

2 802 806 0.0429 0.0335 834 860 0.2471 0.1455 

3 806 810 0.0784 0.0134 860 836 0.0913 0.2867 

4 806 808 0.0315 0.0105 836 840 0.0996 0.5331 

5 808 812 0.0125 0.0575 836 862 0.0415 0.0102 

6 812 814 0.0628 0.0754 862 838 0.0477 0.0164 

7 814 850 0.0188 0.0414 842 844 0.0795 0.0520 

8 850 816 0.0961 0.0882 

9 816 818 0.1710 0.0604 

10 818 820 0.1710 0.0604 

11 820 822 0.0257 0.1151 

12 816 824 0.2771 0.0741 

13 824 828 0.0711 0.0629 

14 828 830 0.0141 0.0891 

15 830 854 0.0496 0.0168 

16 854 856 0.1014 0.0105 

17 854 852 0.0368 0.5338 

18 832 888 0.0126 0.1455 

19 888 890 0.0156 0.0605 

20 832 858 0.0563 0.0491 

21 858 864 0.0167 0.0716 

22 858 834 0.0915 0.2867 

23 834 842 0.0312 0.0594 
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APPENDIX   E 

Load data for real system of 34-Nodes 

Nodes Nodes P (MW) Q (MVar) Nodes P (MW) Q (MVar) 

1 800 0 0 834 0.06 0.025 

2 802 0.1 0.06 842 0.06 0.025 

3 806 0.09 0.04 844 0.12 0.07 

4 808 0.12 0.08 846 0.27 0.16 

5 810 0.06 0.02 848 0.15 0.05 

6 812 0.06 0.03 860 0.21 0.11 

7 814 0.28 0.08 836 0.06 0.01 

8 850 0.24 0.06 840 0.37 0.16 

9 816 0.05 0.03 862 0.45 0.23 

10 818 0.06 0.04 838 0.09 0.04 

11 820 0.06 0.03 864 0.06 0.025 

12 822 0.12 0.08 

13 824 0.06 0.01 

14 826 0.09 0.04 

15 828 0.09 0.04 

16 830 0.09 0.04 

17 854 0.09 0.04 

18 852 0.09 0.04 

19 856 0.09 0.05 

20 832 0.09 0.04 

21 888 0.42 0.2 

22 890 0.43 0.2 

23 858 0.06 0.025 
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