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ในวิทยานิพนธ์น้ีได้ใช้การค านวณแบบเฟิสต์พรินซิเพิลค านวณ โครงสร้งภายในและ         

อตัลกัษณ์ของความบกพร่อง หรือสารเจือและเปรียบเทียบกบัผลการทดลองท่ีมี ในวิทยานิพนธ์น้ี

มุ่งเนน้การค านวณหาอตัลกัษณ์ของสารเจืออยูส่ามส่ิงท่ีมีความสัมพนัธ์กบัโครงสร้างโดยรอบของ

สารเจือเป็นอยา่งมาก นัน่คือ ความถ่ีการสั่น การดูดกลืนรังสีเอกซ์ และพลงังานของรังสีเอกซ์ใน

การกระตุน้อิเล็กตรอนในอะตอมของ  ซ่ึงผลการศึกษาท่ีส าคญัสามารถสรุปไดด้งัต่อไปน้ี (1) ได้

ท าการศึกษาความเสถียร ต าแหน่ง และความถ่ีการสั่นของอะตอมไฮโดรเจน (H) ใน SrTiO3          

เพอรอฟสไกทอ์อกไซด์ ซ่ึงไดเ้สนอสาเหตุของการพบช่วงความถ่ีการสั่น 3500 ต่อเซนติเมตร เกิด

จากการก่อตวัของ H กบัความบกพร่องแบบช่องวา่งของ Sr  (H-VSr)
-  ขณะท่ี 2H-VSr สามารถเกิดข้ึน

ไดด้ว้ยกรณี H มีความเขม้ขน้สูงซ่ึงสามารถอธิบายพีคสัญญาณบริเวนใกล ้3500 ต่อเซนติเมตรได ้

และสอดคลอ้งกบัการทดลองในการสังเกตพบช่วงความถ่ีการสั่น 3500 ต่อเซนติเมตรไดเ้ป็นอยา่ง

ดี นอกจากน้ี ยงัได้เสนอท่ีมาของการสังเกตุพบพีคสัญญาณความถ่ีท่ี 3355 และ 3384 ต่อ

เซนติเมตรซ่ึงเกิดจากการก่อตวัของการก่อตวัของ H กบัความบกพร่องแบบช่องวา่งของ Ti  (2) ได้

น าเสนอวิธีการในการศึกษาและระบุต าแหน่งโครงสร้างภายในของการเจือธาตุโลหะและโลหะ

ทรานสิชนัในเพอรอฟสไกทอ์อกไซด์โดยใชก้ารวิเคราะห์พลงังานงานการก่อตวัร่วมกบัการจ าลอง

สเปกตรัมการดูดกลีนรังสีเอกซ์แบบใกล้ขอบขีดเร่ิมของการดูดกลืน ซ่ึงผลท่ีได้อธิบายและ

สอดคลอ้งกบัการทดลองเป็นอยา่งดี (3) ผลของการผอ่นคลายเชิงโครงสร้าง การเคล่ือนของอะตอม

ภายใน และการเจืออะตอมรวมถึงความบกพร่องบนผวิท่ีส่งผลต่อการเกิดอิเล็กตรอนอิสระใน 2 มิติ 

ในรอยต่อของ LAO/STO ในทิศ (001) ไดถู้กศึกษาโดยการจ าลองหลายรูปแบบ โดยมุ่งเน้น

โมเดลจากความเป็นไปไดข้องกระบวนการหลีกเล่ียงความไม่ต่อเน่ืองเชิงขั้วของโครงสร้าง การเกิด

หรือไม่เกิดอิเล็กตรอนอิสระใน 2 มิติ ในรอยต่อของ และกระบวนการปรับเปล่ียนโครงสร้างเชิง 

อิเล็กโทรนิกส์ ผลของโครงสร้างและความหนาแน่นของอิเล็กตรอนแต่โมเดลไดถู้กวิเคราะห์และ

น าเสนอ (4) ได้ใช้การวิเคราะห์โดยใช้การทดลองวดัการกระตุน้อิเล็กตรอนด้วยเอกซเรย์ ของ

อะตอมเจือและความบกพร่องบนผิวของ LAO ร่วมกบัผลการค านวนพลงังานยึดเหน่ียว และระดบั
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In this thesis, local structure and signatures of defects in different perovskite 

materials and their interfaces have been calculated using first-principles approaches. 

They are compared with available experimental results. The main focus is on three 

types of signatures that are strongly related to the local structures of defects; the 

vibrational frequencies, the x-ray absorption spectra, and x-ray photoelectron 

spectroscopy. Important results can be briefly summarized as following. (1) We have 

studied the stability and local vibration modes of a hydrogen (H) in cubic perovskite 

SrTiO3.  We propose that the cause of the observed 3500 cm−1 band is  a H in a Sr 

vacancy (H-VSr)
−, while the 2H-VSr complexes which can also form in samples with 

high H concentrations have the frequencies consistent with the observed hump in 

agreement with the experimentally observed 3500 cm−1 
band. In addition, we also 

propose that the distinct twin peaks at 3355 and 3384 cm−1 are associated with the 

complex defects between H and VTi. (2) We have been presented method to study and 

identify local structure of transition metal and metal doped in perovskite by combine 

formation energy approach with XANES simulation. Our results show good 

agreement with the measured spectra. (3) Effects of structural relaxation, 
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CHAPTER I 

INTRODUCTION 

 

1.1    Overview  

Recent advanced computation and measurement techniques make it possible to 

investigate local atomic structures and properties of real materials in details.  The 

―first principles calculations‖ or ―ab initio calculations‖ based on quantum mechanical 

calculations of the electronic structures and density functional theory (DFT)  allow 

one to model materials without taking any information from the measurements except 

the fundamental information about each element, i.e., the number of protons and 

electrons.  Hence, the approach is highly unbiased.  However, in most cases the 

system composes of a very large number of atoms; leading to an even larger number 

of electrons. Consequently, one cannot solve the set of Schrödinger equations of these 

systems because of two main practical reasons.  

 (1) The interactions between electrons as well as electrons-nuclei are 

complicated. (2) The number of electrons in the systems is too large. To reduce the 

complication of the interactions in the systems, some approximations have been 

introduced. The complicated many-body interactions between electrons can be 

approximated by simplifying the exchange-correlation term in the potential. The most 

commonly used approximations are based on density functional theory (Kohn and 

Sham, 1965) with the local density approximation (LDA) (Ceperley and Alder, 1980) 

or generalized gradient approximation (GGA) (Perdew et al., 1996). Based on these 
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approximations, the complicated many-body problem is reduced into a solvable set of 

equations.  The solutions of the set of equations lead to the ground state electronic 

wave functions as well as many other properties; including the total energy of the 

system. In the past, because the computational resources were very limited and the 

computational techniques were not well optimized, the calculations were capable of 

only small systems such as perfect crystals of a small number of atoms in the unit cell. 

With today advanced computer systems and highly developed computations 

techniques at various levels of approximations, the systems to be studied can be 

reasonably large. One can create unit cell that is sufficiently large containing a defect 

or an impurity inside to imitate their behaviors under diluted limits, e.g. 

(Limpijumnong and Van de Walle, 2004; Limpijumnong et al., 2006; Li et al., 2011). 

This opens up the opportunity to computationally study real materials that are not 

perfect; allowing direct comparison with experiments. In additional to the core part of 

the computational techniques, there are additional computational algorithms and 

modules focusing on generating the measurable properties based on the computed 

electronic structures and local atomic structures. For examples, (1) the computational 

codes called FEFF (Chasse et al., 2002; Rehr et al., 2009) can generate the x-ray 

absorption spectrum associated with a given structural model of the materials, (2) the 

computational codes called nextnano3 (Trellakis et al., 2006) can simulate 

Schrodinger-Poisson (SP) equation for the transport  properties based on electronic 

structures from density functional calculation of a given material system, (3) the 

additional module in the ABINIT codes (Gonze, 2005) that can be used to generate 

photon spectra, and (4) the additional module of  FP-LMTO codes that can be used to 
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calculate the resonance x-ray emission spectroscopy (RXES) and x-ray photoelectron 

spectroscopy (XPS) (Preston et al., 2008). 

While the advanced computational techniques can be used to study a wide range 

of material systems, this work is focus on the ABO3-perovskite crystalline compounds 

that have high potential for electronic, optoelectronic and other advanced 

technological applications. This class of material has interesting properties in various 

aspects, such as ferroelectricity (Bednorz and Müller, 1984), piezoelectricity (Wang et 

al., 2007) and semiconductivity (Frederikse et al., 1964). Recently, the discovery of 

high mobility 2D electron gas at interfaces between perovskite (e.g., SrTiO3) and 

other oxides (Ohtomo and Hwang, 2004) further opens up new opportunities in oxide 

electronics. These properties lead to many important applications of perovskite 

oxides, such as optical wave-guides, laser frequency doubling, high capacity 

computer memory cells, superconductivity, and etc. (Orlando Auciello, 1998; Mete et 

al., 2003; Janotti et al., 2012).   

Similar to other semiconductor materials, the physical properties of perovskite 

oxides are affected by both intentional and unintentional defects.  The computational 

study of defects and interfaces in tetrahedral-bonded (four-fold coordination) 

semiconductors such as Si, Ge, GaAs, CdSe, GaN, AlN, InN, ZnO, and etc, is very 

well developed and extensive (see for e.g., Stampfl and Van de Walle, 1999; Van de 

Walle et al., 2001; Van de Walle and Neugebauer, 2004; Northrup and Zhang, 1993; 

Mattila and Nieminen, 1996; Janotti and Van de Walle, 2007; Du et al., 2005; T-

Thienprasert et al., 2012). However, to our knowledge, computation study of defects 

and interfaces in perovskite oxides is quite limited. To aid the engineering process of 

this class of materials to the same success as those group-V, III-V and II-VI 
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semiconductors, it is important that the computational framework for this class of 

materials is well established.  Although, it seems straightforward to apply the 

framework of the four-fold coordination semiconductors to this class of materials, 

there are two major differences. (1) Perovskite oxides are ternary compounds which 

mean their growth conditions involve much more complicated conditions in the 

chemical potential space.  In binary compounds, for instance GaN, the extreme 

growth conditions can be either Ga-rich or N-rich and other growth conditions can be 

varied in between the two. But for perovskite oxides, for instance SrTiO3, there are 

three chemical potentials involved and the thermodynamically stable growth 

condition is defined in this three dimension space of the chemical potentials. (2) In the 

perovskite structure, the coordination of the cations and the empty space in the crystal 

are very different from the well-known diamond-like structures (wurtzite and 

zincblende). This is very important to understand the defects and interfaces. For 

example, the common sites for an interstitial atom such as bond center (BC), 

antibonding (AB), octahedral and tetrahedral opening sites are no longer the same. 

In this thesis, we plan to select some interesting defect and interface systems of 

perovskite oxides that can be used as examples to establish the framework for 

standard computational study of defects and interface in this class of materials. Not 

only the new knowledge on the selected systems will be obtained, but we also hope 

that the procedure used will set an example that can be applied to study other defects 

and interfaces in this class of materials. 

For defects and impurities, we choose to study hydrogen, selected native defects 

and cation impurities such as Mn in SrTiO3 and Ca in BaTiO3 and (Bi1/2Na1/2)TiO3. 
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For interface, we choose to study 2D electron gas in SrTiO3/LaAlO3 system. These 

choices of the systems are based on following reasons.   

Hydrogen, selected native defects and cation impurities in SrTiO3: Hydrogen is 

known to greatly impact materials’ electronic properties and is very difficult to avoid 

incorporation during growth due to its high diffusivity and availability. In oxides, 

hydrogen has been suspected to exist as interstitial defects, substitutional defects as 

well as defect complexes with other impurities and native defects. Each form of H has 

unique effect on the conductivity of the host material. Therefore, it is very important 

that the correct form of H is identified. Because H can exist in different forms, H in 

SrTiO3 is a good example system to study possible defects in perovskite structure. For 

oxides, cation-doping is generally used to intentionally dope the material to gain 

desired conductivity needed.  For BaTiO3, metal and transition-metal atoms has been 

proposed as doping elements. Calcium (Ca) doping can effectively improve the 

temperature characteristic of capacitance (TCC) for  the BaTiO3 or (Bi1/2Na1/2)TiO3 

system (Yuan et al., 2010), the nonlinear optical and electro-optic coefficient, which 

is important properties to designing nonlinear optical device can be dramatically 

enhanced by doping Fe (Zhang et al., 2007). Other cation impurities such as Zr or Sn 

in BaTiO3 or Ca, Pb, and  Ba in SrTiO3 crystals can change their relaxor ferroelectric 

behaviors (Maiti et al., 2008); (Moura et al., 2008; Wei and Yao, 2007; Bednorz and 

Müller, 1986; Lemanov et al., 1996).  To enhance the stability against chemical 

reduction, a metal element with a lower valence state, e.g., Mg
2+

, Ni
2+

, and Mn
3+

, can 

be used to dope into perovskite oxides as an acceptor dopant (Moriwake, 2004; Jia et 

al., 1994). Two-dimension electron gas in SrTiO3//LaAlO3 system: Intrinsic point or 

native point defects such as O vacancies and other vacancy related defects are 
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believed to play an important role in electrical conductivity and in detaining dielectric 

property of perovskite oxides (Scharfschwerdt et al., 1996). Oxygen vacancies or 

some kind of cation intermixing are believed to be the cause of carriers with a density 

varying in a wide range, e.g., from 0.5 e/Å up to three orders of magnitude more in 

the interface between two band insulators LaAlO3 (LAO) and SrTiO3 (STO) 

perovskites (Eckstein, 2007; Li et al., 2011) leading to a 2D electron gas. There are 

variety of models proposed to explain the origin of this interesting carriers at the 

interface.  Recently, Li et al. (Li et al., 2011) showed, based on density functional 

calculations, that oxygen vacancies are preferentially formed on the LAO surface. 

These surface oxygen vacancies provide the carriers that lead to the two-dimensional 

electron gas at the interface. This work demonstrates that the band profile at the 

interface is mainly determined by the concentration of the surface oxygen vacancies 

consistent with available experimental results. A. Janotti et al. (Janotti et al., 2012) 

introduced a model to explain the high electron density of 3.3 × 10
14

 cm
−2

 (0.5 

electrons per unit cell) by assuming that the carriers are originated from somewhere 

other than the ideal interface.  The sources can be oxygen vacancies or Sr-La 

intermixing at the interface.  They proposed that if the exposed AlO2 (LAO top of 

surface) surface is passivated, the electron transfer is suppressed and a 2DEG can in 

principle be observed. Based on their work, the role of the free surface LAO is very 

interesting and require further investigations. 

Although, perovskite oxides have been investigated theoretically and 

experimentally for many years, there are many outstanding issues that need to be 

investigated theoretically. This is especially true for the investigation in the view of 

perovskite oxides as semiconductors where the electronic properties of defects and 
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interfaces are studied in details.  Some perovskite oxides systems have been studied 

by first principles calculations.  However, most of the works are on structural stability 

of pure materials and works on defects or impurities are limited. Because doping in 

perovskite oxides has been of great interests and experimental results are widely 

available with limited theoretical explanations. Learning from other oxides, metal ions 

as an impurity can occupy on the cation sites (in this case, A-site or B-site) or act as 

an interstitial depending on the equilibrium growth conditions, their ionic radii and 

charges.  The metal impurities can also form complex defects with other native 

defects and other widely available impurities such as vacancies and hydrogen.  

Examples of possible complexes are cation impurity on Ti-site with oxygen vacancies 

and simultaneous substitution at both  A-site atom and Ti site with self-compensation 

ions (Eror and Balachandran, 1982; Witek et al., 1984) and cation impurity – 

hydrogen complexes (Weber et al., 1986; Tarun and McCluskey, 2011). 

Consequently, in order to gain more fundamental understanding in perovskite 

oxides. In this thesis, we propose to perform first principle calculations to investigate 

properties of native point defects and impurities in selected perovskite oxide systems 

that are of current interests, have technological implications, and can set standard to 

study other similar systems.  If needed, formation of defect complexes between native 

defects and between native defects and dopants will be investigated. To confirm the 

predicted local structure models and electronic structure model measurable spectra 

and some parameter such as infrared spectra, x-ray absorption spectra, x-ray 

photoelectron spectra, carrier densities and mobility that can be directly compared 

with IR, XAS, XPS measurements and crystal growth processes, will be performed.  

The obtained local structure models of defects will provide crucial knowledge for 
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controlling electronic and optical properties of each perovskite oxide and will pave 

the way toward the successful engineering design to utilize the material for electronic 

applications. 

 

1.2    Research Objectives  

1. To study the electronic and optic properties of selected defects and dopants in 

SrTiO3, BaTiO3 and (Bi1/2Na1/2)TiO3 perovskite oxides.  

2. To study potential defects that is the cause of the recent observed 2DEG in 

SrTiO3//LaAlO3 interfaces. 

For the selected systems under study, their local structures, electronic structures, 

energies, or optical properties that can be used to compare with experiments will be 

studied. 

 

1.3    Scope and Limitation of the Study  

1.3.1   Scope of the study 

         This thesis will cover a theoretical study of selected perovskite oxides 

based on first principles density functional theory. Systems that have impact on 

technological applications but not yet thoroughly investigated by first principles 

calculations will be selected. At this point, we have identified a few potential systems, 

including defects and impurities in BaTiO3, SrTiO3, and (Bi1/2Na1/2)TiO3. In addition 

the SrTiO3//LaAlO3 interfaces that are experimentally observed to give 2DEG will be 

studied with the focus on the role of defect on LAO surfaces. For selected systems, 

depending on the available data in the literatures and current interests, potential point 

defects will be selected and studied.  The formation of such native defects, impurities, 
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and related complexes, when needed, will be investigated.  Their energetic, electronic 

and optical properties will be calculated.  If there are experimental characterization 

results available, some of the properties will be simulated for direct comparisons. 

 

1.3.2   Limitations of the study 

           The calculations will be employed at the DFT levels with LDA and/or 

GGA (PBE) exchange correlations. DFT calculations are known to provide good and 

consistent total energy results and accurate mechanical properties.  However, the 

electronic band gaps are known to be underestimated due to the simplification 

employed (replace the many-body interactions with density functional interactions).  

Important defects signatures that can lead to their identifications in actual experiments 

will be simulated.  Depending on defect, the signatures can be IR absorption 

characteristics, X-ray absorption characteristics, X-ray photoelectron spectroscopy, 

and etc.  For defect calculations, the supercell size of around 120 – 200 atoms, which 

is widely accepted to be sufficient to study the diluted limit of defects, is the limit of 

our computational resource for the DFT-level calculations. 

 



 

CHAPTER II 

THEORETICAL APPROACHES 

 

2.1    First Principles Calculations in Materials 

First principles or ab initio method means investigation without using empirical 

assumption or parameters (Kresse and Furthmüller, 1996). In order to calculate the 

properties of solids or clusters by first principles, the systems are treated as electrons 

and nuclei and their behaviors can be described by quantum mechanics, such as the 

many-body non-relativistic Schrödinger equation with Hamiltonian H below. 

22 2

2 2 I JI

I I
I I i,I i j I J

I e 0 0 0 I Ji ji I

ee1 1 1 e 1 1
H

2M 2m 4πε 2 4πε 2 4πε

Z ZZ

r rr rr R  

           


(2.1)

Where  is Plank’s constant, 
0

ε  is the vacuum permittivity, 
I

M  are the mass of 

nuclei, 
e

m is the mass of electron, 
I

Z are atomic numbers, 
I

R  and 
i

r  are the position 

of nuclei and electrons correspondingly.  

The first and second term are the kinetic energy terms of nuclei and electron, 

the third, fourth and fifth terms are the Coulomb potentials for interaction of  electron-

nucleus, electron-electron and nucleus-nucleus, respectively.  However, quantum 

behavior of nuclei is insignificant in most cases, since nuclear mass 
I

M  is much 

larger than electron mass 
e

m (Martin, 2004). In most first principles method, such as 

Hatree-Fock theory or Density Functional theory, nuclei are treated classically and 

electrons are described by quantum mechanics.  
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2.2    Born-Oppenheimer Approximation 

    It is more convenient to ignore the motion of nuclei (the first term in equation 

(2.1)), as nuclear mass 
I

M  is much larger than electron mass
e

m . This results in the 

approximation called Born-Oppenheimer or adiabatic approximation (Martin, 2004; 

Harrison, 2003). With this approximation, the Hamiltonian becomes; 

 

22 2

2 2 I JI

I i
I i i,I i j I J

I e 0 0 0 I Ji ji I

ext int I

ee1 1 1 e 1 1
H

2M 2m 4πε 2 4πε 2 4πε

    = T+V V E

Z ZZ

r rr rr R  

           


 

(2.2) 

Or 
e I

H=H +E , where T , 
ext

V , 
int

V  and 
I

E  are the second to fifth term in 

Equation (2.1) or the first to fourth terms in equation (2.2); 
e

H  includes the first three 

terms related to interaction on electrons, and 
I

E is simply reduced to the classical 

Coulomb potential of nuclei. 

States of electron are possibly to be determined by 
e

H  with the nuclei at certain 

positions
I

R . If the wave functions  of electrons are obtained, the energy of the 

system can be determined as  

 e I
E= H E     (2.3) 

      Many useful quantities can be derived from the system energy. For example, 

the force (by electron) on a nucleus at 
I

R  can be obtained via Hellmann-Feynman 

theorem, and the force on the nucleus at 
I

R  due to other nuclei can be calculated 

classically (Martin, 2004; Feynman, 1939). Therefore, the force on the nucleus at 
I

R  

is 
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e I

I I

H E
F

R R

 
    

 
  (2.4) 

     The force obtained can be used for optimization of the systems or dynamics 

calculations such as ab initio molecular dynamics (ab initio MD). 

 

2.3    Density Functional Theory (DFT) 

The problem of first principles calculation for solids or cluster of atom is 

reduced to a Schrödinger equation of many electrons, as shown below. 

 

2 2

2 I

e i ext int
i i,I i j

e 0 0 i ji I

e1 1 1 e
H = T+V V

2m 4πε 2 4πε

Z

r rr R 

       


  (2.5) 

T  is the kinetic term, and 
ext

V  is Coulomb potential due to nuclei which is 

independent to electrons 
int

V  is the most problematic term since it depends on the 

state of electrons, but the state of electrons is to be determined by 
e

H . 

One may apply the independent electron approximation to split the N-electron 

Schrödinger equation to one-electron Schrödinger equations and to solve the N 

equations one by one from this with lowest Eigen energy, but it gives no correlation 

(the third term in equation (2.5)) between electron (Martin, 2004). Since electrons are 

indistinguishable, and electrons are Fermions which follow Pauli exclusive principle. 

It requires the wave function 
1 2 N

(r , r ,.....r ) 0,   for 
i j
r r  and i j , and 

1 2 N
(r , r ,.....r )  remains unchanged with exchanging any two coordinates 

i j
r , r . N-

electron wave function may therefore be expressed as determinant (known as Slater 

determinant) of the N one-electron wave functions in N coordinates as shown below 

(Martin, 2004; Harrison, 2003). 
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1 1 1 N

1 2 N

N 1 N N

ψ (r ) ψ (r )
1

(r , r ,.....r )
N!

ψ (r ) ψ (r )

    (2.6) 

It is Hartree-Fock approximation, if the 
int

V  is approximated by self-consisting 

mean field potential (guess the wave function and electron density to calculate the 

potential due to average guess electron density, and use the solution or combine it 

with old guess as new guess). The (average) electron density n(r) is 

                         
2

i
i

n(r) ψ ( )r                                      (2.7) 

The Hamiltonian 
HF

H  under Hartree-Fock approximation is 
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i j2 I

HF i i j
i i,I

e 0 0 i ji I

n(r )n(r )ee1 1 1
H

2m 4πε 2 4πε

Z
drdr

r rr R
      


  (2.8) 

In DFT, however, the correlation of electrons is included, at least in principle, 

and the convenience of independent electron approximation is kept. By the two 

Hohenburg-Kohn Theorems, the ground state electron density 
0

n (r)  determines the 

ext
V  (and therefore the He), and there is a universal energy functional E[n]  for any 

ext
V

that 
0

E[n ]  is the global minimum and equal to the ground state energy of He. If the 

form of the energy functional is known, the ground state density 
0

n (r) and the ground 

state energy 
0

E  are obtained, many properties can be derived from them, and the aims 

of first principles calculation can be achieved. 

However, the form of energy functional is not known, so approximation is 

applied in DFT calculations. The energy (only consider the many-electron system) in 

functional form is  
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 0 0 ext 0 int 0
E[n ]=T[n ] V [n ] V [n ]    (2.9) 

      Consider the Kohn-Sham approach, which assumes that there is a many-

body system without interaction equivalent to the original many-body interacting 

system which gives the same energy E and the same electron density n. The original 

potential (
ext int

V V ) is only replaced by an effectives potential (
KS

V ) in formula, but 

the ―electrons‖ in the new system act independently. The formula of Kohn-Sham 

Hamiltonian 
KS

H  is 
HF

H  added by the exchange and correlation term
XC

E . 
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i j2 I

KS i i j XC
i i,I

e 0 0 i ji I

n(r )n(r )ee1 1 1
H E

2m 4πε 2 4πε

Z
drdr

r rr R
       


  (2.10) 

And the ground state energy is: 

22

0 i 0 j0 i I

0 0 i j XC 0
I

0 0 i ji I

n (r )n (r )en (r ) e1 1 1 1
E[n ] T[n ] E [n ]

2 4πε 2 4πε

Z
drdr

r rr R
     


  (2.11) 

Since it is non-interacting system in Kohn-Sham approach, the N-electron wave 

function is a determinant of N by N single electron wave functions as equation (2.6), 

but it is not the independent electron approximation in DFT. The electron density n 

can also be expressed by N one-electron wave function 
i

ψ  as equation (2.7). By 

applying variational principle to the energy functional in equation (2.11), the N-

electron Schrödinger equation can be separate into one-electron Schrödinger like 

equation (Kohn-Sham equation) as show in equation (2.12) below (Harrison, 2003; 

Jones and Gunnarsson, 1989). 
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22

0 j2 XCI

j i i i
I

e 0 0 ji I

n (r )e Ee1 1 1
( )ψ ( ) ε ψ ( )

2m 4πε 2 4πε n

Z
dr r r

r rr R


      


  (2.12) 

The exchange and correlation term 
XC

E  in equation (2.12) is not known in 

general, but it can be approximated by different approaches such as Local density 

approximation (LDA), Generalized Gradient approximation (GGA),  Perdew-Burke-

Ernzerhof (PBE) and Hybrid functional Heyd-Scuseria-Ernzerhof (HSE) which is a 

class of approximations to the exchange–correlation energy functional in density 

functional theory (DFT) that incorporate a portion of exact exchange from Hartree–

Fock theory with exchange and correlation from other sources (ab initio or empirical). 

DFT can be extending to spin-polarized systems, with consideration of both electron 

density and spin density. By self-consistent process, as show in Figure 2.1, the energy 

functional E[n] is minimized with the set of one-electron wave function 
i

ψ obtained 

from equation (2.12) to solve the many-electron system. The total ground state energy 

of N electrons (non spin-polarized) is   

 

2
N/2

0 i 0 j XC

i i j XC
i=1

0 i j

n (r )n (r )e E [n]1 1
E=2 ε E [n]- n(r)

2 4πε n
drdr dr

r r


   


  (2.13) 
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https://en.wikipedia.org/wiki/Electron_correlation
https://en.wikipedia.org/wiki/Functional_%28mathematics%29
https://en.wikipedia.org/wiki/Density_functional_theory
https://en.wikipedia.org/wiki/Density_functional_theory
https://en.wikipedia.org/wiki/Hartree%E2%80%93Fock_theory
https://en.wikipedia.org/wiki/Hartree%E2%80%93Fock_theory
https://en.wikipedia.org/wiki/Ab_initio_quantum_chemistry_methods
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Figure 2.1 Scheme of typical electronic calculation. The outer cycle represents the 

geometry optimization or other manipulation of geometry. The inner cycle is the self-

consistency procedure to solve the Kohn-Sham equation.(Martin, 2004; A J Freeman 

and Wimmer, 1995). 
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2.4    Basis, Pseudo-potential and Projector Augmented Wave method 

The wave functions of electrons are not analytical functions, except very few 

simple systems, such as a hydrogen atom. During computation, wave function can be 

denoted as digits for each grid point in the space (or in reciprocal space) being 

considered or decomposed in different sets of basis, like plane wave basis, atomic 

orbital basis or Gaussian basis. Plane wave basis is implemented in VASP, the code 

for all first principle calculations in this project. More issue about plane wave basis is 

shown in the following in this session. 

In a crystal, the (one electron) wave function
k

ψ , by Bloch Theorem, is 

 
 i k r

k k
ψ (r)=u (r)e



         (2.14) 

Where 
k

u (r) is periodic with period equals to the lattice vector R . Expressing 

k
u in Fourier series, it becomes equation (2.15) below. 

 
 i k+G rm

k m
m

ψ (r)= c e


   (2.15) 

Where 
m

G  is the reciprocal lattice vector. 

It automatically spans in plane wave basis. In computation, it includes only 

finite terms with
m

k G q  , and q is the cutoff wave number. Cutoff energy 
cutoff

E  is 

defined as 
2

2

e

q
2m

 which is more commonly shown in DFT calculations with plane 

wave basis (Gonze, 2005; Van de Walle et al., 2001). 

Using plane wave basis set has some advantages, compared to other basis sets 

like those localized basis sets, for example, atomic orbital or Gaussian-type basis. It is 

complete orthonormal basis set to span any periodic functions. The accuracy can be 
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simply controlled by cutoff energy 
cutoff

E  or cutoff wave number q, as it converges as

q  , and it is easy to formulate. For example, performing Fourier transforms 

between real space and reciprocal space or calculating matrix elements of different 

observables (Ohno et al., 2012; Springborg, 2000). It is easy to calculate 3-dimension 

periodic systems (bulk crystalline solid). However, it also induces some 

disadvantages. The boundary condition of simulation box is restricted to 3-

dimentional periodic. To simulate systems of low-dimensional, such as surfaces 

(LAO//STO surface and interfaces in Chapter IX), huge box or unit cell of simulation 

with vacuum region is required to reduce the interaction between different periods 

that results in significant increase of computational demand. Huge simulation box can 

also increase the basis size for the same cutoff, since the different between 
m

G  in 

equation (2.15) decreases with size. Most electrons behave localized around nuclei, 

but plane waves are extending in space, so it requires a large set of plane waves (high 

cutoff energy) to span the wave functions. 

The core electrons of atoms are of less interesting for most purposes of studies, 

since they hardly change in different situation, such as in chemical reactions. It should 

improve the speed of calculating, if only valence electrons are considered, with core 

electrons ignored.   
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Figure 2.2 The pseudowavefunction (blue dash line) and the true wave function (blue 

solid line), and the corresponding pseudopotential (orange dash line) and true 

potential (red solid line) from an atom at 
i

R . The cut off radius is rc. 

 

Pseudopotential method is developed to increase the efficiency of computation 

by reducing the number of electrons and the size of basis, therefore especially 

important for plane wave basis. In pseudopotential approximation, the Kohn-Sham 

effective potential (last three terms in left side of equation (2.12)) is further replaced 

by an effective potential (called psuedopotential) that keep wave functions of valence 

electron outside a certain cutoff radius rc from a nucleus, like Figure 2.2, but the core 

electrons and the singularity of Coulomb potential are removed from the effective 

systems. It restricts to keep the norm of wave function within cutoff radius in the 
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approach of norm-conserve psuedopotential. The ultrasoft-psuedopotential, faster but 

less accurate in general, aims to mostly smoothen the wave functions within the cutoff 

region, leading to reduce the number of plane wave to span waves functions. 

Correction of relativistic effect can also be induced in the psuedopotential (Martin, 

2004; A J Freeman and Wimmer, 1995). 

By generalizing pseudopotential and projector augmented wave (PAW) method 

(Blöchl, 1994; Kresse and Joubert, 1999) are developed to improve the accuracy, and 

keep the efficiency. PAW is also employed in VASP code for the calculation of 

almost work in this thesis.  

Blöchl (Blöchl, 1994) proposed the projector augmented wave method and 

started that ―The physically relevant wave functions in this Hilbert space exhibit 

strong oscillation, which make numerical treatment cumbersome. Therefore, we 

transform the wave functions of this Hilbert space into new, so-called pseudo (PS) 

Hilbert space.‖ This is basic idea of PAW method. A linear transformation   is used 

to transform pseudo wave functions ( ψ ) to wave function in all-electron method ( ψ ). 

The transformation τ  is chosen to be some local atom-center contribution 
R

τ

within augmentation region 
R

  but unchanged elsewhere, so, 

 R
R

τ=I+ τ   (2.16) 

Similar to pseudopotential, 
R

τ  are chosen that transform some ( ψ ), which are 

smoothen in 
R

 , to some (
n

ψ ), which usually are the valence atomic orbitals of an 

isolated atom orthogonal to core state. Core electrons are treated in a similar way, but 

the wave functions of core electron are not changed in the self-consistent process in 

calculation (Kresse and Joubert, 1999). Most calculations are done with pseudo wave 
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functions and pseudo operator in pseudo Hilbert space, so the efficiency is close to 

ultrasoft pseudopotential method. The result can be projected back to Hilbert space of 

all-electron method, so the results are consistent to all-electron calculations with 

frozen core approximation. 

 

2.5    Periodicity of the Crystal 

In order to apply DFT to a real crystal, the KS equations should be solved for all 

the particles present in the system. Since there are too many particles in a real solid 

(roughly 10
24

 electrons and ions per cm
3
), this will be computationally impossible. 

Therefore one should look for other possible approximations to solve the problem. 

Crystal structures are built up from a unit cell which is periodically repeated.  To 

reduce the number of particles in a calculation, it is enough to consider only the unit 

cell of the crystal. It consists of atoms, whose arrangement defines the crystal’s 

symmetry, and its repetition in three dimensions in space generates a crystal structure. 

The unit cell is characterized by lattice parameters. To predict the property of a crystal 

it is enough to solve the Kohn-Sham equation for a small unit cell of a real solid. 

 

2.6    Brillouin Zone Sampling and Other Techniques 

For periodic system, summation of the Eigen value 
i

ε  in equation (2.13) is 

replaced by integration of 
k,i

ε for the k  over the Brillion zone for all occupied band 

(equation (2.17)), and in formalism, should be done by calculating the total energy 

period (unit cell).  
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N/2

i k,i
i=1

2 ε ε
k

dk                                                (2.17) 

In computation, the Eigen values can be obtained at finite number of k-points, 

and interpolation may be done between discrete k-points. However, some problems 

rise then. For example, the choice of k-points may affect the efficiency and accuracy 

of calculation. If there are partial occupied bands, such as those in metals, the 

integration has to stop at Fermi-level. It may also cause numerical instability and 

difficultly in converging, since the occupation of the states around Fermi-level might 

change rapidly during iteration to search the ground state.  

There are many ways to sample the k-point. Monkhorst and Pack (Monkhorst 

and Pack, 1976) suggested a 
1 2 3

q q q   Monkhorst-Pack mesh point given by 

 1 1 2 2 3 3
u G u G +u Gk     (2.18) 

Where
1

G , 
2

G , 
3

G  are the reciprocal lattice vectors, and 

 
i

i i

i

2r-q -1
u = , r=1, 2, .... q ,   where i=1, 2, 3

2q
  (2.19) 

This gives and unbiased sampling in the Brillouin zone, and the mesh is 

symmetric. Some points would be equivalent, for the lattice with symmetry. The even 

Monkhorst-Pack mesh point is more efficient than odd Monkhorst-Pack mesh point, 

in general(Ohno et al., 2012; Martin, 2004). For example, both of the mesh of 3×3×1 

and 4×4×1 for square lattice can be reduced to only three inequivalent k-point, but 

4×4×1 is certainly denser than 3×3×1. It should be notice that even Monkhort-Pack 

meshes do not include gamma point (0,0,0) in Brillouin zone, but it is necessary to 

include gamma point for some geometry, such as hexagonal lattice. Therefore, the 
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choice of k-points should be concerned, although sometimes it is not mentioned in 

report. 

To improve the numerical stability, especially in metallic systems, smearing of 

the states can be applied. Fractional occupations of states occur with smearing, so that 

density of states is smoothened and the occupations of states around Fermi-level 

change continuously during iteration. Many schemes of smearing are possible. For 

example, Fermi smearing produces the smearing such that occupation of states 

follows Fermi distribution.  Fermi-Dirac function: 

 
i,k

i,k

ε ε 1

ε ε
exp 1

f




 
      

 

       (2.20) 

and  

 
i,k i,k

ε ε ε ε1
1

2
f erf

 

      
     

    
  (2.21) 

Gaussian smearing are applied in this thesis for metal and semiconductor, 

respectively. The degree of smearing is related to the   parameter called smearing 

width. Occupation of states above Fermi-level depends on the scheme of smearing, 

but there should be more occupation above Fermi-level for larger smearing width in 

general. As DFT is derived for a system ground state, occupation above Fermi-level 

would produce error. For accurate calculation, a dense mesh of k-point and a small 

width of smearing should be used. 

 

       



 

CHAPTER III 

CALCULATION METHOD FOR DEFECTS IN 

SEMICONDUCTORS, INTERFACES AND SURFACES 

 

In this chapter, the methodologies need for investigating selected defect in 

semiconductor and interfaces of semiconductor structure (in chapter V to IX) are 

described. First principles calculations enable us to investigate their behaviors and 

properties. Base on first principle calculations, one can investigate several properties, 

e.g. local geometry of defect, electronic structure of defect, defect infrared 

spectroscopy signature, x-ray absorption characteristics and x-ray photoelectro 

spectroscopy. The defect formation energy can also be obtained. The formation 

energy can be used to estimate the defect concentration. For the calculations, we use a 

plane-wave pseudopotential cade called ―Vienna Ab-initio Simulation Package 

(VASP)‖ (Kresse and Furthmüller, 1996; Kresse and Furthmüller, 1996).   

 

    Defect Concentration 3.1

For creation of defects and impurities in a crystal normally costs energy. One of 

the main quantities in the study of point defects is the Gibbs free energy. In 

thermodynamic equilibrium the concentration c of an impurity in a crystal is given by 

the expression (Van de Walle and Neugebauer, 2004; Kohan et al., 2000).  
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 exp(- / )
B

c N G k T                                                (3.1) 

Where N is the number of equivalent possibilities, with the same energies, in 

which the defect can be incorporated (per unit volume). G  is the change in the 

Gibbs free energy of the system, 
B

k  is Boltzmann’s constant, and T is the 

temperature. 

The change in Gibbs free energy of the system is given by 

 G E P V T S         (3.2) 

Where E is the change in the total energy (contains chemical potential terms), P is 

the pressure, V  is the change in the volume when an impurity is introduced into the 

system, and S  is the change in vibrational entropy of the system. The change in the 

volume is negligible for most crystalline solids at moderate temperatures and 

atmospheric pressure. Moreover for different defects, the change in vibrational 

entropy is usually very small. Therefore the Gibbs free energy of the system is equal 

to the formation energy (
f

E E  ) of the system. Hence equation (3.1) can be written 

as 

 exp(- / )
f B

c N E k T   (3.3) 

According to this equation, defects with high formation energies will occur in 

low concentrations. Since the growth of a semiconductor is close enough to the 

equilibrium condition, it allow the use of the equation (3.3). This brings up the 

prominence of the formation energy of defects in crystals.  Though thermodynamics 

provides the driving force for the formation of the defects, it should be noted that the 

number of defects also depends on the thermal history of the host material i.e. on the 
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kinetics of the growth process. In the following, the derivation of the formation 

energy is discussed. 

 

    Formation Energy 3.2

Density functional theory calculations in the supercell geometry are used as a 

standard method to study defects and impurities in semiconductor materials. As 

discussed in chapter II, using appropriate exchange correlation energy functional 

provides a description of the many-body electronic ground state energy of a system.   

Since the purpose of this thesis is to investigate the electronic properties of an 

isolated defect in an infinite crystal, performing calculations needs a large supercell 

containing a defect which provides a low concentration of defects in a crystal. The 

larger the supercell size, the smaller the interactions between defects and impurities in 

neighboring supercells, and the better the results will be compared to a single, isolated 

impurity. Moreover, relaxation of several layers of atoms around the impurity is also 

included inside the supercell. 

Equation (3.3) shows that the concentration of point defects and impurities 

depends on their formation energies. The formation energy of a defect or impurity D 

in the charge state q is defined as 

     [ ] ( ) ( ) ( )q q

f tot tot X X F VBM
E D E D E bulk n q E E V         (3.4) 

where ( )q

tot
E D  is the calculated total energy of a supercell containing a defect 

D in charge state q, ( )
tot

E bulk is the calculated total energy of a defect-free supercell 

(bulk), 
X

n is the number of atoms x  being added to a defect-free supercell to create a 

defect D, 
X

 is the atomic chemical potential of atoms species x, 
F

E is the electron 



27 

chemical potential, also known as Fermi energy, of the system referenced to the 

valence band maximum (
VBM

E ), which we choose to be the top of the valence band of 

the primitive defect-free unit cell.  In semiconductor, the Fermi energy can be varied 

from the valence band maximum (VBM) to the conduction band minimum (CBM) 

depending on the carrier in the material.  Sometimes, it can be estimated by assuming 

a sample is charge neutral.  However, it is often more practical to study the defect 

formation energies of defects as a function of the Fermi energy.  As the Fermi energy 

sweeps though the energy levels associated with defects, electrons move from an 

external reservoir into the system to occupy this level.  In this picture, the stable 

charge state, i.e., charge state q that gives the minimum defect energy ( )q

tot
E D , 

changes as the Fermi level is varied such that the defect levels can be identified with 

kink in a graph of defect energy for the stable charge state versus
F

E . However, In the 

defect containing supercell, the position of band edges (CBM, VBM) is affected by 

the defect, which brings different reference energies for the defect containing and the 

perfect crystal. In order to assume that we use the same reference energy level for the 

calculations with and without the defect, another term (denote as V ) should be added 

to the formation energy for charge defect. This is schematically shown in Figure 3.1.  

A widely applied practice to determine V is to consider the total electrostatic 

potential at some point, or region, far from the defect and to align it with the potential 

in the same region in the undoped supercell (Van de Walle and Neugebauer, 2004). 
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     Figure 3.1 Schematic representation of the V value. 

 

For example, consider an oxygen vacancy as a native defect in an oxide 

material. The formation energy or the energy needed for an oxygen vacancy to form 

in a supercell is schematically shown in Figure 3.2.  According to the definition, the 

formation energy is the difference between the total energy of the oxide with an 

oxygen vacancy and the initial pure oxide. Since an oxygen atom is removed from the 

system and is moved into a ―reservoir‖ of oxygen atoms (e.g. a gas of O2 molecules), 

the total energy of an oxygen atom in the reservoir (
O 2

[O ] / 2E  ) should be also 

added to the formation energy expression. If the system is electrically charged, then 

an extra term should be considered. Here the oxygen vacancy gives away one electron 

and has a positive charge state, so the energy of an electron in its reservoir (chemical 

potential of the electron) is added to the formation energy expression. As mentioned 

before, defects can occur in multiple charge states, and the formation energy is 

different for each of them. The stable charge state for an impurity at a given Fermi 

level is the one which has the lowest formation energy. 

 



29 

 

Figure 3.2 Schematic illustration of the formation energy of an oxygen vacancy in a 

crystal. 

 

    Chemical Potentials 3.3

As it is mentioned previously, the chemical potentials represent the energy of 

the reservoirs with which atoms are being exchanged. The chemical potentials highly 

depend on the experimental growth conditions, and should be considered as variables 

in the expression of the formation energy.  

For example, to align the energy levels between the supercell containing defect 

and without defect (bulk), a deep core level of an atom is used as a reference point.  

For the bulk, the reference atom can be any atom because they are all equivalent.  For 

a defect cell, such atom is chosen at the atom that is the most bulk-like, i.e., the atom 

that is the most far away from the defect center.  The upper limits for the chemical 

potentials for a ternary system such as perovskite ABO3, A , B , and 
O are the 

energies per atom of the metallic A, metallic B and gaseous O2, which are set to zero 

in this study.  To grow ABO3 crystal in thermal equilibrium, it is required that 
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3 BABO A O3        (3.5) 

However, A and B atoms can form compound with oxygen atom to form their 

oxide phases, such as AO, AO2, A2O3, BO, BO2, and B2O3. Therefore, the chemical 

potentials of A and B have to be further limited by considering these oxide phases.  

Accordingly, not only equation (3.5) but also the following equations are needed to be 

satisfied: 

                                     

2

2

2 3
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BBO O

BBO O

BB O O

AO A O ,
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,
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.

2

2

2 3



  
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  

  

 

 

 

 

 

 

                                            (3.6) 

To illustrate the range of possible chemical potentials for ABO3 growth, a 

triangular phase diagram is used (see Figure 3.3).  The triangular phase diagram is 

actually the plane defined by equation (3.5) with the chemical potentials normalized 

(divided by
3ABO , except the chemical potential of O divided by 

3ABO3 ) to make 

the sum equal to one.  Then, equation (3.5) can be rewritten as  

 BA O1           (3.7) 

      The triangular phase of A , B  and O  is showed for the case of  BaTiO3 

in Figure 3.3. 
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Figure 3.3 Triangular phase diagram representing the chemical potentials of Ba, Ti, 

and O for BaTiO3 growth, according to equation (3.7). 

 

In Figure 3.3, the black points and the shaded area on the diagram satisfied 

equation (3.6). To grow BaTiO3 under thermal equilibrium, the chemical potentials of 

Ba, Ti, and O could be any values, which lie within the shade area.  Outside the 

shaded area, one of the oxide phases would be formed instead of BaTiO3.  At point 

―a‖, the chemical potentials of Ba and Ti reach the maximum values and that of O 

reaches the minimum values, i.e., Ba-rich, Ti-rich and O-poor growth condition.  At 

points ―b‖, Ti reaches its lowest possible value while O reaches the maximum value, 

i.e., Ti-poor and O-rich growth conditions. At points ―c‖, Ba reaches the minimum 

value and O reaches the maximum value, i.e., Ba-poor and O-rich growth condition.  

These three extreme points (―a‖, ―b‖, and ―c‖) will be used for calculating the 

formation energies of defects in ABO3 in a similar manner as two extreme cases 
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generally used for binary compounds (for instant, Zn-rich and O-rich conditions in 

ZnO).  A defect with low energy is more likely to form than the higher ones 

(Northrup and Zhang, 1993).  The formation energies can be used in the detailed 

balance to create the approximation of the defect concentrations. The defects with low 

formation energies are the ones that are likely exist and to aid experimental 

identification the obtained local defect structures will be further used for calculating 

XAS, local vibrational mode and other properties. 

 

    Other Methods and Techniques 3.4

In this section, other calculation technique are combined with first principle 

calculations to compare with experiment result, such as the nudged elastic band 

(NEB) method, local vibration mode calculation, X-ray absorption spectrum 

simulation, and core level binding energy calculation (to compare with XPS) will be 

presented.  

 

3.4.1    The nudged elastic band 

           Point defect may be mobile, depending on many factors, e.g., local 

bond strength, size of the diffusion atoms, and temperature. The diffusion properties 

of defect are essential to understand their incorporation during growth processing. In 

experiment, the dynamics of point defect can be studied by several techniques, for 

e.g., the electron paramagnetic resonance (EPR) and positron annihilation 

measurement.  The migration barriers are estimated based on the observations of the 

temperature at which defects become mobile. Therefore, the calculations of defect 

migration barriers are important.  A method to find lowest energy path  and the saddle 
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point for a migration barrier of an atom between the initial structure and final 

structure, called ―nudged elastic band (NEB)‖ method (Henkelman et al., 2000; 

Henkelman and Jónsson, 2000) is use in this thesis. The NEB method works by 

optimizing a number of intermediate images along the reaction path.  Each image is 

optimized to the lowest possible energy while maintaining equal spacing to its 

neighboring images.  This constrained optimization is done by adding spring forces 

along the band between images and by projecting out the component of the force due 

to the potential perpendicular to the band. The object function of system consist of N 

images can be constructed as  

 
2

1 1 1

0 0

(R ,...,R ) (R ) (R ,...,R )
2

N N
PEB

N i i i

i i

Nk
S V 

 

     (3.8) 

Where R i
 is the reaction coordinate where some subset of the coordinates in 

the system is used to define a progress variable. (R )iV is a potential function and k  is 

the spring constant. One could imagine minimizing this object function to find a 

minimum energy path (MEP) with respect to the intermediate images while fixing the 

end point images.  This method is referred as ―plain elastic band (PEB)‖ where the 

force acting on image i is  

 F (R ) Fs

i i iV     (3.9) 

where 

 1 1 1F (R R ) (R R )s

i i i i i i ik k        (3.10) 

The PEB method has its own fundamental problems. One problem is the corner 

cutting problem. This problem is resulted from a component of the spring force, 

which tends to pull images off the MEP.  Another is the sliding down problem which 

result from component of the true force (R )iV  in the direction of path (Berne et al., 
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1998). In the NEB method, these problems are solved by projecting out the 

perpendicular component of the spring force and the parallel component of the true 

force when minimizing of an elastic band. Therefore, the force acting on image i 

become 

 
0 ˆ ˆF (R ) Fs

i i iV  


      (3.11) 

Where ̂  is the unit tangent to the path and ˆ ˆ(R ) (R ) (R )i i iV V V  


    . 

This projection of the perpendicular component of  (R )iV  and the parallel 

component of the spring force is referred as ―nudging‖.  NEB method is one of the 

most effective tools to find the MEP. NEB can find the energy barrier rather 

accurately, especially when sufficient images are included in the chain.  

Among all the images only one will be exactly at saddle point, which 

corresponds to the saddle point along the MEP, thus Climbing Image (CI) NEB 

(Henkelman and Jónsson, 2000) has been developed. Within the CI-NEB, the image 

closest to the saddle point is chosen to climb the hill and to approach the saddle point. 

The image does not feel the elastic force and its dynamics is determined by a force F: 

 ˆ ˆ( ) (R ) 2 (R )C I i iF R V V  
        (3.12) 

where the component parallel to the path is now reversed. The climbing image 

therefore moves toward a minimum in the direction perpendicular to the path, and 

toward a maximum along the path, which corresponds to move exactly toward a 

saddle point. The implementation of NEB method in the VASP code allows us to 

carry out CI-NEB and activation energy barriers for defect diffusions in solids. 
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3.4.2       Vibration mode frequency  

               The IR spectroscopy relates to the vibration of the atoms in a crystal.  

This is because the vibration frequencies of atoms in crystals are in the region of the 

frequency of IR light.  Each crystal has their specific natural vibration modes. This 

leads to the signature absorption of the IR light at their resonance frequencies, 

showing up as peaks in the IR absorption spectrum (or Raman spectrum, depending 

on the symmetry of the vibration modes).  The local vibrational mode (LVM) of a 

defect is its specific signature that can be used to characterize the defect using an IR 

absorption spectra or IR Raman spectra.  The LVM of a defect can be directly 

calculated by determining a full dynamic matrix of a supercell containing the defect. 

The so-called frozen-phonon approach (Teweldeberhan and Fahy, 2005) will be used 

in this thesis. In the approach, each atom in the supercell, after fully relaxed, is 

displaced one at a time and the force responses on other atoms are recorded to 

construct the force response matrix.  So, when each and every atom in the supercell is 

slightly shifted in all three axes, one at a time, and the dynamic matrix can be 

calculated based on the repulsive forces. Within the harmonic approximation, the total 

energy of a supercell with small displacements of atoms from their equilibrium 

positions can be written as  

                            0 ,

, , ,

1
( , ) ( ) ( )

2 i j

E E i j d i d j   
 

                                 (3.13) 

where ( )d i  is the displacement of atom i from its equilibrium position in the 

direction  and 
, ( , )i j   is the real-space force constant matrix.  The small 

displacement ( )d j
 of atom j in the direction β induces a force on atom i in the 

direction as 
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 ,( ) ( , ) ( )F i i j d j       (3.14) 

From the equation (3.14), the real-space force constant matrix 
, ( , )i j   can be 

constructed  by calculating the forces ( )F i  induced by creating a small displacement 

0d  (
0( ) 0.01d j d a     where a is a lattice constant) of each atom  j in the supercell 

in three orthogonal directions, β=1, 2, 3 one atom and one direction at a time. To 

reduce the anharmonic contribution, each component of the force constant matrix is 

obtained from two calculations. One with 
0d  and displacement and another with 

0d

displacement. Once the force constant matrix is obtained, the dynamical matrix,   

 
1

2
, ,( , ) ( ) ( , )i jD i j M M i j   



    (3.15) 

Where 
iM  is the mass of atom i, can be readily constructed. After the 

dynamical matrix is diagonalized, the eigenvalues, and the normalized eigenvectors 

give rise to the vibrational frequencies and the atomic movements for each particular 

mode.   

 For H defects that have LVM much higher than the lattice phonon, their LVM 

can be rather accurately approximated by calculating a reduced dynamic matrix 

containing only the defect atom and in some cases also one or a few nearest neighbors 

(Limpijumnong et al., 2005). In the experiment, the vibrational modes of the crystal 

can be measured by using an infrared spectrometry (IR) or Raman scattering 

techniques.  Using first-principles calculation, we can calculate the absorption 

intensities of infrared-active modes that are given by the corresponding oscillator 

strength (Giannozzi and Baroni, 1994). 
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2

*( ) ( ) ( )
i

f v Z i i v
 

   (3.16) 

Where ( )i v  is the normalized vibrational eigenvector of the 
th modes, mode, α  

and β indicate Cartesian polarizations, and * ( )Z i
 is the effective-charge tensor of the 

i
th

 atom. The effective charges * ( )Z i
 is the polarization induced by an atomic 

displacement and it is a second order derivative of the energy that can be calculated 

using the Berry’s phase approach, which is implemented in the VASP codes. The high 

oscillator strength modes are the modes that are IR active and would show up in the 

IR absorption spectroscopy. 

 

3.4.3    X-ray Absorption Spectroscopy (XAS) 

             The main mechanism that leads to the absorption features in XAS 

spectrum is the excitation of the core electrons to the empty levels above the Fermi 

energy.  The XAS technique turns out to be a very powerful and widely used.  One of 

the reasons is because it is highly elemental selective due to the fact that the core level 

of each element is different, making it possible to selectively probe each element (and 

not any other) by using just certain X-ray energy (Koningsberger and Prins, 1988). In 

the measurement, the core electrons are excited by the x-ray to the empty levels above 

the Fermi level.  The partial density of the electronic states (that the transition from 

the core level is allowed) depends strongly on the neighboring arrangements 

surrounding that absorbing atom and can be calculated by first principles calculations.  

XAS measurements combining with first principles modeling of the XAS spectrum, 

especially the near edge region (X-ray absorption near-edge spectroscopy; XANES) 
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are shown to be a very powerful way to identify defects in crystals (Limpijumnong et 

al., 2006). The XANES spectra are highly sensitive to the empty states of the 

electronic structures where accurate detailed unoccupied band structures are needed. 

Most of the first principles codes, especially the VASP codes, can provide the density 

of states (DOS) with options to map the partial DOS with certain orbital characteristic 

(s, p, or d) on the absorbing atom.  These allow one to simulate the theoretical 

XANES spectrum that can be directly compared with the experimental results. In this 

thesis, the XANES spectra of interested defects that can be probed by XAS 

measurements will be simulated using the states unoccupied electronic techniques 

according to Limpijumnong et al. (Limpijumnong et al., 2007). The X-ray absorbance 

is given by 

 
2

( )i f

f

f D i E E       (3.17) 

Where i , f , 
iE  and fE are the initial and final states and their energies, 

respectively.  The photon frequency and dipole operator are   and D, equation (3.17) 

is known as Fermi’s golden rule. The transitions of the core electron are allowed to 

only the states with proper symmetry. For K-edge absorptions, the initial state is 1s 

state, which has an even symmetry. The dipole-allowed final states have to have an 

odd symmetry, i.e., atomic p states (l = 1).  Since the initial state is highly localized 

on the absorbing atom, only the final states near the core of the absorbing atom is 

relevant. Therefore, the angular momentum and site projected partial density of empty 

states near the absorber, with some broadening, can be used as the theoretical XANES 

spectra for comparing with measurements.  Note, however, that this approach does 

not correctly treat the final states of the transition.  In the calculations, the final states 



39 

are calculated while the core electrons are fully occupied. In the actual experiment, 

when the transition is taken place, a core electron is already left from the initial state 

in the core to fill the final state. Therefore a proper treatment of the core shall be 

done. This is called core-hole correction. The XAS specific software such as FEFF 

8.4 can perform this correction and improves results in many cases (Nilsson and 

Pettersson, 2004) FEFF8.4 code based on the multiple-scattering expansion with the 

muffin-tin potentials will also be used to simulate the K-edge XANES spectrum by 

importing the relaxed structures from VASP as input coordinates of the selected 

defects. 

 

3.4.4      Core level binding energy 

               Core level shifts are shifts in the binding energy of the core electrons 

that occur due to changes in the local environment of the atoms. The shifts can be 

used as chemical probes of effects such as adsorption of molecules on a surface. The 

theoretical prediction and study of these shifts using electron structure calculations is 

the subject of chapter IX in this thesis. The binding energy of core states can be 

measured with X-ray Photoelectron Spectroscopy (XPS). The method is site and 

element specific and is often used to characterize adsorbed molecules and atoms on 

surfaces with respect to chemical state and structure. The interpretation of 

experimental spectra is complicated by the complex photoemission process and 

generally needs support by theoretical calculations. Electron structure calculation 

using Density Functional Theory (DFT) is an established method for predicting 

structural and energetic properties of large quantum systems such as surfaces and 

atoms adsorbed at surfaces. (Bagus et al., 2013) 



40 

Density functional theory offers an alternative way to calculate binding energies 

and chemical shifts that accurately accounts for the final-state effect. The method is 

based on Slater’s transition state formalism for the evaluation of electronic excitation 

energies (Nyberg et al., 1999). Within a Kohn-Sham DFT formalism, the total energy 

of a system is an analytic function of the occupation numbers of the KS orbitals: 

                                        
1 2( , ,.........., )NE E n n n                                        (3.18) 

where ni is the occupation number for the one-electron-like molecular orbital. 

Assuming a photoemission process where, for instance, a core electron from i = 1
st 

level is ejected, the energies of the initial and final states are E(1,1,1, ….,1) and 

E(0,1,1, ….,1), respectively.   

The core-level binding energy is thus equal to  

   EB = E(0,1,1, ….,1)- E(1,1,1, ….,1)                               (3.19) 

By taking advantage of the analytical dependence of E on ni, one can write: 
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             (3.20) 

where the partial derivatives are evaluated at 
1

( ,1,1,...,1)
2

. The Taylor expansion of  

(0,1,1,...,1)E  and 
1

( ,1,1,...,1)
2

 includes the same terms as that in equation (3.20) but 

with all the signs positive. By taking the difference of these Taylor series, the even 

order terms cancel out, leaving 

                                       3
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E
E n

n



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
                                                          (3.21) 
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The Janak’s theorem (Brühwiler et al., 1995) proves that the derivative of the DFT 

total energy with respect to the occupation number of a KS orbital is equal to the 

orbital energy: 

                                               / i iE n                                                              (3.21) 

Where 
i is the Kohn-Sham energy level.  Therefore, by keeping only the first term in 

equation (3.21), the binding energy EB can be obtained by computing 
i at a fractional 

occupation 1/2. This method has been used to calculate core-level binding energies 

and chemical shifts of a large number of systems, achieving an impressive accuracy 

(Gong and Mullins, 2008).  In addition, four electrostatic mechanisms have been used 

in Four electrostatic mechanisms have been used in (Bagus et al., 2013) to explain the 

shifts in terms of where charge is located relative to the core. (1) Transfer of charge 

from the substrate atom to the adsorbates, where missing (negative) charge in the 

valence orbital of the substrate atom causes the core electrons feel a positive potential 

and gives rise to an increase in binding energy. This has traditionally been seen as the 

major contribution to the core levels shift (CLS). (2) Electrostatic interaction with 

adsorbates as a result of their extra charge causes the core electrons to feel a negative 

potential (~1/bond length), lowering the binding energy. This counteracts the charge 

transfer effect. In addition, charges at the surface cause polarization of the metal, 

which further influences EB. (3) Environmental charge density accumulation from 

bond formation (wave function overlap) causes a shift in binding energy dependent on 

the coordination number (nearest neighbor count). Higher coordination gives more 

closely located charge and thus lower binding energy. And (4) hybridization plays a 

similar role in moving charge by promoting electrons to orbitals with larger radii, 

resulting in an increased binding energy. 
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To complete screening picture (Johansson and Mårtensson, 1980), The CLS can 

be expressed fully in terms of valence charge properties for a system with a core-

ionized metal atom. If the binding energy of the core electron is referenced with 

respect to the Fermi level, the binding energy is seen as the difference between a pure 

piece of metal and one where the core electron is excited to the valence. We can thus 

consider an impurity atom with a core hole and an extra valence charge (can be 

approximated with an atom of atomic number Z+1 in an environment of Z-atoms). 

The difference in total energy between this system and the pure metal gives the core 

binding energy. The reason to use the complete screening picture is that the initial 

state or electrostatic treatment neglects all contributions arising in the excitation 

process (Måtensson and Nilsson, 1995). The screening process is very fast, so the 

electrons have time to relax around the core hole before the emitted electron leaves 

the system. VASP has a function for creating core holes (excitations). The valence 

electron density relaxes and screens the created core hole. This is the so called final 

state approximation or the complete screening picture. It includes final state effects on 

the binding energy, which are not seen by just looking at the ground state electronic 

structure without relaxation around core holes. This is the framework that allows the 

calculations used in this thesis.  

 



 

CHAPTER IV 

PEROVSKITES ABO3 AND STRUCTURE 

 

 Today, the name "Perovskite" not only denotes this mineral but also the 

structural family of compounds with the stoichiometric composition ABO3, where A 

and B are typically metals and O is oxygen. In particular, B usually stands for a 

transition metal, which is ―an element whose atom has an incomplete d sub-shell, or 

which can give rise to cations with an incomplete d sub-shell‖ according to the 

definition of the International Union of Pure and Applied Chemistry (IUPAC). 

Consequently, the electronic d states of B play a crucial role in the formation of the 

valence band and the low-lying conduction-band states of perovskites, we will show 

in section 4.2. 

The purpose of this chapter is twofold: the first section delivers some insight 

into the crystal structure of perovskites focusing in particular on cubic crystal 

structures of the materials examined in this work. The structural composition is 

important because it strongly influences the formation of the electronic structure. This 

interplay between the crystal and the electronic structure together with various 

additional aspects of the latter is discussed in the remaining sections of this chapter in 

the context of model approaches. This will be helpful to better understand and 

interpret the results of calculations from first principles presented in the following 

chapters. 
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4.1  Peroveskite Crystal Structure 

The family of perovskite oxides materials is composed of a large number of 

compounds. The ideal cubic perovskite (space group 3Pm m ) structure has ABO3 

stoichiometry and is composed of a 3-dimensional framework of corner-sharing AB6 

octahedral. The structure of an ideal cubic perovskite is illustrated in Figure 4.1. 

where the A cations are located at the corners of the cube. B cation is located in the 

center of oxygen cage, where the oxygen ions located at the face-centered position of 

the cube. The A-site cation fills the 12-fold coordination formed by the BO3 network 

and is surrounded by 12 equidistant anions (Johnsson and Lemmens, 2007). In the 

ideal cubic symmetry the A cations form a cubic crystal as is shown in the 

introduction and in Figure 4.1.  

 

 

Figure 4.1 Perovskite cubic 3Pm m  structure. B cation sits at the center of the 

oxygen octahedron O6 while A cation fills the space between the oxygen octahedral.   
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We can describe the positions of all atoms in a perovskite crystal by the general 

formula 
b iR=R δ . 

bR runs over the Bravais lattice described by the primitive 

vectors: 
b 1 1 2 2 3 3R =n a +n a +n a .  For a simple cubic lattice, the primitive vectors are 

 1 2 3

0 0

a 0 ,  a ,  a 0  

0 0

a

a

a

     
     

       
     
     

   (4.1) 

iδ runs over the basis atoms. We can read the positions of the 5 atoms per cubic 

cell from Figure 4.1.   

 

A

B

A

δ :  0  0  0

1 1 1
δ :      

2 2 2

1 1 1 1 1 1
δ :      0  ;    0   ;  0       .

2 2 2 2 2 2

  

a a a

a a a a a a

  (4.2) 

The O atoms are bound to the B atom by strong covalent bonding: the oxygen 

xp  and 
yp orbitals overlap in the xy-plane with the 

2 2x y
d


 orbitals of the B atom.  In 

the z-direction, the covalent bonding is accomplished by the overlap between the
zp  

orbital of O and the 
2 23z r

d


orbital of B. Conversely, the bonding involving the A atom 

is ionic, since the A atom is easy to ionize and will donate enough electrons to satisfy 

all covalent bonds. The bonding is thus partly covalent (O-B) and ionic (A with the 

BO6 octahedral) (Galasso, 2013). 

The valence of the B atom, and thus the number of electrons atom A donates, 

determines the internal charge distribution. When we think the material as built up 

from layers of BO2 and AO, these layers can be either both neutral, + and - or vice 

versa and this can have important consequences as we will see later (in chapter VII 



46 

and IX).  Therefore it is use full to divide the perovskites in the categories A
1+

B
5+

O3 

(resulting in layers (AO)
-
 and (BO2)

+
), A

2+
B

4+
O3 (both layers are neutral) and 

A
3+

B
3+

O3 (resulting in (AO)
+
 and (BO2)

-
) (Galasso, 2013).          

The ideal cubic perovskite structure is inherently unstable and prone to 

distortion due to the incompatibility of the ions with the crystal structure, as 

quantified by the tolerance factor equation (4.3). At low temperature, the perovskites 

can have different lower-symmetry structures, such as orthorhombic, tetragonal and 

rhombohedra. The variety of perovskite compositions and structures leads to various 

functional properties exhibited in the perovskite oxides, such as (anti-) 

ferroelectricity, piezoelectricity and (anti-) ferromagnetism, which makes perovskites 

an intensively studied family of functional materials. This cubic perovskite 

corresponds in most cases to the high temperature paraelectric structure. When the 

temperature is lowered, these compounds can undergo different types of polar or non-

polar structural phase transitions.  

For example, BaTiO3 exhibits a sequence of three ferroelectric (FE) phase 

transitions from cubic to successively: (i) a tetragonal phase (TC 130 °C) in which 

the polarization is oriented along the [001] axis (P4mm), (ii) an orthorhombic phase 

(TC 0 °C) with polarization oriented along [011] (Pmm2) and (iii) a rhombohedra 

phase (TC -80 °C), with polarization oriented along [111] (P3m1). If the center of 

mass is taken as reference, the transition from cubic to tetragonal phase is 

characterized by an opposite shift of cations and O atoms, giving rise to a spontaneous 

polarization. Furthermore, these polar distortions are associated to a small 

modification of the cell size and shape. 



47 

Differently, SrTiO3 has only one phase transition from a paraelectric cubic 

phase to a non-polar antiferrodistortive (AFD) tetragonal phase (I4/mcm) at a 

temperature TC 100 K. This AFD phase arises from rotations of oxygen octahedral 

around the tetragonal axis, such that the total atomic displacements keep the crystal 

non-polar.  Nevertheless, SrTiO3 compound is nearly ferroelectric in the sense that the 

herald of a ferroelectric phase transition is expected at very low temperature, but is 

never observed. It was demonstrated that the suppression of the ferroelectric phase 

transition is due to quantum fluctuations (Müller and Burkard, 1979).  Materials 

presenting such behavior SrTiO3 (Müller and Burkard, 1979), CaTiO3 (Železný et al., 

2002), KTaO3 (Perry and McNelly, 1967) are called incipient-ferroelectrics (or 

quantum ferroelectrics).  

The tendency of ABO3 perovskites to be either ferroelectric or ADF can be 

estimated from the Goldschmidt tolerance factor: 

 
A O

B O2( )

R R
t

R R





 (4.3) 

where RA, RO and RB are the ionic radii of respectively the A, O and B atoms in 

the ABO3 structure. For example, with this scheme, the ideal cubic perovskite SrTiO3 

had 1.00t  , 
A 1.44R  , 

B 0.605R  , and 
O 1.40R  , but these radii differ somewhat 

from the Shannon and Prewitt (Shannon, 1976) values, so the formula is best looked 

upon as a good rule of thumb from which the following generalizations hold:  

When 1t   down to 0.75, due to a decreased RA, the BO6 octahedral tilt to 

optimize the A-O bonding, thus creating tetragonal, orthorhombic or trigonal 

symmetries. Below this t  value, the limonite structure results.  
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When 1t   due to increased 
AR or decreased

BR , the stable structure has 

hexagonal symmetry, with face sharing octahedral, so it is no longer strictly the 

perovskite structure.  

If the ions are not close-packed, decreased 
BR can lead to displacement of the B 

ion from a central point between the O ions, which may be accompanied by 

displacement also of the A ions relative to the octahedral frame. In the tetragonal 

Titanates, these asymmetries, due to increased covalency between one oxygen and 

titanium at the expense of the opposite oxygen where the ―bond‖ becomes ionic, are 

the principle reason for the pronounced ferroelectricity.  The variations due different 

packing and ionic radii are nicely illustrated in (Johnsson and Lemmens, 2008) from 

which the following two diagrams below (Figure 4.2): 

 

 

 

 

 

 

 

 

Figure 4.2 (a) Tetragonal BaTiO3.  The shifts of Ti and Ba relative to O6 octahedral  

around the original Ti position: Ti and Ba both shift by 0.03  in the same direction. 

(b) In tetragonal PbTiO3 Ti and Pb are shifted by 0.44 (Johnsson and Lemmens, 

2008). 

 

a) 

b) 
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4.2   Electronic Band Structure 

 In this section, we will discuss the electronic band structure properties of our 

selected perovskites which will be used in the present thesis: cubic-SrTiO3, 

tetragonal-BaTiO3, tetragonal-Bi0.5Na0.5TiO3 and cubic-LaAlO3 to understand 

fundamental properties of perovskites and the role of each atomic type are affected on 

electronic structure.  

 

 

 

 

 

 

 

Figure 4.3 Calculated electronic band structure of (a) SrTiO3, (b) BaTiO3, (c) 

Bi0.5Na0.5TiO3 and (d) LaAlO3 are orbitally resolved into each orbital. 

  

The band structure of selected perovskite compounds in the high symmetry 

directions in the Brillouin zone calculated using PBE functional are shown in Figure 

4.3.  The origin of energy was arbitrarily set to be at the valence band maximum 

(VBM) define as Fermi level (at zero eV), all compounds under study are found to be 

insulators with an indirect band gap between valence band maximum (VBM) at R 

point which is dominated by p electron orbitals, while conduction band minimum 

(CMB) at  point is dominated by d electron orbitals.  The band gaps obtained using 

PBE functional are less than the experimental values due to the well-known problem 
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in the DFT calculations with PBE functional. The partial density of state obtained 

using PBE is shown in Figure 4.4.  For SrTiO3 (see in Figure 4.4(a)), the top of the 

valence band (VB) which spreads around -4.8 to 0 eV is dominated by O-2p states 

hybridized with Ti-3d and Sr-3d states. The lower part of conduction band (CB) is 

mainly composed of Ti-3d orbitals hybridized with O-2p states and the higher part of 

the conduction band is mainly derived from Sr-3d states.  While BaTiO3 (see in 

Figure 4.4(b)) are quite the same characteristic with STO , the region near the Fermi 

level, i.e., top of the VB spreads from -4.5 to 0 eV and have O-2p like character with 

very little contribution from Ti-3d and Ba-3d states. The lower part of the CB is 

mainly composed of Ti-3d orbitals with small contribution from O-2p states and the 

higher part of the conduction band  is mainly derived from Ba-3d states. 

In case of Bi0.5Na0.5TiO3 (see in Figure 4.4(c)), the top of the VB region 

extends from -5.0 to 0 eV and is dominated by O-2p like states hybridized with Ti-3d 

and Bi-6p states. The lower part of CB is mainly composed of Ti-3d orbitals 

hybridized with O-2p and Bi-6p states and the higher part of the conduction band is 

mainly derived from Na-3s and Na-2p like orbitals are hybridized with Bi-5d states.  

For LaAlO3 (see in Figure 4.4(d)), the region near the Fermi level, i.e., top of the VB 

spreads from -7.8 to 0 eV and have O-2p and Al-3p like character with very less 

contribution from Al-3s and La- 5p, 5d states. The lower part of the CB is mainly 

composed of La-5d orbitals with small contribution from O-2p states.  

In summary, from our calculation, the general features of the energy band 

structure and partial density of state of selected ABO3 are quite similar. In all 

compound, the orbital character of the VB is primarily derived from oxygen 2p 

orbitals, with metal-oxygen bonding state at the bottom of the VB and oxygen non-
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bonding states at the top of VB. The CB has strong metallic d-orbital character, 

originating from the anti-bonding metal-oxygen interaction.  CB minima of all four 

compounds are dominated by d states (Ti-3d and La-5d states).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 Partial density of state (PDOS) for (a) SrTiO3, (b) BaTiO3, (c) 

Bi0.5Na0.5TiO3, and (d) LaAlO3 are projected orbitals (s, p and d orbital) into each 

atom.



 

CHAPTER V 

FIRST-PRINCIPLES CALCULATIONS OF HYDROGEN 

DEFECTS IN SrTiO3 AND IDENTIFICATION BY LOCAL 

VIBRATION MODE CALCULATIONS   

 

5.1  Introduction 

In most oxide materials, hydrogen is known to be an abundant impurity, which 

can exceedingly affect their electronic properties (Du and Biswas, 2011; Hlaing Oo et 

al., 2010; Limpijumnong et al., 2009; King et al., 2009). A thorough understanding of 

local configurations of H is deemed essential for understanding energetics and 

kinetics of H in oxides. Infrared (IR) spectroscopy has proven to be a powerful tool to 

experimentally probe H structures. Based on known IR absorption peaks for 

molecules containing hydroxyl groups, absorption peaks around 3000 cm
-1

 are usually 

associated to O-H bonds.  However, to identify actual local structures responsible for 

the observed peaks, first principles calculations are generally needed.  While many 

computational studies have been dedicated to the identification of proton sites in the 

crystal structures with four-fold coordinated O, e.g., zincblende, wurtzite, rutile and 

bixbyite (Limpijumnong et al., 2009; Li et al., 2008; Van de Walle, 2000) For the 

perovskite structure, there are computational results on proton sites in some 

compounds, for example, BaTiO3 (Iwazaki et al., 2010) and BaZrO3 (Sundell et al., 

2007).  However, the direct calculation details of H site in SrTiO3 are limited which 
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impedes further study of H migration. It is very difficult to understand proton 

migration mechanisms without knowing its ground state site first. (Sata et al., 1996) 

Strontium titanate (STO) is an important oxide material due to a rich variety of 

industrial applications, for examples, in dielectric and optical devices (Rao and 

Krupanidhi, 1994; Seung-Hee and Ho-Gi, 1992; Kun et al., 2006) and as a substrate 

for superconducting thin films (Wu et al., 1987). Discovery of high mobility 2D 

electron gas at interfaces between SrTiO3 and other oxides (Ohtomo and Hwang, 

2004) further opened up new opportunities in oxide electronics. SrTiO3 has a cubic 

perovskite structure at room temperature and exhibits an AFD phase transition to 

tetragonal at 105 K. (Houde et al., 1987) Several infrared spectroscopy experiments 

have been performed to study hydrogen in SrTiO3. (Houde et al., 1987; Klauer and 

Wohlecke, 1992; Weber et al., 1986)  Depending on the sample conditions, O-H 

absorption bands have been observed around 3500 and 3300 cm
−1

. The band around 

3500 cm
−1

 has been studied in detail since 1980 by the group of Weber and Kapphan 

(WK) using polarized IR absorption spectroscopy (Weber et al., 1986; Kapphan et al., 

1980) combined with the applications of uniaxial stress as well as electric field. 

Polarized Raman scattering measurement was later performed by the same group to 

confirm the IR results. (Klauer and Wohlecke, 1992)  At room temperature they 

observed a main peak centered at 3495 cm
−1 

accompanied by a small hump consisting 

of several peaks in the range of 3505–3520 cm
−1

. The main peak blue shifts to 3510 

cm
−1

 at low temperature and subsequently splits into three lines (νA< νB < νC with the 

spacing of ∼2.5 cm
−1

) as the crystal transforms into the tetragonal phase at 

temperature below 105 K. Polarizations of the split lines showed that the central line 

(νB) corresponds to dipoles lying in xy plane (the plane perpendicular to the tetragonal 
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axis) while the outer lines (νA and νC) correspond to dipoles that have components 

both parallel and perpendicular to the tetragonal axis. By selectively applying uniaxial 

stress or electric field, the modes further split allowing WK to gain additional 

information on the stress and field dependencies of O-H dipoles in each direction. 

WK proposed two structural models for the proton in SrTiO3, that is, octahedral edge 

(OE) and cube face (CF). Both models have various equivalent sites (24 for OE and 

12 for CF) in the cubic phase that would split into three unequivalent groups in the 

tetrahedral phase consistent with the measured results. 

Recently, Tarun and McCluskey (Tarun and McCluskey, 2011) observed twin 

peaks at 3355 and 3384 cm
−1

 and proposed that they are the local vibration modes 

(LVM) of a Sr vacancy decorated by two protons, that is, 2H-VSr complex, where the 

protons also form strong O-H bonds with the O atoms surrounding the VSr.   

For semiconductors with sp
3
 (fourfold) coordination, such as Si, Ge, GaAs, or 

even ZnO, a proton generally prefers to stay along the bonds; allowing the O-H bond 

to point along one of the sp
3
 bonding directions. However, for SrTiO3, a much more 

ionic compound with little directional bonding, the O-H direction is dictated by the 

overall Coulombic repulsions (to Ti
4+

 and Sr
2+

) and attractions (to O
2−

) with the 

neighboring atoms. An O-H pointing to a cation such as the CF configuration is 

usually unstable in a closely packed ionic crystal due to the strong Coulomb repulsion 

and limited space to relax.   

In this chapter, the role of a proton (H
+
) in cubic perovskite SrTiO3 and the 

topology of low-energy proton sites around an O atom are thoroughly studied and the 

local vibrational mode of the stable site is calculated by using first-principles 

calculations based on density functional theory (DFT). In addition, the local 
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vibrational modes associated with each structure will be determined in order to 

compare with the recent experimental results.  We will show that the vibrational 

frequencies observed by Tarun and McCluskey (Tarun and McCluskey, 2011) should 

be related to the complex defects between H and VTi or VSr rather than isolate defects. 

 

5.2  Hydrogen Sites in SrTiO3    

Figure 5.1 shows the local structure around an O atom in SrTiO3. In Figure 

5.1(a), two conventional unit cells of cubic SrTiO3 are shown to clearly illustrate all 

neighbors of the middle O atom (all O atoms in the crystal are equivalent by 

symmetry) with the detail in Figure 5.1(b). Each O atom has two Ti, four Sr, and eight 

O neighbors. It is known that, in oxides, a proton prefers to bind strongly with an O 

with a distance of ∼1 Å; the region represented by a low energy surface (LES) which 

has the shape of a distorted sphere centered on the O [in Figure 5.1(b) we show a 

perfect sphere for an illustration purpose]. On this LES, a proton has a chance to bind 

strongly with the O atom and the differences in the formation energies of the proton 

on different points on the surface arise from the interaction with neighbors. The OE 

site is on the line connecting an O atom to its O neighbor. This is the line defining the 

octahedral edge in Figure 5.1(a). The CF site is on the cubic face and on the line 

connecting between an O and its Sr neighbor. There is another high symmetry site on 

the cubic face [labeled CF' in Figure 5.1(b)] which is on the line connecting an O 

atom and the midpoint of two adjacent Sr atoms on the same side of the cube. This 

site has been identified to be the minimum energy site for a proton in BaZrO3 

(Sundell et al., 2007).  On the LES, there are eight equivalent sites for OE and four 

equivalent sites for CF as well as CF'. In a cubic perovskite unit cell, which consists 
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of three O atoms, the numbers of the equivalent sites are three times more, that is, 24 

and 12, respectively. 

 

Figure 5.1 Schematic of low energy surface for a proton and four proton sites in 

SrTiO3.   

 

5.3  Computation Method 

In order to study the hydrogen-related defects in cubic SrTiO3, we used first-

principles density functional theory within the local density approximation (LDA) 

based on projector-augmented wave (PAW) method (Kresse and Joubert, 1999) as 

implemented in VASP code (Kresse and Furthmüller, 1996; Kresse and Hafner, 

1994).  The cutoff energy for the plane wave basis set was set at 500 eV. The 

Monkhorst-Pack scheme (Monkhorst and Pack, 1976) was used for the k-space 

integrations. All atoms in the cell were relaxed until the Hellmann-Feynman forces 

(Feynman, 1939) on all atoms become less than 10
-3

 eV/Å. The calculated lattice 
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constant of cubic SrTiO3 is 3.873 Å which is in good agreement with the experimental 

value of 3.905 Å (Lytle, 1964). To study the defects including both native and 

hydrogen-related defects, a supercell approach was used (Van de Walle and 

Neugebauer, 2004) In this work, we used 135-atom supercell, which is a 3x3x3 

repeating of cubic SrTiO3 primitive cell. The defect formation energy is defined as 

equation (3.4).  To align the energy levels between the supercell containing defect and 

without defect (bulk), core potentials of atoms being far away from the defect in the 

defect supercell and those of the same atoms in the defect-free supercell were used. 

The upper limits for μSr, μTi, and μO are the energies of the metallic Sr, metallic Ti 

and gaseous O2, which are set to zero in this study.  According method in chapter III, 

To growth SrTiO3 crystal, it is required that 
SrTiO3 Sr OTi

3      .  However, Sr 

and Ti atoms prefer to bind with oxygen atom to form their oxide phases, such as SrO, 

SrO2, TiO, TiO2, and Ti2O3.  Therefore, the chemical potentials of Sr and Ti have to 

be refined by considering their oxide phases.  For chemical potential of H (μH), the 

energy per H atom of H2-molecule was used.  To illustrate the limits of chemical 

potentials, a triangular phase diagram will be used to represent the chemical potentials 

of Sr, Ti and O for SrTiO3 crystal (see Figure 5.2). 
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Figure 5.2 Triangular phase diagram for representing the chemical potentials of Sr, 

Ti, and O. (see text for more details).  

 

In Figure 5.2, the black points and the shaded area on the diagram satisfied 

equation (3.6) the chemical potentials of Sr, Ti, and O could be any values that lie 

within the shade area. Sets of chemical potentials along these lines are the result of the 

limits due to the possible oxide phases. These black points are marked as (a) to (d) in 

Figure 5.2. The values of the chemical potentials for Sr, Ti, and O associated with the 

points (a) – (d). For more convenience, the values of chemical potentials for Sr, Ti, 

and O associated with points (a) – (d) were also listed in Table 5.1.  It is clearly seen 

that at point ―a‖, the chemical potentials of Sr are at their maximum values and that of 

O is at its minimum value, i.e., Sr-rich, and O-poor. At point ―b‖, the chemical 

potential of Ti is at its maximum value and O is at its minimum, i.e., Ti-rich and O- 

poor. At point ―c‖, the chemical potential of Sr is at its minimum value and O is at its 

(

a) 
(

b) 

(

d) 

(

c) 
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maximum value, i.e., Sr-poor and O-rich. And at point ―d‖, the chemical potential of 

Ti is at its minimum value and O is at its maximum value, i.e., Ti-poor and O-rich. 

Next, we will consider only these three points (―a‖, ―c‖, and ―d‖) to represent the 

formation energies of H-related defects.  For hydrogen defect, a half of the total 

energy of gas phase (H2) was used as its chemical potential (
H 2

[H ] / 2E  ).    

The vibrational frequencies of H-related defects were calculated using the same 

method as described in the Ref. (Limpijumnong et al., 2003). Using this method, we 

obtained the vibrational frequency including anharmonic part, which is very important 

for the case of hydrogen. To predict the migration barriers of defects, we used the 

climbing image nudged elastic band (NEB) method, which is also implemented in 

VASP code. 

 

Table 5.1 The lists of chemical potentials of Sr, Ti, and O associated with points a, b, 

c, and d as marked on Figure 5.2.  

      Points mSr  (eV) mTi  (eV) mO  (eV) 

a -2.43 -8.54 -10.95 

b -2.85 -8.54 -10.81 

c -8.83 -19.27 -5.24 

d -9.59 -18.51 -5.24 

 

 

 

 

 

 



60 

5.4  Hydrogen-Related Formation  

To determine the stability and chance of forming these complex defects, the 

defect formation energy have to be taken into account.  The chemical potentials of Sr, 

Ti, and O were taken from points ―a‖ and ―d‖ for Sr-rich and Sr-poor growth 

conditions, and from points ―a‖ and ―c‖ for Ti-rich and Ti-poor growth conditions, 

respectively (see Figure 5.3 and Figure 5.4).  In addition, using band structure 

calculations we found that c-SrTiO3 has an indirect bandgap of ~1.70 eV (R ) and 

direct bandgap of ~ 2.00 eV.  Therefore, in the plot of Figure 5.3 and Figure 5.4 the 

Fermi-level was extended to 2.00 eV and the vertical dashed line was marked at 1.70 

eV for indicating the direct and indirect bandgap, respectively.   

 

 

Figure 5.3 Formation energies of defects as a function of Fermi level under Sr-rich 

(point a) and Sr-poor (point d) growth conditions.  The slopes of each line indicate the 

charge state of each defect. 
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Figure 5.4 Formation energies of defects as a function of Fermi level under Ti-rich 

(point a) and Ti-poor (point c) growth conditions.  The slopes of each line indicate the 

charge state of each defect. 

 

From formation energies of defects, it is clearly seen that the formation energy 

of Hi depends only on the μH . Therefore, the formation energies of Hi are all the same 

for both Sr-rich and Sr-poor growth conditions as shown in Figure 5.2.  For Hi, we 

found that it is a single shallow donor. The formation energy of Hi in OE model (Hi
OE

 

in Figure 5.1) is 1.31 eV (calculated at VBM), which is lower than that in CF model 

(Hi
CF

 in Figure 5.1) by ~0.25 eV. This indicated that Hi
OE

 is the most stable 

configuration and likely form.  Relative energies of a proton at OE, CF, and CF' sites 

are listed in Table 5.2. The effects from the neighboring atoms on the stability of 

proton on the LES sites can be understood using a simple Coulomb interaction 

picture.   
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Table 5.2 Calculated energy, O-H bond length, and stretch frequency for proton in 

SrTiO3 with and without VSr. For a proton without VSr, E is the relative energy 

referenced to the OA.  For the complex defects, ∆E is the binding energy of the last 

proton according to equations. (1) and (2). Note that the OE, CF, and CF' 

configurations are not stable, the proton spontaneously relaxes to OA configuration. 

Rows highlighted in boldface are the ground state configurations. 

Sites  E(eV) dO-H (Å)  (cm
-1

) 

OE (45,90) 2.29 - - 

CF (90,45) 0.25 - - 

CF (90,90) 0.01 0.992 3225 

OA (76,90) 0.00 1.011 2745 

H-VSr  -0.84 0.985 3505 

2H-VSr
a
  -0.81 0.984 3523 

2H-VSr
b
  -0.79 0.984 3527 

2H-VSr
c
  -0.75 0.986 3489 

2H-VSr
d
  -0.64 0.986 3458 

 

A proton prefers to stay close to anions, that is, O ions, and far from cations, that 

is, Ti and Sr ions. This explains why the site between an O and a Ti nearest neighbor 

(not labeled) has a high energy. Among the three high symmetry sites, OE is the least 

favorable site because it is still rather close to Ti. The CF site is also not the most 

favorable site because the site is rather close to Sr.  The CF' is further away from Sr, 

that is, it is at the middle point between two Sr atoms and also closer to two O atoms; 

making it more stable than CF by 0.25 eV. However, CF' is an unstable equilibrium 
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configuration. If we slightly break the symmetry, the proton spontaneously moves 

away from the CF' site to the off axis (OA) site. To describe the sites, we use an 

azimuthal angle (α) as defined in Figure 5.1 and an angle deviated from the z-axis (θ). 

In Table 5.2, only the angles related to the sites labeled in Figure 5.1 are shown. The 

equivalent sites can be found by using the crystal symmetries. The global minimum 

energy site (OA) is significantly deviated from both CF and CF', that is, by ∼30 and 

∼15, respectively. 

 

5.5  Binding Energy and Local Vibration Frequency 

To fully understand the energy landscape of an interstitial proton in cubic 

perovskite SrTiO3, we employed the climbing image nudged elastic band method 

(NEB) (Daniel et al., 2008; Graeme et al., 2000; Graeme and Hannes, 2000; Mills et 

al., 1995) to calculate the total energy of the proton moving in the paths between 

important sites. On the basal plane (θ = 90) we studied the path that starts at the site 

between an O and a Ti (α = 0) (which is the highest energy point on the LES) passes 

through the OE and OA, and ends at the CF' site (α = 90).  The formation energy ∆E 

is calculated relative to the ground state configuration (OA). Along this path (Figure 

5.5) the energy drops by over 2 eV as the proton moves from the site between O and 

Ti to the OA site without any shoulder at the OE site, indicating that the OE site is not 

even a metastable site. As the proton passes the OA site, the energy increases but by a 

very small amount, that is, by only 0.01 eV, as the proton moves from OA to CF'. On 

the Sr plane (α = 90) we calculated a proton that travels on a path from CF' (θ = 90) 

to CF (θ = 45). Along this path, the energy monotonically increases by ∼0.25 eV. 
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Since CF is at the midpoint between two equivalent CF' sites, it is a saddle point 

between minima on the LES. 

 

Figure 5.5 Calculated energy of a proton (referenced to the ground state 

configuration) on paths connection proton sites in Figure 5.1.  The azimuthal angle 

() is illustrated in Figure 5.1 and  is the angle between the O-H bond direction and 

the z-axis.  For the first section  is fixed at 0 and for the second section  is fixed at 

90.  

 

We have also calculated the barrier using NEB for a proton to hop from an OA 

site on one LES to an adjacent OA on a neighboring LES [two such LES are shown in 

Figure 5.1(a)] and obtained a much smaller barrier (0.05 eV). Therefore the overall 

diffusion barrier of a proton in SrTiO3 is set by the hopping between two OA sites in 

the same LES which is ∼0.25 eV.  By estimation based on a hopping rate  
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 = 0 exp(−βEa) of 1/min, and Γ0 = 100 THz. This means a proton is very mobile in 

SrTiO3 even at temperature of ∼100 K unless it is trapped by other defects.  

 

Figure 5.6 Local structures of H
+
 (proton) defects in SrTiO3. (a) and (b) Proton at CF' 

and OA sites, (c) (H-VSr)
−
 complex, and (d) and (e) the two lowest energy 2H-VSr 

complexes. The arrows indicate the relaxation directions of the neighboring atoms. 

The frequencies shown are the calculated O-H stretch modes. 

 

The CF' and OA configurations are shown in Figure 5.6(a) and Figure 5.6(b). 

The proton forms a strong bond with an oxygen with the bond lengths of 0.992 and 

1.010 Å, respectively. Because of its positive charge, the proton repels cations (Ti
4+

 

and Sr
2+

) and attracts anions (O
2−

).  For the CF' configuration, the proton is 

symmetrically placed with respect to the surrounding Ti, Sr, and O ions. This site 

minimized the Coulomb repulsion between H
+
 and Ti

4+
. Tilting away from the 
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symmetric site (CF'→OA) increases the Coulomb repulsions between H
+
 and Ti

4+
 

somewhat but decreases the H
+
-Sr

2+
 Coulomb repulsions and increases the H

+
-O

2−
 

Coulomb attractions. The total energy decreases slightly (0.01 eV); rendering OA the 

lowest energy site.  Note, however, that computational details can sometime affect the 

calculated energy difference in this scale. The O-H vibration frequencies for both OA 

and CF' configurations were calculated using the approach described in Ref. 

(Limpijumnong and Zhang, 2005) including anharmonic contributions which are 

important for the light H atom. To obtain the systematic errors of our calculations, we 

calculated the symmetric stretch frequency of a water molecule and obtained the value 

of 3515 cm
−1

 which is lower than the actual experimental value by 142 cm
−1

. To 

correct this systematic error, all values of LVMs presented in this paper are corrected 

by adding this value. Even after the systematic error correction, we estimate the error 

bar on our calculated frequencies to be about 100 cm
−1

. We obtained the vibration 

frequency of O-H in the ground state configuration (OA) of 2745 cm
−1

. 

From above detailed study we can see that a single proton in pure SrTiO3 

cannot explain the experimental observed IR mode around 3500 cm
−1

 for several 

reasons. (1) The most stable configuration for a proton in SrTiO3 is OA and the 

previously proposed OE and CF configurations have considerably higher energies and 

are not even metastable. The OA configuration has an O-H dipole direction 

inconsistent with the measured polarized IR results. (2) The calculated stretch 

frequency of the O-H oscillator in the OA configuration is only 2745 cm
−1

 which is 

much lower than the observed 3500 cm
−1

 value. The difference of ∼750 cm
−1

 is much 

larger than the typical computational error bar (about 100 cm
−1

).  (3) The vibration 

mode of a single proton in pure SrTiO3 should be quickly broadened to the width of 
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500 cm
−1

 as the temperature goes from 0 to 100 K as the CF' configuration being 

populated. However, the observed 3500 cm
−1

 mode remains rather sharp up to room 

temperature.  (4) The diffusion barrier of a proton is very low such that a proton can 

diffuse even at room temperature. Thus, most of the interstitial protons should migrate 

out when the sample is cooled down. 

Since a single proton cannot be the cause of the 3500 cm
−1 

mode, the 

outstanding question is ―What O-H configuration could be the cause of it?‖ The 

obvious choice is H in cation vacancies. The complex of H and cation vacancies has 

been found in many oxides (Lavrov et al., 2002). The observed twin peaks at 3355 

and 3384 cm
−1

 in SrTiO3 (Tarun and McCluskey, 2011) have been suggested to 

originate from 2H-VSr complex. In SrTiO3, there are two possible cation vacancies, 

VSr and VTi. Here we propose that the H in a Sr vacancy (H-VSr) is the cause of the 

3500 cm
−1

 mode, and that the H in a Ti vacancy may explained the twin peaks 

reported in Ref. (Tarun and McCluskey, 2011).  

A (H-VSr)
−
 complex in SrTiO3 has a fully relaxed O-H bond length of 0.985 Å 

(see Table 5.2) and a calculated O-H vibration frequency of 3505 cm
−1

, which is in 

excellent agreement with the experimentally observed mode. A VSr
2-

 has 12 Oxygen 

neighbors, all of which are equivalent by the cubic symmetry. A proton can bind to 

one of these O atoms, forming a (H-VSr)
−
 complex. There are 12 possible O-H 

oscillators pointing toward the vacancy center as shown in Figure 5.6(c).  Similarly, 

for a given Sr atom of a perfect crystal, there are also 12 possible CF sites for H to 

form O-H oscillators pointing toward it. It has been shown (Houde et al., 1987) that 

12 CF sites in the cubic phase would split into three inequivalent groups in the 
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tetragonal phase with polarization behaviors satisfied the observed mode. Therefore, 

the (H-VSr)
−
 model should also be equally consistent with the observed mode. 

Actually, the double negative center VSr
2-

 could bind up to two protons in a 

similar way the VZn
2-

 binds protons in ZnO (Lavrov et al., 2002).  In the cases that the 

proton is abundant compared to the vacancy, the (H-VSr)
−
 could accept another proton 

forming a neutral charge 2H-VSr. There are four inequivalent ways to add the second 

proton to the existing (H-VSr)
−
 complex. The resulted 2H-VSr complexes are labeled 

with a superscript I to IV following the order of decreasing distances between the two 

O atoms that bind H. The two lowest energy configurations are 
a

Sr2H V  and 
b

Sr2H V

[Figure 5.1(d) and Figure 5.1(e)]. Since there are two O-H oscillators in each 2H-VSr 

complex, we first determined the coupling between the two oscillators by calculating 

the full dynamic matrix of the complex. Within our calculated force sensitivity 

(∼0.001 eV/Å), we do not find any coupling between the two oscillators and thus 

obtained two degenerate modes.  Small or no coupling is reasonable for this system 

because the two oscillators are attached to different O and are reasonably far apart. 

This allows us to separately calculate the frequency of each O-H oscillator including 

anharmonic effect in a systematic way. The calculated frequencies of all four 

complexes are shown in Table 5.2. It can be seen that the vibrational frequencies of 

all seven configurations are nearly linearly correlated with the O-H bond length. 

Next, we look into the energetic to evaluate the stability of these complexes. 

The binding energies between 
2

SrV 
 and OAH

 and between Sr(H )V   and OAH
 are 

defined as 

           
2

tot Sr tot tot Sr tot OA(H ) (bulk) ( ) (H )E E V E E V E                            (5.1) 
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and 

 tot Sr tot tot Sr tot OA(2H ) (bulk) (H ) (H )E E V E E V E          (5.2) 

where Etot() is the total energy of a supercell containing the complex (or 

impurity) .   

We found that bringing the first OAH to the 2

SrV   is exothermic by 0.84 eV as 

shown in Table 5.2. Bringing the second OAH
to Sr(H )V   to form Sr2H V  

complexes is also exothermic by 0.81, 0.79, 0.75 and 0.64 eV for the configurations a, 

b, c and d, respectively. The O-H vibrational frequency for Sr(H )V   is in excellent 

agreement with the observed 3500 cm
-1

 peak and O-H LVMs for 
a and b

Sr2H V  

complexes are larger than that for the Sr(H )V   complex by ~20 cm
-1

, which may 

explain the experimentally observed higher frequency hump. 

Recently, Tarun and McCluskey (Tarun and McCluskey, 2011) observed twin 

peaks at 3355 and 3384 cm
-1

 and proposed that these IR peaks are originated from 

d

Sr2H V .  Based on our results, this assignment has some problems. (1) The 
d

Sr2H V  

complex is the least stable among all four 2H-VSr complexes and has higher energy 

than 
a

Sr2H V  by 0.17 eV; rendering it unstable.  (2) The 2H-VSr complexes have two 

O-H oscillators spatially well separated and do not couple with each other.  Therefore, 

it cannot give the splitting of ~30 cm
-1

 (our calculations give doubly degenerated 

modes).  (3) The calculated frequencies do not agree with the observed ones.  Thus, 

the observed twin peaks are unlikely due to 2H-VSr complexes but may be related to 

nH-VTi complexes. Therefore, we will investigate the nH-VTi complexes in next 

section. 



70 

Table 5.3 Summary of vibrational frequencies of H-related defects in c-SrTiO3. The 

calculated values were included the effect of anharmonic part. 

 

Type of defect 

Frequency (cm
-1

) Corrected 

Frequency (cm
-1

) Calculated Observed 

Hi
OE 

2603.01  

 

Main peak at 

~3500 cm
-1

 and 

minor peak ~ 3510-

3530 cm
-1

 (Houde 

et al., 1987; Weber 

et al., 1986) 

 

 

2745.34 

Hi
CF

 3082.65 3224.99 

[H-VSr]
-1

 3362.63 3504.96 

2H-VSr
a
 

3384.56 

3376.61 

3526.89 

3518.94 

2H-VSr
b
 

3392.22 

3376.98 

3534.55 

3519.32 

2H-VSr
c
 

3346.05 

3346.29 

3488.39 

3488.62 

2H-VSr
d
 

3312.49 

3318.69 

3454.82 

3461.03 

H2O molecules 3514.67 3657 3657(Shimanouchi, 

1972) 

 

 

5.6   Hydrogen-Titanium Vacancy Complex 

 From previous section, we have revealed that H interstitial has a vibrational 

frequency far lower than 3500 cm
-1

.  We also showed that one or two interstitial H 

atom(s) could be trapped by VSr and formed nH-VSr complexes (n= 1 or 2).  In the 

complexes, H atoms form strong O–H bonds with the O atoms surrounding VSr in the 

direction pointing toward the vacancy center. As we obtained the calculated 

vibrational frequencies of nH-VSr complexes very close to the observed peaks ~3,500 

cm
-1

 by WK consistent oscillator directions, we identified WK’s observation to be 

nH-VSr  complexes; not a single H interstitial. For the double peaks centered at 3355 

and 3384 cm
-1

 observed by TM, we previously discussed that they could not arise 
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from 2H-VSr complexes as proposed by TM because the frequencies were not in 

agreement and the complexes could not explain the coupling observed 

experimentally.  In above section, we proposed that the double peaks that TM 

observed may belong to H and Ti vacancy complexes nH-VTi, therefore, in this 

section, we report the binding energies, local structures and the detailed vibrational 

frequencies of complex defects between H and VTi based on first-principles density 

functional calculations. We show that the vibrational frequencies observed observed 

by TM are consistent with nH-VTi complexes. 

 

5.6.1      Energetic of complex defects 

               In this section, we are going to consider the H and Ti vacancy complex 

defects.  To determine the stability and chance of forming these complex defects, the 

defect formation energy have to be taken into account.  The chemical potentials of Sr, 

Ti, and O were taken from points ―a‖ and ―d‖ for Sr-rich and Sr-poor growth 

conditions, and from points ―a‖ and ―c‖ for Ti-rich and Ti-poor growth conditions, 

respectively (see Figure 5.3 and Figure 5.4).  From Figure 5.3, we found that VSr and 

VTi are double and quad shallow acceptors, respectively.  There is no energy level 

introduced in the band gap due to VSr and VTi defects.  Under n-type conditions, VSr 

and VTi are double and quad acceptors, respectively. At low temperature, an interstitial 

H is always a single donor (or simply a proton) binding strongly to one of the O atoms 

in STO with the lowest-energy configuration called ―OA‖ However, the interstitial H 

is not very stable. It can be annealed out of the STO crystals at even below room 

temperature (~100 K) and it has frequency of only ~2,700 cm
-1

. Consequently, we 

proposed that the O-H oscillators observed in many IR experiments, with the 
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frequency ranges of 3,300 – 3,500 cm
-1

(Houde et al., 1987; Klauer and Wohlecke, 

1992; Kapphan et al., 1980; Weber et al., 1986; Tarun and McCluskey, 2011), are 

more likely associated with H complex defects.  

For H and VSr, VSr in charge state 2 (VSr
2-

) could trap a proton  H
+
 to form H-

VSr complex defect with a reasonably large binding energy of 0.84 eV. The H-VSr 

complexes defect could further bind another proton to form a neutral 2H-VSr complex 

defects.  In section 5.5, we have studied in detail of the possible configurations and 

found two most stable 2H-VSr complexes with the binding energy of the second 

proton of 0.81 and 0.79 eV, respectively.  

The binding energy between a Ti vacancy (VTi
4-

) and H interstitial, or simply a 

proton, H
+
 and between (nH-VTi)

-4+n
 and a proton can be defined as 

 
3 4

tot Ti tot tot Ti tot(H ) (bulk) ( ) (H )E E V E E V E          (5.3) 

and 

 
3 4

tot Ti tot tot Ti tot([ 1]H ) (bulk) ( H ) (H )n nE E n V E E n V E                  (5.4) 

Equation (5.3) describes the binding energy of the reactions 

 
1 4 3

Ti Ti( )H V H V       (5.5) 

which is the energy gain when a proton is bound in a VTi
4-

. Equation (5.4) is a more 

general case describing the binding energy of an addition proton to the existing 

 (nH-VTi)
-4+n

 complex (n=0, 1, 2, 3). Note that, equation (5.3) is a specific case of 

equation (5.4) when n=0. 

For H and VTi, VTi in charge state 4 (VTi
4-

), it can trap up to four protons to form 

a nH-VTi complex defect.  VTi
4-

 traps the first proton to form (H-VTi)
3-

 with a large 

binding energy ~1.94 eV.  The (H-VTi)
3- 

could trap another proton to form a (2H-VTi)
2- 
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complex defect with a binding energy for the second proton of 1.62 eV. In this case, 

there are two possible ways to add the second proton to form a (2H-VTi)
2-

 complex 

defect. (1) The second proton is attached to the O atom on the opposite side of the 

vacancy from the O atom attached by the first proton. (2) The second proton is 

attached to one of the four O atoms that are the neighbor of the vacancy and sits next 

to the O atom attached by the first proton. The two configurations are relaxed at two 

minimum energy configurations as illustrated in Figure 5.7 (point c and d). To 

determine the energy barrier between the two configurations, we employed the 

climbing image nudged elastic band method (NEB). 

In Figure 5.7, the highest energy structure (point a) is when the two O–H bonds 

are pointing directly at each other. To reduce the dipole-dipole interactions, the two 

O–H bonds are tilted off the equilibrium position into point b, lowering the energy by 

about 0.05 eV. Without any barrier, the O–H bonds can further tilt into point c, 

lowering the energy by another 0.05 eV. The structure at point c is the local 

minimum-energy structure for the first configuration. Next, if we force one of the 

protons to break its O–H bond and move to form a bond with another O atom, we 

obtained the c to d path with a small energy barrier of ~0.1 eV for the proton to move 

from the first configuration to the lower energy (second) configuration, as shown in 

Figure 5.7. This rather low energy barrier indicates that protons in the VTi could move 

rather freely to find their global minimum energy positions. Therefore, majority of the 

(2H-VTi)
2- 

complexes should exist in their lowest energy configuration (point d) at 

reasonably low temperatures.  

The (2H-VTi)
2- 

complexes could trap another proton to form (3H-VTi)
-  

complexes There are two possible configurations for the (3H-VTi)
-  

complexes with the 
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lower energy one shown in Figure 5.8.  The (3H-VTi)
-  

complexes could further bind 

with another proton to form neutral 4H-VTi complexes. Again, there are two possible 

configurations for the 4H-VTi complexes with the lower energy one shown in Figure 

5.8. The formation of these complexes can be summarized in the following reaction 

equations.   

 

1 4 3

1 3 2

1 2

1 1

( ) 1.94 eV,

( ) (2 ) 1.62 eV,

(2 ) (3 ) 1.51 eV,

(3 ) (4 ) 1.00 eV.

Ti Ti

Ti Ti

Ti Ti

Ti Ti

H V H V

H H V H V

H H V H V

H H V H V

  

  

  

 

   

    

    

    

  (5.6) 
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Figure 5.7 Illustration of the energy path relating different configurations of (2H-

VTi)
2-

 complexes obtained from the nudged elastic band method. Points (a)–(d) 

indicate interesting configurations of which the configurations at (c) and (d) are the 

local minimum and global minimum energy configurations, respectively. The stretch 

vibrational frequencies are also listed for each configuration. 
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Figure 5.8 The local structures of bulk SrTiO3 and complex defects of H-VSr, 2H-VSr, 

3H-VSr, H-VTi, 2H-VTi, 3H-VTi, 4H-VTi, and 5H-VTi complexes.   Green, blue, red, and 

pink colors represent the Sr, Ti, O, and H atoms, respectively.  The stretch vibrational 

frequencies for each configuration are also shown. 
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5.6.2      Local vibrational frequencies of H-VTi complex defects 

              The vibrational frequency associated with each defect was determined 

by calculating the dynamical matrix based on the harmonic approximations as 

described in Ref. (T-Thienprasert et al., 2010) and chapter III.  To test the reliability 

of the calculations, we first calculated the vibrational modes of a water molecule and 

obtained the vibrational frequencies of 3712, 3825, and 1533 cm
-1

 for symmetric 

stretching, asymmetric stretching, and bending modes, respectively. Comparing with 

the experimental values of 3657, 3756, and 1595 cm
-1 

(Huber, 2013; Shimanouchi, 

1972) the computational values contain the error bar of ~70 cm
-1

.  

Next, we calculated the vibration signatures of nH-VTi complex defects. We 

found that all nH-VTi complexes give the vibrational frequency below 3400 cm
-1

 (see 

Figure 5.8). The (H-VTi)
3-

 complex has the calculated vibrational frequency of  3376 

cm
-1

 in a reasonable agreement with the values observed by TM. When a second 

proton is added to form (2H-VTi)
2-

 complex, the two O–H bonds can vibrate as two 

oscillators. We found that, unlike the case of 2H-VSr that the two oscillators have no 

coupling between them, here there is a coupling between the two oscillators. The 

reason can be attributed to the closer distance of the two oscillators in the case of the 

(2H-VTi)
2-

 complex compared to the 2H-VSr complex. The vibrational frequency of the 

(2H-VTi)
2-

 complex is split into two values, as shown in Figure 5.8. Interestingly, the 

two calculated frequencies are differed by 26 cm
-1

, which is in a good agreement with 

the splitting of the two peaks of 29 cm
-1

 observed by TM (Tarun and McCluskey, 

2011).  This is the strongest indication that the observed IR absorption peaks by TM 

at 3355 and 3384 cm
-1

 should come from (2H-VTi)
2-

 complex rather than 2H-VSr 

complex. Note, however, that the absolute values of the calculated vibrational 



78 

frequencies of the (2H-VTi)
2-

 complex are only 3152 and 3126 cm
-1

, somewhat lower 

than the values observed by TM (by about 7%). In addition to the vibrational 

frequencies of the lowest energy configuration, those of the higher energy 

configurations have also been calculated and are shown in Figure 5.7. Beside the 

vibration frequencies of (H-VTi)
3-

 and (2H-VTi)
2-

  complexes, we further calculated the 

vibration of (3H-VTi)
-
 and 4H-VTi complexes in their lowest-energy configurations and 

showed their vibrational frequencies in Figure 5.8. We found all calculated vibrational 

frequencies to be in the range of 2900–3400 cm
-1

.  

 

5.7  Conclusions 

In summary, we have studied the stability and local vibration modes of a proton 

in cubic perovskite SrTiO3 by first-principles calculations. In a perfect crystal, a 

proton has the lowest formation energy at a site with low symmetry [off-axis site 

(OA)]. The previously proposed center face (CF) and octahedral edge (OE) sites are 

0.25 and 2.29 eV higher in energy than the OA site. While the proton at the OA site 

forms a short O-H bond similar to a proton in other oxides, its calculated stretch 

vibration frequency is only 2745 cm−1 far lower than the observed absorption band at 

around 3500 cm−1 that was previously assigned to an interstitial proton. Not only the 

frequency does not match, but the OA configuration has an O-H dipole direction 

inconsistent with the measured polarized IR results. Moreover, our calculated 

diffusion barrier of an interstitial proton is only ∼0.25 eV; indicating that a proton is 

very diffusive even at room temperature, and thus is likely to migrate out from the 

sample during the cooled down. We propose that the cause of the observed 3500 cm−1 
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band is a proton in a Sr vacancy (H-VSr)
− which has a strong binding energy of 0.84 

eV and a calculated O-H vibrational frequency of 3505 cm−1 with the dipole 

orientations in agreement with the experimentally observed 3500 cm−1 band. The 2H-

VSr complexes which can also form in samples with high H concentrations have the 

frequencies consistent with the observed hump ∼20 cm−1 above the main 3500 band.  

We also propose that the distinct twin peaks at 3355 and 3384 cm−1 observed more 

recently should originate from complex defects between H and Ti vacancy (nH–VTi 

complexes) in SrTiO3.  The lowest-energy configurations for nH–VTi complexes (n=1, 

2, 3, and 4) were identified and their vibrational frequencies were calculated. The 

calculated vibrational frequencies of nH–VTi complexes are in the range of 2900–3400 

cm
-1

. For the complexes containing more than one O–H oscillator, there is some 

coupling between the stretch vibration modes. For 2H–VTi complex, the coupling 

leads to the split in the two vibration frequencies of 26 cm−1. This combined with 

study of nH-VSr complexes in SrTiO3, indicates that the twin IR absorption peaks at 

3355 and 3384 cm−1 observed by Tarun and McCluskey (Tarun and McCluskey, 

2011) are associated with the complex defects between H and VTi  On the other hand, 

the higher IR absorption peaks at ~3400 cm
-1

, observed much earlier by Weber and 

Kapphan, are associated with the complex defects between H and VSr.       

 

 

      



 

CHAPTER VI 

 IDENTIFICATION OF Mn SITE IN Mn-DOPED SrTiO3: 

FIRST PRINCIPLES STUDY 

 

6.1 Introduction 

Manganese-doped SrTiO3 (STO) has been widely studied experimentally and 

theoretically due to its excellent physical properties, including dielectric, electronic 

and magnetic properties (Dawson et al., 2014; Choudhury et al., 2011; Choudhury et 

al., 2013; Tkach et al., 2006).  Mn atom is known to exist in two oxidation states, i.e., 

Mn
2+

 and Mn
4+

.  The oxidation state suggests that Mn might incorporate at either Sr
2+

 

or Ti
4+

 site.  Nevertheless, other factors, such as the mismatch in size with the host 

atom and coordination number of the local structure, also play roles.  Recently, 

different dielectric and structural properties of Mn-doped STO have been observed in 

the samples grown under different conditions.(Tkach et al., 2006; Tkach et al., 2004)  

This suggests that Mn might substitute into different sites in STO.   It is expected that 

when Sr
2+

 (A-site) is substituted by a smaller Mn
2+

 ion, Mn should shift off-center 

from the A-site by a significant amount.  This could lead to several favorable 

properties, such as large polarization response, low temperature dielectric relaxation, 

polar behavior, dilute magnetic, and magnetoelectric multiglass. (Lemanov et al., 

2003; Levin et al., 2010; Kleemann et al., 2008)  On the other hand, Ti
4+

 (B-site) 

should be nicely fit with Mn
4+

 with a small distortion around Mn
4+

 because their ionic 
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radii are comparable.  This is expected to suppress the dielectric permittivity as 

observed by Tkach and his group (Tkach et al., 2004).  However, it remains unclear if 

the site substitution of Mn can be effectively controlled by limiting the cation 

composition during growth, i.e., using the compositions Sr1- xMnxTiO3 or SrTi1- 

xMnxO3, for on A-site and B-site, respectively.  By using the extended x-ray 

absorption fine structure (EXAFS) spectroscopy, Levin et al. revealed that the 

samples, which are prepared by solid state reaction with the composition intended for 

Mn to substitute on A-site (Sr1- xMnxTiO3) with sintering temperature at 1500 °C 

under nitrogen or oxygen gas for 5 hours, show some Mn occupying B-site (Levin et 

al., 2010).  In addition, some controversies on the key factors responsible for the 

observed anomalous magnetic and dielectric properties in Mn-doped STO samples 

have been reported (Kleemann et al., 2008; Valant et al., 2012; Tkach et al., 2010; 

Yang et al., 2012).  This could be attributed to the substitution of Mn at different sites 

in different samples.  Regarding theoretical study, by using first-principles 

calculations with hybrid functional, Yang et al. suggested that Mn substituted for Ti 

(MnTi) can effectively narrow the band gap of STO, but the band gap does not change 

when Mn substitutes for Sr (MnSr). (Yang et al., 2012) This difference in band gap 

narrowing might be the effect of different band filling between MnTi and MnSr.  They 

also reported that Ti-site (or B-site) is the most energetic preferred site under O-rich 

conditions.  In contrary, another theoretical work based on molecular dynamic 

simulation combined with ab-initio calculations suggested that Mn preferred to 

substitute for Sr. (Dawson et al., 2014) Therefore, the substitution of Mn on Sr or Ti 

site under different growth conditions needs to be clarified.  In addition, other Mn-

related defects, such as Mn interstitial and Mn complex defects, have not been studied 
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in previous works.  Here, we employed first-principles calculations, like what 

previously used to study Mn in PbTiO3 (Boonchun et al., 2007), to investigate Mn-

related defects in STO.  The most favorable sites of Mn in STO under different 

growth conditions are examined and the fully relaxed structures were used to simulate 

the Mn K-edge XANES spectra (T-Thienprasert et al., 2011; T-Thienprasert et al., 

2013; Limpijumnong et al., 2006) to compare with the available measured Mn K-edge 

XANES spectra from literature (Valant et al., 2012).  Valant et al. dope Mn into STO 

by ball milling under different conditions: (1) (Sr1-xMn
2+

x)TiO3 sample fired at 1500 

°C in N2 atmosphere for 10 h (named A1500N2) and (2) Sr(Ti1-yMn
4+

y)O3 sample 

fired at 1150 °C in air for 10 h (named B1150air) and measured their XANES spectra 

(in Figure 6.1).  This result can help us to directly compare the simulation with the 

experiment to identify the Mn site in each sample. 

 

Figure 6.1 Mn K-edge XANES spectra of Mn-doped SrTiO3 samples and reference 

manganese compounds: MnTiO3 and SrMnO3. The spectra have been shifted 

vertically for clarity. (Valant et al., 2012) 
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6.2 Method 

We utilized first-principles calculations based on spin-polarized density 

functional theory (DFT) within the generalized gradient approximation (GGA) 

parameterized by Perdew, Burke, and Ernzerhof (PBE) (Perdew et al., 1996).  To 

describe the electron-ion interactions, the projector-augmented wave (PAW) method 

as implemented in VASP codes was used (Kresse and Hafner, 1994; Kresse and 

Joubert, 1999; Kresse and Furthmüller, 1996).  The energy cutoff for expanding the 

plane wave basis set was set at 500 eV.  The calculated lattice parameter of STO is 

3.952 Å in good agreement with the experimental value.(Lytle, 1964)  To study the 

Mn-related defects in STO, a supercell approach with a 135-atom cell, which is a 

repetition of the conventional cubic-perovskite unit cell by 3x3x3, was carried out.  

For k-space integrations, we used the Monkhorst-Pack scheme (Monkhorst and Pack, 

1976) with a shifted sampling k-point mesh of 2x2x2.  All atoms in the supercell were 

allowed to relax until the residual Hellmann-Feynman forces (Feynman, 1939) 

became less than 10
-2 

eV/Å.   

To determine the likelihood of defect formations, we calculated a defect 

formation energy defined by equation (3.4) and under thermodynamic equilibrium, 

the following conditions must be satisfied to obtained a homogeneous single crystal 

STO during growth, 

 33 (SrTiO ).Sr Ti O totE       (6.1) 

Other undesired phases are the same in previous chapter, such as metallic-Sr, 

metallic-Ti, O2 gas as well as other oxide phases, including SrO, SrO2, TiO, TiO2, and 

Ti2O3, might also form.  To prevent undesired phases, following constraints must be 

taken into consideration: 
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2

2

2 3 2

Sr Sr O Sr O

O OTi Ti Ti

OTi

(Sr-metallic),   (SrO) (SrO )

(Ti-metallic),   (TiO) (TiO )

2 (Ti O ),   (O ) / 2.

,   2 ,

,   2 ,

3

tot tot tot

tot tot tot

tot totO

E E E

E E E

E E

    

    

  

  

  

 

 

 



  (6.2) 

Equation (6.1) and equation (6.2) leave us with a set of possible Sr, Ti, and O 

for STO equilibrium growth; illustrated with the shade area in Figure 6.2.  In Figure 

6.2, O is projected onto the Sr and Ti plane and all chemical potentials were 

referenced to their natural phases, i.e., metallic-Sr, metallic-Ti, and O2 gas are all set 

to 0. The labels A-D in Figure 6.2 represent the points at the boundary associated with 

four extreme conditions, i.e., (Sr-rich/O-poor), (Ti-rich/O-poor), (Sr-poor/O-rich), and 

(Ti-poor/O-rich), respectively.  Because the formation energies are functions of 

chemical potentials, these points representing four extreme conditions and the 

formation energy at other chemical potentials can then be estimated. When a defect 

containing Mn, the formation of undesired metallic-Mn as well as Mn-oxide phases 

should be avoided.  To properly investigate the plausible phase precipitate limits for 

Mn, common natural phases and compound that related with Sr and Ti of Mn, i.e., 

MnO, MnO2, Mn2O3, Mn3O4, MnTiO3 and SrMnO3 were considered and used to 

define the phase precipitate limits for Mn. The chemical potential of Mn (Mn), can be 

written as: 

Mn O Mn O

Mn O Mn O

Mn Ti O Mn Sr O

2

2 3 3 4

3 3

(MnO) (MnO ) 2

( (Mn O ) 3 ( (Mn O ) 4

(MnTiO ) 3 (SrMnO ) 3

,  ,

) / 2,  ) / 3,

,  .

H H

H H

H H

   

   

     

         

         

             

 (6.3) 

Therefore, Mn was limited by MnO2 and metallic-Mn phases for O-rich and O-poor 

growth conditions, respectively.  
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Figure 6.2 Chemical potential domain for thermal equilibrium growth of SrTiO3 

crystal. The chemical potentials of Sr and Ti are plotted on the x and y axes, 

respectively, while the chemical potential of O is related by the constrain explained in 

the text.  The shaded area represents the allowed chemical potentials satisfied the 

constraints in equation (6.1) and (6.2). 

 

To simulate XANES spectrum, the fully relaxed local structures of Mn-related 

defects in STO obtained from VASP codes were used as an input coordinates for 

FEFF8.2 codes (Rehr et al., 2009) FEFF8.2 is employed to calculate Mn K-edge 

XANES spectrum based on the multiple-scattering expansion within the muffin-tin 

potentials.  The Hedin-Lundqvist was used as the exchange-correlation potential with 

an imaginary part of 0.5 eV to simulate the experimental broadening. The radii for 
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self-consistent potential and full-multiple scattering calculations were set at 0.55 and 

0.80 nm, respectively. 

 

6.3  Formation Energy of Mn in SrTiO3 

 

 

 

 

 

 

 

 

 

 

Figure 6.3 Defect formation energies as functions of Fermi energy under different 

growth conditions, i.e., A, B, C, and D from left to right panels, respectively.  The 

slope of each line indicates the charge state of the defect. The dashed black line 

represents the sum of the formation energies of Mni and VSr defects. 

 

In Figure 6.3, the formation energies of simple Mn defects, namely, Mn 

substitution for Sr (MnSr), Mn substitution for Ti (MnTi), and Mn interstitial (Mni), are 

plotted as a function of Fermi energy under four extreme conditions as described 

before.  In the plot, only the charge state with the lowest energy for each defect at a  
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given Fermi energy is shown.  (The charge state of the defect can be determined from 

the slope of the line.)  The Fermi-energy range is extended to the calculated band gap 

of ~1.98 eV.  Note that the calculated band gap is lower than the experimental band 

gap of 3.25 eV (Van Benthem et al., 2001) due to the well-known DFT problems.  

Our calculations found that MnSr is a donor with defect transition level at ɛ(+2/+1) = 

0.25 eV, while MnTi is a charge neutral for the entire possible Fermi energy range.  

Mni is a donor with two transition levels at ɛ(+4/+3) = 0.20 eV  and ɛ(+3/+2) = 1.57 

eV.  The local structures of MnTi, MnSr, and Mni defects are illustrated in Figure 6.4 

(a) – (c).  It appears that Mn substitutes for Sr (or Ti) atom does not lead to a large 

local structure distortion or large off-center shift.  However, for MnSr, this is not the 

lowest energy configuration which will be explained later.  The lowest-energy site for 

interstitial Mn (Mni) is at the center of Sr-Sr bond.  After inserting the Mn in between 

two Sr host atoms, the two atoms slightly relax outward.  MnTi and Mni are 

energetically most favorable (hence, the dominant) defects under both O-rich and O-

poor growth conditions, respectively.  Note that, the breaking symmetry of Mn on Sr 

site (shift Mn away from the Sr site) can lower the energy, however, its formation 

energy remains higher than that of Mni and MnTi defects.  Therefore, MnSr cannot be 

the lowest energy defect at any growth conditions considered.  However, 

experimental results showed that under certain growth conditions, (Sr1-xMnx)TiO3 

samples (A-site substitution) can be achieved with distinct properties from the usually 

observed MnTi. (Tkach et al., 2004; Valant et al., 2012)  In addition, they found that 

the (Sr1-xMnx)TiO3 samples show the co-existence of Mn on A-site and B-site.  Our 

calculations showed that MnTi is likely to exist in most growth conditions and difficult 

to be avoided, which agree well with the experimental finding.  However, MnSr has 
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high formation energy and its existence need further explanation as will be explained 

next. 

 

Figure 6.4 The local structures of (a) MnTi, (b) MnSr, (c) Mni, and (d) Mni-VSr 

complex or off-center MnSr.  

 

Interstitial Mn (Mni) is a charged defect because Mn is a donor, which can be 

stable in +4, +3, and +2 charge states.  As a charged defect, it can be compensated by 

an opposite charge native defect; forming a neutral complex.  For intrinsic point 

defects, the potential compensating native point defects are Sr vacancy Sr (VSr) and Ti 

vacancy (VTi), both of which are acceptor.  
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6.4 Binding Energy of Mn with Vacancy 

The calculated the formation energies of VSr and VTi are shown in Figure 6.3. 

The formation energy of VSr is lower than that of VTi under several growth conditions.  

Therefore, VSr can be the compensating defect in (Sr1-xMnx)TiO3 samples.  We 

investigated the complex defect formation between Mni and VSr, i.e., Mni-VSr complex 

and found that the complex is a deep donor with two defect transition levels at ɛ(+2/0) 

= 1.25 eV.  To determine the stability of the complex, we calculated the binding 

energy defined by 

 ( ) ( ) ( ) ( )bind f f fE A B E A E B E A B       (6.4) 

where  and are the formation energies of the defects A and B, and 

is the formation energy of the A–B complex.  If the complex has a large 

binding energy, it is more likely to form.  As shown in Figure 6.3, the dashed line 

represents the sum of the formation energies of Mni and VSr. The binding energy of 

Mni-Vsr complex is the difference between the dashed black line and the magenta 

(Mni-Vsr) line.   We found that the binding energy of the complex is more than 2.6 eV 

which is high; indicating that such complex is likely to exist in a high concentration 

and very stable. 

 

6.5 Local Structures of Mn in SrTiO3 

The local structures of Mni-VSr complex is shown in Figure 6.4(d).  The 

interstitial Mn atom move toward VSr, but not into the center of it.  This structure can 

also be viewed as a largely distorted MnSr, where Mn atom is largely shifted away 

from the regular Sr site; resulting in a large off-centering MnSr. This structure is in 

( )fE A ( )fE B

( )fE A B
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good agreement with the experimental observation. (Levin et al., 2010; Valant et al., 

2012) (In principle, slightly shift Mn off-center during the MnSr calculation should 

lead to this structure shown in Figure 6.4(d). after relaxation.  However, our actual 

calculation did not give this result, instead we obtained a slightly distorted MnSr.)   

To directly compare our calculated results with the experiment, we calculated 

the Mn K-edge XANES spectra associated with MnSr (on regular lattice), MnTi, and 

Mni-VSr or off-center MnSr defects.  Our calculated results are illustrated in Figure 6.5 

along with the experimental Mn K-edge XANES spectra obtained from (Sr1-xMnx)O3 

and Sr(Ti1-xMnx)O3 samples that are experimentally assigned to be associated with 

Mn substitutions for A-site and B-site, respectively. (Valant et al., 2012)  It is clear 

that the features of the calculated XANES spectrum of MnSr defect (on regular Sr 

lattice) is significantly distinct from that of the measured XANES spectrum of (Sr1-

xMnx)O3 sample.  On the other hand, the features of the calculated XANES spectrum 

of Mni-VSr complex (or off-center MnSr) are similar to that of the measured XANES 

spectrum of (Sr1-xMnx)O3 sample. The calculated XANES spectrum of MnTi is in good 

agreement with the measured XANES spectrum of Sr(Ti1-xMnx)O3 sample.  Our 

XANES calculations confirm the assignment of Mn in Sr(Ti1-xMnx)O3 sample to be 

MnTi and the assignment of Mn in (Sr1-xMnx)O3 sample to be Mni-VSr complex (or off-

center MnSr). 
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Figure 6.5 Comparison between the calculated and measured Mn K-edge XANES 

spectra.  The measured Mn K-edge XANES spectra (Valant et al., 2012) of (Sr1-

xMnx)TiO3 sample (A1500N2) and Sr(Ti1-xMnx)O3 sample (B1150air) are marked by 

(a) and (d). The calculated Mn K-edge XANES spectra associated with Mni-VSr (or 

off-center MnSr), MnSr, and MnTi are labeled by (b), (c), and (e), respectively. 
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6.6 Conclusions 

We use first-principles DFT calculations to investigate Mn-related defects in 

STO under different growth conditions.  We found that MnTi is the lowest energy 

defect under most growth conditions.  Therefore, MnTi defect can be observed in most 

of the Mn-doped STO regardless of how the elemental composition is forced, i.e., 

both (Sr1-xMnx)TiO3 and Sr(Ti1-xMnx)O3 samples.  In addition, our calculations show 

that a substitutional-vacancy complex Mni-VSr, which has the same chemical 

composition as MnSr but with Mn atom largely shifted off-center, can form in certain 

growth conditions with reasonably low formation energy.  This off-center MnSr 

explains the observed A-site substitution in (Sr1-xMnx)TiO3 samples.  Our calculated 

XANES spectra associated with MnTi, and off-center MnSr agree nicely with the 

measured XANES spectra of Sr(Ti1-xMnx)O3 and (Sr1-xMnx)TiO3 samples, 

respectively.  This confirms the experimental assignment of Mn substitution for B-site 

and A-site with detailed energetic description to support the assignment.   

 

 

 



 

CHAPTER VII 

FIRST PRINCIPLES STUDY OF Ca IN BaTiO3 AND 

Bi0.5Na0.5TiO3 

 

7.1  Introduction 

BaTiO3 (henceforth, BT) and Bi0.5Na0.5TiO3 (henceforth, BNT) are currently 

potential candidates to replace lead-containing ferroelectric materials, which are 

highly toxic. BT is a ferroelectric material with a tetragonal perovskite structure at 

room temperature. It has good piezoelectric and ferroelectric properties. However, it 

has a relatively low Curie temperature at Tc = 120 °C and a phase transition to the 

rhombohedral phase as the temperature is reduced below 5 °C (Miyake and Ueda, 

1948; Merz, 1949).  It is necessary to increase the Tc as well as the temperature of the 

secondary phase transition to make BT practical for real applications (Gao et al., 

2007).  Adding Bi or other rare-earth elements with smaller ionic radius (Takenaka et 

al., 1991; Jung et al., 2002) to BT to form compounds, for e.g., Bi0.5Na0.5TiO3 (Yuan 

et al., 2009), and Bi4Ti3O12 (Jain et al., 2009), has been reported to increase Tc, 

improve ferroelectric response and other properties. (Yoshii et al., 2006; Li et al., 

2004; Suchuan et al., 2006; Lin et al., 2006; Ge et al., 2010; Gou et al., 2012)  BNT, 

by itself, is also a ferroelectric material. It has Bi
3+ 

and Na
+
 ions alternately occupying 

A-site of ABO3 perovskite structure with rhombohedral symmetry at room 

temperature. BNT has a rather high Curie temperature of Tc = 320 
o
C and a relative 
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large remanent polarization at room temperature. It is expected that a mixture of BT 

and BNT (BT-BNT) is a ferroelectric material with properties superior to the parent 

materials. BNT-BT is highly attractive owing to the existence of a rhombohedral (Fα) 

– tetragonal (Fβ) morphotropic phase boundary.  Takenaka et al. (Takenaka et al., 

1991) reported that the BT-BNT at 6% BT composition, i.e., (Bi0.5Na0.5)0.94Ba0.06TiO3, 

has good piezoelectric properties and high dielectric constant. However, the alloy has 

a stability problem at high temperatures. Yuan et al. (Yuan et al., 2010) found that 

adding a small amount of calcium can effectively improve the temperature 

characteristic of capacitance (TCC) of the BNT-BT system. However, the role of Ca 

in BT-BNT system is currently unclear and its preferable site still also unknown.  As a 

cation, Ca is expected to occupy either the A-site (Ba, Bi, or Na site) or B-site (Ti 

site). In order to gain a deeper understanding on the role of Ca, the preferable site of 

Ca in BT-BNT samples has to be identified. 

  In this chapter, we employed first principles calculations to investigate Ca in 

BT and BNT. We focused our attentions on the identification of Ca’s favorable sites 

and the resulting electronic properties. The outline of this article is as follows.  In 

section 7.2, the details of our theoretical and computational method are described. In 

section 7.3, we present a detailed analysis of the possible equilibrium growth 

conditions of BT and BNT by introducing phase diagrams to show the possible range 

of chemical potentials of the starting elements. Different growth conditions lead to 

different form of Ca incorporation. Our main result of the formation energies and 

electronic properties of Ca substitution for different cation sites in BT and BNT are 

presented and discussed in section 7.4 and 7.5, respectively.  Finally, section 7.6 

contains the summary of our work. 
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7.2  Computational Methods 

In this work, we utilized first-principles calculations based on spin-polarized 

density functional theory (DFT) within the generalized gradient approximation 

(GGA) with the functional introduced by Perdew, Burke and Ernzerhof (PBE). 

(Perdew et al., 1996; Perdew et al., 1997) To describe the electron-ion interactions, 

the projector-augmented wave (PAW) method, (Blöchl, 1994; Kresse and Joubert, 

1999) as implemented in VASP code, was used. (Kresse and Hafner, 1993; Kresse 

and Hafner, 1994; Kresse and Furthmüller, 1996; Kresse and Furthmüller, 1996) The 

electron wave functions were described using a plane wave basis set with the energy 

cutoff of 500 eV.  This energy cutoff is sufficient to provide a well-converged basis 

set to describe oxides when using ultrasoft pseudopotentials. (Vanderbilt, 1990)  The 

calculated lattice parameters of tetragonal BT and BNT are in good agreement with 

the known experimental values as shown in Table 7.1. To study defects in BT and 

BNT, a supercell approach is used. For BT, we used a 135-atom cell, which is a 

3x3x3 repetition of the conventional tetragonal-perovskite unit cell (5 atom/unit cell). 

For BNT, we used a 120-atom cell, which is a 2x2x3 repetition of the conventional 

tetragonal-perovskite unit cell (10 atom/unit cell). (Van de Walle and Neugebauer, 

2004) For k-space integrations, we used the Monkhorst-Pack scheme (Monkhorst and 

Pack, 1976) with a shifted 2x2x2 k-point sampling. The calculated band gap of BT 

and BNT are smaller than the experimental values due to the well-known DFT 

problems. The calculated band gaps for BT and BNT at the special k-point are 1.68 

eV and 2.19 eV whereas the experimental band gaps are 3.2 eV (Wemple, 1970) and 

2.94 eV (Parija et al., 2012), respectively. All atoms in the supercell were allowed to 
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relax until the residual Hellmann-Feynman forces (Feynman, 1939) become less than 

10
-2

 eV/Å. 

 

Table 7.1 Lattice parameters of tetragonal BaTiO3 and Bi0.5Na0.5TiO3. 

Lattice parameters Present (Calculation) Experiment 

BaTiO3 

a (Å) 3.979 3.998
a
 

c (Å) 4.078 4.018
a
 

c/a 1.025 1.005
a
 

Bi0.5Na0.5TiO3 

a (Å) 5.561 5.519
b
 

c (Å) 4.089 3.909
b
 

c/a 0.728 0.708
b
 

 a
 Measurement by Electron diffraction density from BaTiO3 sample grown by flux-  

   growth  method (Buttner, 1992) 

 b
 Measurement by Powder neutron diffraction from Bi0.5Na0.5TiO3 sample grown by  

   the flux; powder prepared from ground crystals (Jones, 2000) 

 

7.3 Defect Formation Energies and Crystal Growth Conditions 

According description in Chapter III, to use equation (3.3) and (3.4) to determine 

the abundance of a defect, one needs to know the chemical potentials of all atomic 

species involved. The actual values of the chemical potentials depend on growth 

process. However, under suitable choices of thermodynamic equilibrium, the range of 

possible values of them can be determined by considering the requirements for 

controllable growth of the crystal. In Chapter III, V, and VI, we already shown the 

method for considering ternary compound, by the same way, in this chapter we will 
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show, how can we consider chemical potentials for four element compounds.  We will 

be described in this section.   

To grow BT and BNT crystal under thermodynamic equilibrium, the 

following conditions must be satisfied: (Li et al., 2007; Gupta et al., 2007) 

3 0.5 0.5 3(BaTiO ) 3  and (Bi Na TiO ) 3
2 2

Bi Na
tot Ba Ti O tot Ti OE E

 
              (7.1) 

where Etot(BaTiO3) and Etot(Bi0.5Na0.5TiO3) are the calculated total energy per 

molecular formula of BT and BNT, respectively, µX is the chemical potentials of atom 

species X  referenced to their natural elementary forms. If the sum on the right-hand 

side of equation (7.1) is larger than the left-hand side, then a rapid and uncontrolled 

growth of BT or BNT crystal takes place. On the other hand, if the sum on the right-

hand side is smaller than the left-hand side, then the crystal disintegrates.   

For BT, there are three chemical potentials to be considered. Therefore, the 

chemical potentials for a given growth condition can be presented as a point in the 3-

dimension chemical potential space, where each axis represents each of the three 

chemical potentials. Equation (7.1) is actually a plane in this 3-dimension space. To 

make the plane symmetrically intercept the axes at 1, we can define a new set of 

normalized chemical potentials as follows: 

 
Ba OTi

Ba Ti O

3 3 3

3
,  ,  and 

(BaTiO ) (BaTiO ) (BaTiO )tot tot totE E E

 
         (7.2) 

This transforms the plane equation, equation (7.1), to 

 Ba Ti O1          (7.3) 

Similarly for BNT, 
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NaBi

Ti O1
2 2


 


       (7.4) 

Where Bi
Bi

0.5 0.5 3(Bi Na TiO )totE


  , Na

Na

0.5 0.5 3

,
(Bi Na TiO )totE


 

Ti
Ti

0.5 0.5 3(Bi Na TiO )totE


   and O

O

0.5 0.5 3

3

(Bi Na TiO )totE


   

Additional limiting conditions have to be placed on the chemical potentials to 

prevent other low-energy phases of metal oxides, i.e., BaO, BaO2, Bi2O3, Na2O, TiO, 

TiO2, and Ti2O3 to form. These conditions can be written as: 

 3

Ba O

Ba2 O

OTi

2 OTi

2 3 Ti .

(BaO) ,

(BaO ) 2 ,

(TiO) ,    for BaTiO

(TiO ) 2 ,

(Ti O ) 2 3

tot

tot

tot

tot

tot O

E

E

E

E

E

 

 

 

 

 

 

 

 

 

 

  (7.5) 

 

and 

 0.5 0.5 3

2 3 OBi

Na2 O

OTi

2 OTi

2 3 OTi

Na TiO

(Bi O ) 2 3 ,

(Na O) 2 ,

(TiO) ,     for Bi

(TiO ) 2 ,

(Ti O ) 2 3

tot

tot

tot

tot

tot

E

E

E

E

E

 

 

 

 

 

 

 

 

 

 

  (7.6) 

As a result, the possible chemical potentials of Ba, Na, Bi, and Ti are further 

limited by their oxide phase according to equation (7.5) and (7.6). To illustrate these 

limits, a triangular phase diagram can be used to represent the chemical potentials of 

Ba, Ti and O for BT (see Figure 7.1) and Bi, Na, Ti, and O for BNT crystal (Figure 

7.2). In Figure. 1, the black points and the shaded area on the diagram satisfied 

equation (7.1), (7.2), (7.3), and (7.5). The chemical potentials of Ba, Ti, and O could 
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be any values that lie within the shade area. The black points connected with the black 

lines represent the solution to equation (7.1) and the extreme points of equation (7.5). 

Sets of chemical potentials along these lines are the result of the limits due to the 

possible oxide phases. These black points are marked as (a) to (d) in Figure 7.1.  The 

values of the chemical potentials for Ba, Ti, and O associated with the points (a) – (d) 

are tabulated in Table 7.2. At point ―a‖, the chemical potentials of Ba and Ti are at 

their maximum values and that of O is at its minimum value, i.e., Ba-rich, Ta-rich and 

O-poor. At point ―b‖, the chemical potential of Ti is at its minimum value and O is at 

its maximum, i.e., Ti-poor and O-rich. At point ―c‖, the chemical potential of Ba is at 

its minimum value and O is at its maximum value, i.e., Ba-poor and O-rich. Note that 

points ―b‖ and ―c‖ are not much different. They both have O-rich and metal poor as 

the values of the chemical potentials of metal varied by only about 1 eV for the two 

conditions (see Table 7.2). Point ―x‖ represents a condition in the middle of the 

shaded area. Because these conditions cover the middle region and extrema of the 

growth conditions, the formation energies of Ca defects in BT will be presented using 

these conditions. 

Table 7.2 Chemical potentials of Ba, Ti, O, and Ca for different growth conditions of 

BT. 

Point µ Ba  (eV) Ti  (eV) O  (eV) Ca  (eV) 

a µa 0 -1.05 -4.97 -0.93 

b µb -5.01 -10.50 0 -5.91 

c µc -6.24 -10.12 0 -5.91 

x µx -3.13 -5.03 -2.62 -2.13 
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Figure 7.1 Triangular phase diagram for representing the chemical potentials of  Ba, 

Ti, and O according to equation (7.1), (7.2), (7.3), and (7.5) (see text for details). 

 

Figure 7.2 Triangular phase diagram for representing the chemical potentials of  Bi, 

Na, Ti, and O according to equation (7.1), (7.2), (7.3), and (7.6) (see text for details).  
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For BNT, there are four chemical potentials.  To show the possible growth 

conditions of BNT in a 3-dimension chemical potential space, we used the average 

value of 
Bi and 

Na , i.e., 
Bi Na( ) / 2    to plot Figure 7.2.  The black points and the 

shaded area on the diagram satisfied equation (7.1), (7.2), (7.3), and (7.6). The 

chemical potentials of Bi, Na, Ti, and O could be of any value within the shade area. 

Similar to the case of BT, the black points connected with the black lines represent the 

solution between equation (7.1) and the extreme points of equation (7.6). Sets of 

chemical potentials along these lines are the result of the limits due to the possible 

oxide phases. These black points were marked by letters ―a‖ – ―c‖ in Figure 7.2.  Note 

that only the average of the chemical potentials for Bi and Na is shown in Figure 7.2. 

To understand the possible growth range for each of them, additional chemical 

potential plots are needed. The possible chemical potentials for Bi and Na for the 

conditions along the line ―a‖ to ―b‖ and ―a‖ to ―c‖ in Figure 7.2 are shown in Figure 

7.3(i) and Figure 7.3(ii), respectively. In Figure 7.3(i) and Figure 7.3(ii), we marked 

the chemical potential of O in the plots. At point ―a‖ in Figure. 2, 
O 0.64   and 

Bi Na 0.01( ) / 2    , the line 
Bi Na 0.01( ) / 2     with the natural phase precipitate 

limits are shown in Figure 7.3(i) with a label 
O 0.64  . At point ―b‖ in Figure 7.2, 

O 0   and 
Bi Na 0.11( ) / 2    , the line 

Bi Na 0.11( ) / 2    with the natural phase 

precipitate limits are shown in Figure 7.3(i) with a label 
O 0  . The lines for other 

oxygen chemical potentials in between are also shown. This plot (Figure 7.3(i)) 

allows us to show the possible range of the chemical potentials of Bi and Na for the 

conditions along the line ―a‖ to ―b‖ in Figure 7.2.  Similarly, Figure 7.3(ii) shows the 

possible range of Bi and Na chemical potentials for the conditions along the line ―a‖ 
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to ―c‖ in Figure 7.2.  These black dots are used to mark the extreme points in Figure 

7.3(i) and Figure 7.3(ii) and labeled as µA, µB1, µB2, µC1, and µC2. Note that for point 

―b‖ in Figure 7.2, the chemical potentials of Bi and Na can be varied from condition 

B1 where Bi is rich and Na is poor to condition B2 where Bi is poorer and Na is 

richer. Similarly for point ―c‖, the chemical potentials of Bi and Na can be varied 

from C1 to C2. For convenience, the values of chemical potentials for Bi, Na and O 

associated with the black dots are listed in  

 

 

Figure 7.3 The possible chemical potentials of Bi and Na (shade area) that depend on 

chemical potential of O in each condition along the lines connecting (i) points (a) to 

(b) and (ii) points (a) to (c) in Figure 7.2.   
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Table 7.3 Chemical potentials of Bi, Na, Ti, O, and Ca for different growth 

conditions of BNT. 

Point µ 
Bi  

(eV) 

Na  

(eV) 

Ti  

(eV) 

O  

(eV) 

Ca  

(eV) 

a µA 0 -0.52 -4.37 -2.75 -3.16 

b µB1 -0.65 -2.19 -11.46 0 -5.91 

 µB2 -2.77 -0.06 -11.46 0 -5.91 

c µC1 -3.94 -2.20 -9.77 0 -5.91 

 µC2 -6.20 0 -9.77 0 -5.91 

 

For calcium defects, the formation energies depend on the chemical potential of 

Ca. The Ca-rich conditions give the lowest formation energies, i.e., the richer Ca the 

easier the formation of Ca defects. To properly investigate the plausible phase 

precipitate limits for Ca, common natural phases of Ca, i.e., CaO, were considered 

and used to define the phase precipitate limits for Ca. The chemical potential of Ca, 

Ca can be written as: 

 Ca O(CaO)totE      (7.7) 

   

7.4 Formation of Ca in BT and BNT 

In Figure 7.4, the formation energies of Ca substituting for Ba (denoted CaBa) 

and Ca substituting for Ti (denoted CaTi) defects in BT are plotted as functions of the 

Fermi energy, EF. Only the lowest energy charge state of each defect at a given Fermi 

energy is shown in the plot. The charge state of each defect at each point can be 

identified from the slope of the plot. CaBa is always neutral for the entire possible 

Fermi energy range. This is consistent with the fact that Ca and Ba are isovalent. CaTi 
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is a deep double acceptor with the calculated ionization energy of ~200 meV. This is 

also consistent with the fact that group-II Ca is substituted for Ti, which is 4+ in BT.   

 

 

Figure 7.4 The formation energies for Ca defects, i.e., Ca substituting for Ba (denoted 

CaBa) and Ca substituting for Ti (denoted CaTi), in BaTiO3 as functions of the Fermi 

level calculated under different growth conditions. Only the formation energies for the 

lowest energy charge states are shown.  The charge state of each defect at each point 

can be identified from the slope of the plot.  

 

The plots in Figure 7.4 are for the three choices of growth conditions previously 

explained and shown in the chemical potential space in Figure 7.1. First, we can 

clearly see that the formation energy of CaBa is always significantly lower than that of 

CaTi. Note that the formation energies of calcium interstitials and calcium anti-site 

(not shown) are even higher than that of CaTi, making them unlikely to form. Under 

Ba-rich/O-poor growth condition (µa), the formation energy of CaBa is in the negative 
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region, indicating that CaBa can rapidly form spontaneously. In reality, under 

condition µa, the chemical potential of Ca has to be lowered below the (precipitation 

limit) value used here in order to maintain a stable growth of BT and keep the level of 

Ca incorporation controllable. (Lowering the chemical potential of Ca directly 

increases the formation energy of Ca related defects.) For Ba-poor/O-rich growth 

condition µc, the formation energy of CaBa is slightly lower than that in the condition 

µa. However, the formation energy of CaTi is much reduced and turned negative. CaTi 

is a deep double acceptor and the 2- charge state becomes lower in energy than CaBa 

for EF > 0.54 eV (Figure 7.4, right panel). Even under this condition, the neutral 

charge state of CaTi is still almost 1 eV higher in energy than CaBa. For the 

intermediate growth condition, at point ―x‖ the formation energy of CaBa is 

significantly lower than that of CaTi. Our results indicate that, for all possible growth 

conditions (shaded area in the chemical potential space in Figure 7.1), Ca prefer to 

substitute for Ba (or A-site of the perovskite lattice) in BT. 

For Ca in BNT, there are three types of cations. For the A-site of a perovskite 

lattice, there are two cations, Bi and Na.  For B-site, there is only one type of cation 

(Ti). Therefore, we studied three substitutional defects, i.e., Ca substituting for Ba 

(denoted CaBa), Ca substituting for Na (denoted CaNa) and Ca substituting for Ti 

(denoted CaTi).  In Figure 7.5, the formation energies of the three substitutional 

defects as functions of the Fermi energy are plotted. The plots are for the different 

choices of growth conditions previously discussed and shown in the chemical 

potential space in Figure 7.2 and Figure 7.3. We found that CaTi is a deep double 

acceptor with the calculated ionization energy 0/-1 of about 150 meV and -1/-2 of 

about 400 meV.   
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Figure 7.5 The formation energies of Ca defects, i.e., Ca substituting for Ba (denoted 

CaBa), Ca substituting for Na (denoted CaNa), and Ca substituting for Ti (denoted CaTi) 

in Bi0.5Na0.5TiO3 as functions of Fermi level calculated under µA, µB1, µB2 (dash 

lines), µC1 and µC2 (dash lines) conditions. Only the formation energies for the lowest 

energy charge states are shown.  The charge state of each defect at each point can be 

identified from the slope of the plot.   

 

CaBi is a shallow single acceptor while CaNa is a shallow single donor. These are 

consistent with what can be expected due to the electron counting. Calcium has two 

valence electrons therefore when it substitutes for Ti
4+

, Bi
3+

, and Na
1+

 , it is expected 

to behave as a double acceptor, single acceptor and single donor, respectively. For the 

O-poor condition (µA), the formation energies are shown in the left panel of Figure 

7.5. Under this condition, the formation energy of CaTi is much higher than for Ca on 

A-site (CaBi and CaNa). If the charge neutrality condition is required, the Fermi level is 

pinned at the crossing point between the CaBi and CaNa line.  At this crossing point, 
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the formation energy of CaBi and CaNa are equal and the two have the same 

concentration and fully charge compensate each other. Note, however, that the values 

of the formation energy shown are negative. In reality, the chemical potential of Ca 

has to be lowered to the point where the crossing point is in the positive region; 

leading to a low concentration of Ca and steady growth of BNT. For the O-rich 

conditions, one can vary the chemical potentials of Ti to its richest possible value and 

at the same time the average value of the chemical potentials of Bi and Na, i.e., 

(µBi+µNa)/2, moves to its poor value.  This is the condition µB. For this condition, the 

formation energies of Ca substitutional defects are shown in the middle panel of 

Figure 7.5.  For a given average value of the chemical potentials of Bi and Na, the 

chemical potentials of Bi and Na can vary from Bi-rich Na-poor (B1) to Bi-poor Na-

rich (B2). To present the formation energy in the same plot, the formation energies of 

substitutional Ca corresponding to B1 are shown using solid lines and B2 using 

dashed lines. We can see that for B1 condition, CaNa is the most stable donor and it 

would compensate by CaTi acceptor to maintain charge neutrality, the condition 

needed at a high Ca concentration. However for B2 condition, CaBi becomes the 

lowest formation energy acceptor; making CaTi never stable. In an extreme n-type 

condition (when the Fermi level is near the conduction band minimum) the crossing 

of CaTi below CaBi is irrelevant because there is no compensating donor to pin down 

the Fermi energy in this region. Even if the Fermi level started in this region, as soon 

as the first few CaTi acceptors started to form, the Fermi energy would immediately 

move lower toward the valence band – the region where CaBi becomes more stable.  

Next, the O-rich conditions with the chemical potentials of Ti at its poorest possible 

value and at the same time the average value of the chemical potentials of Bi and Na, 
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i.e., (µBi+µNa)/2, moves to its highest possible value labelled by condition µC will be 

discussed. For this condition, the formation energies of Ca substitutional defects are 

shown in the right panel of Figure 7.5.  While maintaining the average value, i.e. 

(µBi+µNa)/2, the chemical potential of Bi and Na can vary from Bi-rich Na-poor (C1) 

to Bi-poor Na-rich (C2). For the C1 condition, the relevant compensating donor and 

acceptor are CaNa and CaBi which cross near the valence band maximum Fermi 

energy.  For the C2 condition, CaBi is the only stable acceptor without a compensating 

donor. Similar to the case of B2, the CaBi acceptor would be the only species that 

forms and the Fermi energy would move to the valence band maximum value (in the 

plot, the formation energy of CaNa is much higher and never crosses CaBi at any point 

under B2 and C2 conditions).  Our results indicate that, in BNT, Ca prefers to occupy 

the A-site, i.e., substituting for Bi or Na for almost all growth conditions with the 

exception of condition B1 where Ca should substitute for both A-site and B-site with 

the concentration of Ca on B-site roughly half of Ca on A-site (CaTi is a double 

acceptor while CaNa is a single donor).    

The fact that Ca favors the A-site over B-site in perovskite BT and BNT is also 

consistent with the ionic radii. The ionic radii of 12-fold Ba
2+

, Na
1+

, and 6-fold Ti
4+

 

are 1.61, 1.39, and 0.605 Å, respectively. For Ca
2+

, the 12-fold and 6-fold ionic radii 

are 1.34 and 1.0 Å, respectively (Shannon, 1976).  We can see that the ionic radius of 

Ca
2+ 

is a better fit with A-site ions (Ba
2+

 and Na
1+

) than with the B-site ion (Ti
4+

). The 

calculated relaxed bond distances of pure BT, BNT and Ca substitutional defects are 

summarized in Table 7.4.  The local structure of CaTi for both BT and BNT are 

similar. The same is also true for the Ca substitutional for the A-site (Ba in BT and 

Bi/Na in BNT).  It is worth mentioning that, in the case of CaBa in BT, Ca shifts off-
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center along the c-axis by about 0.05 Å. This is consistent with the experimental 

observation that the Tc of the phase transformation of BT (from the low temperature 

tetragonal phase to the cubic phase) shifts from the bulk value of Tc = 403 K to a 

higher value when the sample is doped with Ca (Yamada et al., 1969). Regarding the 

TCC of Ca-doped BNT-BT system, Ca substitutional on the A-site would have the 

local structure similar to that of CaTiO3, which is known to be a very temperature 

stable (good TCC) material. Therefore, the improved TCC of BNT-BT system when 

doped by Ca observed by Yuan et al. (Yuan et al., 2010) is consistent with our 

calculations that Ca prefers to substitute on the A-site. 

 

Table 7.4 Calculated local structure around cations for pure and Ca doped BaTiO3 

and Bi0.5Na0.5TiO3.   

Structure Charge 

 

Bond 

 

Calculated 

distance (Å) 

Coordination 

numbers 

 

 

BaTiO3 

 

 

0 

Ba-O 

2.814 

2.850 

2.850 

4 

4 

4 

  Ti-O 
1.990 

2.041 

4 

2 

CaBa in BaTiO3 

 

0 Ca-O 

2.859 

2.902 

2.902 

4 

4 

4 

CaTi in BaTiO3      2- Ca-O 
2.049 

2.189 

4 

2 
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Table 7.4 Calculated local structure around cations for pure and Ca doped BaTiO3 

and Bi0.5Na0.5TiO3 (Continued). 

 

 

 

 Bi0.5Na0.5TiO3 

 

 

 

 

 

0 

 

Na-O 

 

 

 

Bi-O 

 

2.834 

2.505 

3.388 

 

2.838 

2.292 

3.263 

 

4 

4 

4 

 

4 

4 

4 

 

  

Ti-O 

 

1.998 

2.258, 1.794 

 

4 

2 

CaNa in 

Bi0.5Na0.5TiO3 

 

1+ Ca-O 

2.833 

2.505 

3.382 

4 

4 

4 

CaBi in 

Bi0.5Na0.5TiO3 

 

1- Ca-O 

2.831 

2.312 

3.257 

4 

4 

4 

CaTi in 

Bi0.5Na0.5TiO3 

 

 

2- Ca-O 
2.054 

2.233, 2.021 

4 

2 

 

 

7.5 Local Structure of Ca Dopant in BaTiO3-(Bi0.5Na0.5)TiO3 System 

From section 7.4, we found that Ca atoms prefer to substitute for cations. 

Substitutional Ca in the A-site of the perovskite lattice, i.e., CaBa for BaTiO3 and CaBi 

and CaNa for Bi0.5Na0.5TiO3, is the most favorable form of Ca incorporation in this 

class of materials and will predominantly form in all growth conditions. Only for the 

case of O-rich/Na-poor in Bi0.5Na0.5TiO3, does CaTi have a chance to form in a 

reasonable amount, i.e., about half of the concentration of CaNa. However, in practice, 

BT and BNT are composite compounds in form of (1-x)BNT-xBT such as Yuan et al. 
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(Yuan, 2012) reported.  Therefore, the role of Ca doping in BT-BNT system is still 

unclear, if we doped Ca in BT-BNT samples, because Ca donor-type impurity can 

occupy on A-site (Ba and Na atoms) and B-site (Ti) in some case for BNT by our 

formation energy suggestion.  Consequently, in order to gain more fundamental 

understanding, in this section, we will show identification the site of Ca in Ca-doped 

BaTiO3-(Bi0.5Na0.5)TiO3 (BT-BNT) ceramics samples by using a combination of first-

principles calculations and x-ray absorption technique.  

In our study, The BT-BNT samples are used in this study were prepared by our 

collaboration and doped via a conventional method of mixing oxides by sintering in 

different temperature which is corresponded with our O-poor condition.  The ratio of 

BT/BNT in all samples are 90/10 with different CaO concentrations varying from 0.2, 

0.3 0.35, and 0.4 mol%.  The local environment around Ca atom in each sample was 

characterized by using x-ray absorption measurements performed in the fluorescent 

mode with a 13-component Ge detector (Canbera) at beam line 8 of the Siam Photon 

Source (electron energy of 1.2 GeV, beam current 80–120 mA), Synchrotron Light 

Research Institute, Thailand.  A double crystal monochromator KTiOPO4 was used to 

scan the synchrotron x ray with the photon energy step of 0.25 eV in the range of 

4000–4120 eV, covering the XANES region of Ca K-edge. The measured spectra are 

illustrated in Figure 7.6. 

In order to identify the location of Ca atom in BT-BNT samples, the measured 

Ca K-edge XANES spectra were performed as illustrated in Figure 7.6(a). By both 

performing XANES experiment and independently calculating first-principles 

XANES with Ca at different locations were compared. The experimental Ca K-edge 

XANES spectrum is shown in Figure 7.6(a), no different in the spectral features are 
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measured except for a difference in the signal to noise ratio due to the different 

concentrations of Ca atoms in 0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3 system . The XANES 

spectra have the pre-edge peaks at 4041 eV (P1) and 4044 eV (the second pre-edge 

peak merged into the edge and appear only as and onset in the slope of the edges; 

labelled as P2). The main feature in spectra is composed of the main peak at 4049 eV 

(P4) with two lower energy shoulder at 4047 eV (P3) and 4051 eV (P5), and followed 

by other peak at 4063 eV (P6), 4069 eV (P7), and 4080 eV (P8) which are smaller.  

 

Figure 7.6 (a) The measured Ca K-edge spectra of (1) 0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3-

0.035CaO ceramics sintered at 1160 °C, (2) 0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3-0.020CaO 

ceramics sintered at 1220
 
°C: pulverized powder, (3)0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3-

0.030CaO ceramics sintered at 1220 °C: pulverized powder (4) 0.9BaTiO3-

0.1(Bi1/2Na1/2)TiO3-0.035CaO ceramics sintered at 1220
 
°C: pulverized powder, and 

(5) 0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3-0.040CaO ceramics sintered at 1220
 
°C: pulverized 

powder. (b) and (c) show the simulated spectra from different local structure  of Ca in 

BT and BNT, respectively, compared with the measured spectra (A and D samples). 
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The calculated formation energy for  BT and BNT perovskite structure, suggest 

that there are two potential Ca sites for O-poor conditon, i.e., Ca substituting on the 

Ba  and Na site (CaBa and CaNa , also known as A-site). The calculated XANES 

spectra for CaBa and CaTi in BT compare with measured spectra are shown in Figure 

7.6(b), and the calculated XANES spectra for CaNa, CaBi and CaTi in BNT are shown 

in Figure 7.6(c), respectively.  The result shown that the measured XANES is clearly 

consistent with the calculation of Ca on A-site perovskite (Ba, Bi and Na site), 

especially Ba site and in consistent with Ca at B-site or Ti location. The measured of 

the  A and D  samples compare with other experimental: 5 at.% Ca doped BaTiO3 (Ca 

substituting on Ba) sample, CaTiO3 reference sample (Okajima, 2010), and calculated 

XANES spectra of CaBa in BaTiO3 and CaTiO3 are shown in Figure 7.7. It is clear 

from inspection of the Figure 7.7 that the measured XANES matches very well the Ca 

doped BaTiO3 (Ca substituting on Ba) reference sample and slightly different from Ca 

in CaTiO3, on the other hand, the case of CaBi and CaNa can be clearly ruled out . This 

result indicates that Ca in the 0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3 sample are substituted at 

Ba sites in BaTiO3.  However, only six peaks that corresponding with measured 

XANES are observed in the calculated spectra of CaBa in BaTiO3, as shown in Figure 

7.7, P2 and P6 peaks in XANES spectra of Ca in the 0.9BaTiO3-0.1(Bi1/2Na1/2)TiO3 

are not observed in this calculated spectrum, The two peaks might  be indication  that  

a  small fraction  of CaTiO3 phase, which has  it main peaks (M2 and M5) in this 

region.  A small amount of CaTiO3 will lead to an increase in the absorption this 

region, which would tend to peak at P2 and P6 as observed in the measured XANES 

(as show in Figure 7.7).  Based on our calculation, not only are the spectra 

qualitatively similar but energy differences between prominent features are in 
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quantitative agreement: the separation between in each peaks in the measured 

XANES are E(P3)-E(P1)=6 eV, whereas the calculated XANES gives 6 eV. 

Reasonable agreement  also observed for the separation of measured  XANES, i.e.,   

E(P4)-E(P3)=2 eV, E(P5)-E(P4)=3eV,  E(P7)-E(P5)= 8 eV, and  E(P8)-E(P7)= 10 eV 

and calculated are 3 eV, 4 eV,  9 eV, and 11 eV, respectively.  

 

Figure 7.7 Comparison of experimental (sample A and D, reference sample CaTiO3 

and CaBa in BaTiO3 (T.Okajima, 2010)) and calculated XANES spectra of CaBa in 

BaTiO3 and CaTiO3 (calculated spectra peaks that corresponding with measured 

spectra are labelled P1-P8  and M1-M6, respectively). 
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7.6  Conclusion 

Calcium defects in BaTiO3 and Bi0.5Na0.5TiO3 were studied by first principles 

calculations. Different growth conditions were investigated by introducing phase 

diagrams to show the possible range of chemical potentials of starting elements. It is 

found that Ca atoms prefer to substitute for cations. Calcium in the interstitial forms 

and anti-site (substitute for oxygen) have high formation energies and are unlikely to 

form.  Substitutional Ca in the A-site of the perovskite lattice, i.e., CaBa for BaTiO3 

and CaBi and CaNa for Bi0.5Na0.5TiO3, is the most favorable form of Ca incorporation 

in this class of materials and will predominantly form in all growth conditions. Only 

for the case of O-rich/Na-poor (condition B1) in Bi0.5Na0.5TiO3, does CaTi have a 

chance to form in a reasonable amount, i.e., about half of the concentration of CaNa. In 

most cases, Ca does not lead to electrical doping in BaTiO3 and Bi0.5Na0.5TiO3. Ca is 

incorporated either as an electrical neutral defect (for the case of CaBa in BaTiO3) or 

self-compensating donor-acceptor pairs (for the cases of CaBi/CaNa and CaTi/CaNa 

pairs in Bi0.5Na0.5TiO3). Only for the case of O-rich/Bi-poor in Bi0.5Na0.5TiO3 

(condition C2), do CaBi acceptors have a chance to predominantly form without self-

compensation by Ca donors.  We have identified the lattice location of Ca in BT-BNT 

system by XANES experiment. Our observed Ca K-edge XANES spectrum clearly 

matches our independent first-principles XANES simulation of  a Ca atom 

substituting  for  Ba, indicating that almost all of Ca atom are occupying the Ba site. 

A few differences between the measure and calculated XANESs are compatible with 

the presence of a small amount of CaTiO3 phase. This work illustrates that 

combination of XANES measurements and first-principles calculations is very 

powerful way to unambiguously identify structures of an impurity in composite 
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compound such as BT-BNT crystal, which is a topic of immense interest over a broad 

range of materials science. 

    

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER VIII 

EFFECTS OF STRUCTURAL RELAXATION, 

INTERDIFFUSION, AND SURFACE TERMINATION ON 

TWO DIMENSIONAL ELECTRON GAS FORMATION 

AT THE LaAlO3/SrTiO3 (001) INTERFACE 

 

8.1  Introduction 

The two-dimensional electron gas (2DEG) formation at the LaAlO3/SrTiO3 (or 

LAO/STO) interfaces has received a great deal of attention since its discovery by 

Ohtomo and Hwang (Ohtomo and Hwang, 2004).  Several mechanisms have been 

proposed for this phenomenon: (1) electronic reconstruction to avoid the polar 

discontinuity, (2) oxygen vacancies in the STO or LAO layers, (3) interdiffusion of Ti 

or Sr into the LAO layer and vice versa, or combinations of the above mechanisms.  It 

is now well established that the role of oxygen vacancies in the STO depends strongly 

on the growth conditions, in particular the oxygen partial pressure during pulsed laser 

deposition. However it can be controlled by annealing and is assumed to make a 

negligible contribution for sheet carrier densities of order 10
13

 e/cm
2
.  There has also 

been ample evidence for some degree of interdiffusion, most recently through a 

medium-energy ion scattering (MEIS) study by Zaid et al. (Zaid et al., 2016).  The 

gradual change in c/a ratio observed in these measurements could be well explained 
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by models including a gradually changing interdiffusion model (we will discuss in 

section 8.6 and 8.7). 

The original polar discontinuity model (Ohtomo and Hwang, 2004) is based on 

the idea that in STO each layer SrO or TiO2 is neutral but in LAO the nominal charge 

per unit cell alternates between −1 for the LaO and +1 for the AlO2 layers. This 

discontinuity would set up a field with an ever increasing potential in the LAO layer, 

until the potential difference exceeds the band gap and charge is transferred from the 

surface to the interface. Within this model, a net charge of 1/2 electron per unit cell 

corresponding to about 3×10
14

 e/cm
2
 is required at the interface to cancel the field. On 

the other hand, experimentally one usually finds a significantly lower charge density. 

This model also predicts a corresponding hole gas at the surface, which has not been 

observed. Evidence for a sloped potential in the LAO region has not been established 

conclusively experimentally either. While in principle explaining the presence of a 

critical layer thickness for observing a 2DEG, the quantitative determination of the 

critical layer thickness is complicated by the possibility of relaxation of each layer 

(Pentcheva and Pickett, 2008; Pentcheva and Pickett, 2009) the fact that the gap is 

underestimated by the usual semi-local density functional calculations, and so on. 

Janotti and Van de Walle (Janotti et al., 2012) took a somewhat different viewpoint 

assuming that the discontinuity is immediately met at the interface by the interface 

bond configuration but proposed that the interface charge may subsequently be 

partially transferred to the surface depending on the configuration considered and the 

surface passivation.  They used this model to address the question of why less than 

1/2 electron per unit cell area is often found at the interface. Other possible 

explanations are that part of the charge at the interface is not detected in transport 
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because it resides in less mobile interface states (Popović et al., 2008). A related 

question is why a 2D hole gas is not observed at the surface. Several possibilities have 

been offered for this asymmetry between the n- and p-type interface (Janotti et al., 

2012; Chen et al., 2010; Zhong et al., 2010).  Another possibility is that the holes 

form self-trapped polarons in these oxides (Pentcheva and Pickett, 2006).  

It is by now more or less accepted that the above mentioned mechanisms are not 

mutually exclusive but may each contribute to the 2DEG formation to a varying 

degree depending on growth conditions and so on. The role of defects has been 

addressed recently by Yu and Zunger (Yu and Zunger, 2014).  They explained the 

occurrence of a critical layer thickness in terms of the energy of formation of oxygen 

vacancies on the LAO surface which becomes negative when the layer exceeds a 

critical thickness. However, this dependence of the energy of formation of the VO on 

the position of the VO relative to the interface results itself from the sloped potential, 

as was pointed out in several earlier papers (Zhong et al., 2010; Li et al., 2011; Zhang 

et al., 2010).  However Yu and Zunger proposed that the discontinuity for thicknesses 

below the critical thickness is already removed by the antisite defects of Ti on Al sites 

at the surface transferring its electron to an Al on Ti sites across the interface on the 

STO side. So, it is then not clear why VO would still form at the surface if 

interdiffusion is already removing the sloped potential. 

On the other hand, in the classic polar catastrophe explanation, the slope in the 

LAO region is not removed since the Fermi level becomes pinned slightly below the 

valence band maximum (VBM) of the AlO2 surface layer of LAO and slightly above 

the conduction band minimum (CBM) at the STO (TiO2) interface layer. Lee and 

Demkov (Lee and Demkov, 2008) claimed that the polar catastrophe model could 
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quantitatively explain the charge density at the interface. Using the LDA+U method, 

they found that it resides in interface states of the Ti below the STO CBM. 

The surface termination is also known to play an important role. This is most 

clear from the experiments by Cen et al. (Cen et al., 2008; Cen et al., 2009; Cheng et 

al., 2011; Cheng et al., 2013; Bi et al., 2010) in which it was shown that regions of 

2DEG at the buried interface can be induced by modifying the surface adsorbates with 

an appropriately biased atomic force microscopy (AFM) tip. 

The literature on the LAO/STO at this point in time has become too extensive to 

review comprehensively, so the above is only a sampling of the key ideas relative to 

the origin of the 2DEG. In this paper, we first revisit the original polar catastrophe 

idea by modeling LAO overlayers on STO of various thickness and studying both the 

ionic relaxations, the partial densities of states, and the planar-averaged electrostatic 

potential profile. We determine quantitatively the interface sheet carrier density in the 

conduction band of the STO and interface region. These results are presented in 

section 8.3 and 8.4. Subsequently, we study the effects of surface termination with H, 

OH, and both together in section 8.5. Next, we consider interdiffusion of Ti-Al and 

Sr-La in section 8.6 and 8.7.  Interdiffusion of the Ti and Al sides in the near-interface 

layers was recently observed by MEIS (Zaid et al., 2016). These various models 

clarify the behavior of the interface charge density and the way in which the polar 

catastrophe, or more precisely the slope in electrostatic potential, is mitigated and are 

a step along the way to build a quantitative model for determining the relative 

contributions of each type of mechanism. The main conclusions of our study, 

highlighting our findings, are summarized in section 8.8. Before we present our 
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results, a brief description of our computational models and methods is given in 

section 8.2. 

 

8.2  Computational Method 

In this chapter, The calculations are carried out within the framework of density 

functional theory and using a plane wave basis set with projector augmented wave 

potentials (PAW) (Blöchl, 1994; Kresse and Joubert, 1999) using the VASP code 

(Kresse and Furthmüller, 1996; Kresse and Hafner, 1994) The PBE-GGA 

approximation is used for the exchange correlation potential (Perdew et al., 1996). 

The electron wave functions were described using a plane wave basis set with the 

energy cutoff of 500 eV. This energy cutoff is sufficient to provide a well-converged 

basis set to describe oxides when using ultrasoft pseudopotentials (Vanderbilt, 1990) 

To study the LAO/STO(001) interface, the supercells were set up in a 

symmetric way with 5.5 (001) oriented STO layers (meaning 6 TiO2 layers and 5 SrO 

layers) and either 3, 4, or 5 unit cell LAO layers on either side, followed by 20 Å of 

vacuum. This allows us to include the surface effects with different terminations. We 

focus exclusively on the TiO2/LaO interface, which is the n-type interface in which 

the 2DEG is experimentally observed. Several previous studies have also considered 

the SrO/AlO2 p-type interface, for example Ref. (Zhang et al., 2010) and references 

therein. The symmetric geometry with two identical interfaces is chosen so as to avoid 

spurious fields from the periodic boundary conditions. The thickness of the vacuum 

region is sufficient to avoid spurious slab-slab interactions. For the first part of the 

study we pick a 1×1 2D surface cell. For the surface adsorption studies or the 

interdiffusion models we choose a 2×2 2D cell. In that case, the surface AlO2 layer 
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has 8 O atoms and 4 Al atoms. Thus, we can go down to a H surface concentration of 

1/8 and OH concentration on Al of 1/4. Additional calculations with full surface 

coverage were done on the 1×1 surface cell. Similarly for the interdiffusion we also 

used a 2×2 2D cell, so that we can model for example a 25% Ti, 75% Al layer. In 

addition, we can choose to simply add Ti instead of Al or swap Al and Ti from the 

STO to the LAO side of the cell and we can choose which layer to place the swapped 

atoms in: closer to the interface or further away. Similar considerations apply to Sr-La 

interdiffusion. The actual models studied will be presented along with the results. For 

structure relaxation, the in-plane lattice constant of the slab was constrained at the 

calculated value of STO bulk (a = 3.8695 Ǻ). All coordinates of atomic positions 

were fully relaxed until the residual Hellmann-Feynman forces (Feynman, 1939) 

become less than 0.02 eV/Å.  For k-space integrations, we used the Monkhorst-Pack 

scheme(Monkhorst and Pack, 1976) with 7×7×1 k-point sampling.  

 

8.3 Structural Relaxation in Models without Interdiffusion. 

We start by examining the ionic relaxation as function of LAO overlayer 

thickness. These results are shown in Figure 8.1.  We present the results as a buckling 

of the mixed cation anion layers, in other words, the relative z coordinate [normal to 

the (001) planes] of the cation minus that of the anion in each layer. One may see that, 

in agreement with early results of Pentcheva and Pickett (Pentcheva and Pickett, 

2008; Pentcheva and Pickett, 2009), the surface AlO2 layer remains unbuckled. 

However, as we approach the interface, the AlO2 layer buckling increases. On the 

other hand, the buckling of the LaO layers is stronger and is reversed: it increases 

toward the surface although not entirely linearly with distance from the interface. We 
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note that the displacement of positive cations toward the surface relative to the 

negative anions means that dipoles in each layer are formed which counteract the 

slope of the potential. Thus the potential slope, resulting from the valence 

discontinuity, is in part avoided by relaxing the layers.  

 

 

 

 

 

 

 

 

Figure 8.1 Buckling of layers in LAO/STO models. The bar graphs show z = zoxygen 

− zcation with z the distance normal to the interface and positive toward the surface. 

 

8.4  Electronic Structure in Models without Interdiffusion 

Next, we consider the layer-projected densities of states in Figure 8.2. We can 

see that for the 3-LAO layer case, the layer-projected densities of states (PDOS) in the 

LAO are shifted from layer to layer displaying the expected electric field from the 

polar discontinuity. This sloped potential leads to a strong decay of the states near the 

top of the valence band in the LAO away from the surface. This occurs over about a 1 

eV range below the surface VBM. It shows that the LAO VBM becomes almost like a 

surface state and reflects simply the band bending.  
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The VBM of the surface LAO in the 3-LAO layer, however, stays below the 

CBM of the STO and hence no charge transfer occurs between the two. For the 4-

layer and 5-layer cases there is a charge transfer. One can also see that the charge 

density in the STO is spread over all TiO2 layers in our model. So, it is spread out 

over several layers near the interface. In Figure 8.2, we show the results only for the 

3-LAO and 5-LAO layer cases. Those for the 4-LAO layer case look similar to the 5-

LAO layer case but with the Fermi level slightly closer to the STO CBM in the 

interface layer. We see no evidence for a localized interface state splitting off below 

the CBM in these figures. 

We also examine more closely whether an interface state occurs at the interface 

by performing spin-polarized calculations. In this case, we find for the 5-LAO layer 

case a separate small peak in the PDOS for majority spin. This is shown in Figure 8.3. 

It agrees qualitatively with the conclusions of Lee and Demkov (Lee and Demkov, 

2008).  These authors used LSDA+U in which the Hubbard U further shifts the 

occupied interface state down into the gap. We see that this already occurs without 

Hubbard U. In other words by placing a small amount of charge in the bottom of the 

conduction band it becomes favorable to induce a magnetic moment by splitting the 

up and down spin bands.  The total magnetic moment of the cell was found to be 

0.12μB for the 5-LAO layer and 0.08μB for the 4-LAO layer case. This corresponds to 

two interfaces, so per interface the values should be halved. This occurrence of a 

weak magnetization is somewhat surprising because the density of states near the 

conduction band minimum is not very high, so one would not expect the Stoner 

criterion to be fulfilled. In fact, for the 4-LAO layer case, the up and down spin 
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PDOSs stay essentially the same but for the 5-LAO layer case, a sharper interface 

state of only majority spin splits off.  

 

(a) 

 

 

 

 

 

 

 

 

 

        (b) 

 

 

 

 

 

 

 

 

 

Figure 8.2 Layer-projected density of states of (a) 3-LAO layer and (b) 5-LAO layer. 
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Figure 8.3 Layer-projected density of states, focus on interface layer of 4- and 5-LAO 

layers, including spin polarization. 

 

Next, we determine the interface sheet electron density of free carriers in the 

STO conduction band. The conduction band 2D charge densities at the interface were 

determined by first extracting the charge density accumulated only over states from 

some level in the gap up to the Fermi energy, then planar-averaging it over the xy 

planes parallel to the interface and then integrating only over the layers near the 

interface and in the STO region. This is illustrated in Figure 8.4 and Figure 8.5 

In Figure 8.4, we show a 3D plot of the structure with the electron density 

integrated between a lower energy limit Ea chosen in the gap and the Fermi energy 

EF. As can be seen this charge density has a large contribution near the free surface. 

This is because Ea cuts through the LAO valence band PDOS near the surface. Here, 

we would actually be rather interested in the hole density, i.e., the integral from the 

Fermi level to an upper level above the local VBM. 
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(a) 

 

(b) 

Figure 8.4 Structure and charge density in energy range between STO middle of the 

gap and Fermi energy (3D plot) for (a) 4-LAO layer and (b) 5-LAO layer. The yellow 

surface is an isosurface of the charge density; the blue shows the inside of this surface 

where the unit cell cuts through it. 

 

 

 

Figure 8.5 Charge density in energy range between STO middle of the gap and Fermi 

energy averaged over the xy plane for the 4-LAO layer model. 
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For our present purpose of determining the interface electron density, we next 

planar-average it over xy planes as shown in Figure 8.5, and simply integrate over z 

only over the middle region from about 50 Ǻ to 75 Ǻ. The zero of the distance 

perpendicular to the layers is chosen in the middle of the vacuum region. In practice, 

we include only the layers in LAO where the lower energy limit already lies above the 

VBM.  However, it does include the whole STO region and thus gives truly the sheet 

density whether it is localized near the STO interface or spreads out over a few STO 

layers. The resulting net sheet densities are 1.43×10
13

 e/cm
2
 and 2.14×10

13
 e/cm

2
 for 

the 4-LAO layer and 5-LAO layer cases, respectively. These are in good agreement 

with experimental values of Thiel et al. (Thiel et al., 2006) and indeed much smaller 

than the nominal charge of  1/2e per interface unit cell area as assumed in the polar 

discontinuity model. From Figure 8.5, only shown for the 4-layer case, we can also 

see that the charge density is slightly higher near the interface but decays rather 

slowly into the STO region. 

Returning to Figure 8.4, we may notice that the charge density also provides 

information on the orbital character of the interface charge. In the 4-LAO layer case, 

it clearly consists of dxy-like states throughout the STO region. In the 5-LAO layer 

case, the isosurfaces inside the STO look more cubic, because now the dxz and dyz, i.e., 

the other t2g orbitals, also contribute. This is related to the fact that we have a 

significantly higher interface sheet density in the 5-LAO layer case. In fact, the thin 

STO layer confinement effects are more strongly affecting the dxz and dyz states than 

the dxy states. Thus, for low carrier concentration, we only fill the dxy bands, while for 

the higher concentration we start to fill both but near the interface, the states are still 
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predominantly dxy-like. Similar observations on the nature of the interface states were 

made in Ref. (Popović et al., 2008). 

Next, we also examine the layer-averaged electrostatic potentials (in Figure 8.6) 

and examine the slope in the LAO layer. This gives a field of 0.21 eV/Ǻ for the 3-

layer case. Within the framework of the polar discontinuity model, this field should be 

given by E=4πσ/ε. Using a static dielectric constant of ε=28 from Ref. (Reinle-

Schmitt et al., 2012) this gives a σ =3.2×10
14

 e/cm
2
, as expected from the 

discontinuity model. This charge results from the total nuclear plus electronic charge 

and reflects the true discontinuity in electric field arising from the juxtaposition of 

nominally alternatingly positive (LaO) and negative (AlO2) layers on top of the STO 

neutral layers. However, we see that once the gap is closed and some charge is 

transferred from the surface to the interface as in the 4 and 5 layer cases, the slope is 

reduced. However, it is not reduced to zero as is also clear from the PDOS in Figure 

8.2. This is consistent with the significantly lower conduction band interface charge or 

sheet density we found above. Part of the potential slope is reduced also by the 

dipoles resulting from the ionic displacements discussed in the previous section. 

Furthermore we can see that near the interface, the slope in the 5-layer case is similar 

to the 4-layer case but the potential then flattens out as we approach the surface. In 

that sense the somewhat larger net interface charge indeed avoided the polar 

catastrophe. If one would add more layers of LAO, presumably the sloped potential 

region would only occur near the interface after which the potential would remain flat. 

In the present case, the next layer is however already close to the surface where 

another dipole potential obviously is present to the vacuum level outside the layer. 
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The above detailed analysis clarifies what actually happens in the purely electronic 

reconstruction model in terms of ―avoiding the polar catastrophe.‖ 

 

 

Figure 8.6 Macroscopically averaged electrostatic potentials of the 3-, 4-, and 5-LAO 

layer cases. The potentials are averaged over the xy plane and filtered by a running 

average in the z direction to filter out layer-by-layer variations. The vertical dashed 

lines show the position of the O in the TiO2 interface layer and the position of the O in 

the AlO2 surface for each case are marked by short vertical dashed lines. 

 

8.5  Surface Terminations 

Next we consider the effects of surface terminations. In Figure 8.7(a) we show 

the layer-by-layer PDOS for a 2×2 cell with one H on the surface O in the AlO2 

surface layer. This means that it corresponds to a 1/8 surface coverage with H.  A 
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structural model of the surface configuration is included at the top of the figure. The 

PDOS shows that the H forms bonding and antibonding states with the surface O-2s 

and O-2p.  We can see these H bonding below the O-2p band at -8 eV. The ones 

below the O-2s occur at -21 eV just below our energy range cutoff and are thus not 

visible in the figure. The corresponding antibonding state lies high in the conduction 

band. There are however no extra states below the Fermi energy near the surface. 

Thus the additional electron from H finds its way to the lowest available empty states 

which are at the CBM of STO in the TiO2 layers. These calculations were performed 

for an LAO thickness of only 3 unit cells. In other words, even below the critical 

thickness, covering the LAO surface with hydrogen coverage of only 1/8 already 

provides the necessary charge for eliminating the polar catastrophe. In fact, the slope 

in the potential on the different LaO or AlO2 layers is seen to be almost zero. In this 

case, the charge density at the interface determined as explained in the previous 

section is 1.20×10
13

 e/cm
2
. On the other hand, we also studied a full coverage of H 

using the 1×1 2D cell model. In that case, we find that the interface charge increases 

only to 3.01×10
13

 e/cm
2
. However, there is now a significant charge density near the 

surface. This is shown in Figure 8.7(b). In fact, in this case the polar catastrophe is 

overcompensated. One may now see that the potential slope is reversed and the 

potentials shift down from the interface to the surface. This leads to a downward shift 

of the LAO conduction band, which now also becomes partially filled. This implies 

that we now would have both the surface and interface layers to become conducting. 

The electron density in the surface layer was also determined in a similar manner to 

that in the interface and amounts to 6.2×10
13

 e/cm
2
. This calculation for full H 

coverage was also repeated for a 4-LAO layer model. Similar results are obtained but 
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now the 2DEG sheet density increased to 9×10
13

 e/cm
2
. This indicates that the H 

effects are accumulative with the charge already there from surface to interface charge 

transfer. For the 3-LAO layer model with a half H coverage we obtain 2.88×10
13

 

e/cm
2
.  These results indicate that even a small amount of H adsorption on the surface 

is sufficient to eliminate the potential slope. The interface 2DEG density can be 

further increased in proportion to the H concentration. However the interface 2D 

electron gas sheet density cannot be increased much beyond the 10
13

 e/cm
2
 level 

without overcompensating the fields and creating an opposite polar catastrophe, 

which now also leads to a surface conducting layer. 
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Figure 8.7 Layer-projected density of states and their surface structure in the case of 

(a) 1/8 H atom coverage and (b) full coverage by H atoms. 
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Figure 8.7 (Continued) Layer-projected density of states and their surface structure in 

the case of (a) 1/8 H atom coverage and (b) full coverage by H atoms. 

 

Next, we consider OH attached to the surface Al. Again, this is done for the 2×2 

2D cell and 3 layers of LAO. The result is shown in Figure 8.8(a). It leads to a surface 

state just above the VBM which stays empty. This can be explained as follows. We 

add 8 states for the O-2s and O-2p below the VBM but we add only 7 electrons. So, 

the Fermi level crosses through the VBM or rather between the VBM and the surface 

state which then becomes a p-type surface. However, we still have a strongly sloped 

potential and no electrons in the interface, so no 2DEG formation. As expected, when 
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we have one of each, OH and H [as shown in Figure 8.8(b)], the two effects 

compensate each other and we obtain essentially the same sloped potential as before 

for the bare surface for the 3-LAO layer case, i.e., no 2DEG formation at the 

interface. 

These results are relevant for the surface modification effects as studied by Cen 

et al. (Cen et al., 2008; Bi et al., 2010). These authors proposed a model for their 

AFM tip surface manipulation studies. The assumption is that in the native state, the 

surface is covered by equal amounts of H and OH resulting from water in the 

atmosphere which is split and adsorbed separately as OH on Al and H on surface O. 

Our calculations indeed indicate that the total energy for H2O adsorbed on an Al is 

higher than an OH and H separately adsorbed on Al and surface O, respectively, by 

1.8 eV per H2O molecule. This is obtained from separate studies of OH and H and 

H2O adsorption on a pure LAO slab.  For absorption on the LAO/STO/LAO slab we 

find a somewhat smaller but still positive energy of 0.6 eV. Thus the interface seems 

to have some effect on this reaction energy. However, in any case the separate 

adsorption of H and OH and splitting of the water molecule is preferred. 

One may now assume that the tip removes OH and thereby activates locally the 

H to donate its electrons to the interface and create locally a 2DEG. Interestingly, our 

present calculations indicate that this by no means requires a full coverage of the 

surface with H2O. In fact, a full coverage of the surface with H would 

overcompensate the polarity discontinuity field. Further experimental work to 

elucidate the actual surface coverages with H and OH in dependence on the partial 

pressures in the gas would be quite interesting. At present we cannot yet fully 

quantitatively determine what the maximum 2DEG carrier concentration that is 
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achievable in this way. It is also unclear whether the same effect would add to the 

2DEG charge density at the interface if the starting system with compensated H and 

OH is already above the critical layer thickness. Our one calculation for a 4-LAO 

layer and full H coverage indicates the effects are accumulative. 
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Figure 8.8 Layer-projected density of states and their surface structure in the case of 

surface partially covered by (a) OH and (b) H2O (dissociated into OH and H). 
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Figure 8.8 (Continue) Layer-projected density of states and their surface structure in 

the case of surface partially covered by (a) OH and (b) H2O (dissociated into OH and 

H). 

 

8.6  Ti-Al Interdiffusion Effects 

In this section, we consider various effects of interdiffusion. First we start with 

replacing one Al in the first LaO layer next to the interface by Ti in the 2×2 2D 

supercell. After relaxing the structure, we found that the Ti was slightly displaced 

away from the interface. This agrees with observations by Zaid et al. (Zaid et al., 
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2016). This can be seen in the structural panel (left) and buckling panel (middle) in 

Figure 8.9. 

The effect on the PDOS can be seen in the right panel of Figure 8.9. The 

macroscopically averaged electrostatic potential is shown along with that of other 

cases, to be discussed in Figure 8.10. The potential for the case of an added TiAl in the 

first AlO2 layer is shown by the red-dotted curve, labeled TiAl. While potential slopes 

in this curve remain visible near the interface and near the surface, compared with the 

no interdiffusion case (solid line), the potential in the central region of the LAO layer 

now looks flat, whereas it had a monotonic slope toward the surface in the abrupt 

interface case without interdiffusion.  One could conclude that the added TiAl, i.e., a 

4-valent atom on a 3-valent site, had the effect of compensating the valence 

discontinuity at the interface. The remaining slopes near the surface are also clearly 

seen in the PDOS in Figure 8.9. The Fermi level lies above the STO CBM. We can 

see that the Ti in the mixed layer however did not produce a defect level in that layer. 

The Ti-like PDOS in this layer lies well above the Fermi level with peaks at about 1 

eV above the Fermi level and it has donated its electron to the interface. This implies 

that the interdiffused TiAl did not convert to Ti
3+ 

as is often assumed. Instead because 

of the higher electrostatic potential of this layer, it turned out to be preferable to let 

this extra electron move to the interface. So, in some sense it contributes to the 

electronic reconstruction. Only, instead of the charge coming from a p-type surface it 

came from the TiAl site in the mixed LaO interface layer. The sheet density of the 

2DEG in the interface in this case is 1.1×10
13

 e/cm
2
.  
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Figure 8.9 Structural model (left), buckling of layers (zcation−zoxygen) (middle), and 

PDOS (right) for the 25% Ti, 75% Al layer model. For the mixed layer, the Ti 

displacement is indicated in red, the Al displacement in orange. 

 

We now consider the PDOS in Figure 8.9. in the four topmost layers starting 

from the surface. We here see a decreasing PDOS in the energy range −1 eV to −2 eV 

from the surface inward. These states persist all the way down to the first LaO layer 

above the mixed Ti-AlO2 layer but are not present in the LaO layer near the interface. 

In that sense there is an abrupt change in the upper valence band state of the second 

and third LaO layer (counting down from the surface). It looks in other words like a 

localized surface state. This is similar to the models without interdiffusion discussed 

in section 8.3. In some sense, what the added Ti did was shift the interface closer to 

the surface so it is now only two LAO layers below the surface instead of three. This 

slope in potential over the near-surface layers can also be seen in Figure 8.10. 
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Figure 8.10 Macroscopically averaged electrostatic potentials for three Ti-Al 

interdiffusion models compared with the case of no interdiffusion. The vertical dashed 

lines show the position of the surface and interface layers. 

 

Next, instead of adding Ti, we studied swapping a Ti from the STO side with an 

Al in the LAO. The results are shown in Figure 8.11. On the right of this figure, we 

show the model indicating in which layer the TiAl and AlTi are placed. In the middle 

we show the layer buckling after relaxation and on the right the PDOS. The 

corresponding electrostatic potential profiles are shown in Figure 8.10. We considered 

two cases: in both the TiAl occurs in the AlO2 layer closest to the interface. In model 

(a), the AlTi is placed deeper into the STO region, one TiO2 layer removed from the 

interface layer; in model (b) it is placed in the interface TiO2 layer. First we note that 

both the Al and Ti were displaced away from the interface. Their displacements 

relative to the O in their plane were 0.15 Ǻ for the TiAl compared to 0.14 Ǻ for the Al 
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in the same layer.  For the AlTi on the STO side, the displacement relative to the 

oxygen was −0.03 Ǻ compared to −0.02 Ǻ for Ti in that layer. 

 

 

 

 

 

 

 

(a) 

 

 

 

 

 

(b) 

Figure 8.11 Structural model (left), buckling of layers (middle), and PDOS (right) for 

two Ti-Al intermixing models. The bar graphs show z = zoxygen − zcation with z the 

distance normal to the interface. In (a) the AlTi is placed in the subinterface TiO2 

layer; in (b) it is in the interface layer. 

 

The results are similar to the previous case where we only added Ti. One can 

see that the TiAl PDOS in the Al layer is located at about 2 eV above the Fermi level, 

well above the CBM of STO. Thus their electron is transferred to the STO. However, 
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the TiO2 layer on the STO now lacks an electron by having one Ti replaced by Al, and 

thus no electrons accumulate in the STO. This is true in both models, neither of which 

show a 2DEG. In the case where the Al is placed deeper into the STO, one can see 

that the electrostatic potential is higher in that layer by the energy shift of the local 

PDOS. 

The dipoles related to the swap and corresponding atomic displacements are 

such that the potential slope is reduced or taken care of within the near-interface 

region, as can be seen in Figure 8.10. The three cases all show a more or less flat 

potential in the LAO region near the interface and a sloped potential near the surface. 

We can also see changes in the potential on the STO region of the interface. 

Depending on how deep the Al is placed, the potential slope in the interface region 

becomes more spread out. As expected the interdiffusion widens the interface region. 

In summary, the TiAl in the LAO appears in each case to donate its electrons to 

the interface or STO region rather than forming Ti
3+

 in its own layer. However, if we 

also place Al on the STO side as would occur in actual interdiffusion without Ti 

enrichment, then the Al on the STO side compensates the added electrons and no 

2DEG results. Nonetheless, the linear potential variation of the models without 

interdiffusion is no longer seen. The dipoles induced by the atomic displacements 

modify the potential profile and eliminate the overall slope in the near-interface 

region. However, a potential slope remains in the surface region and leads to a 

surface-state-like decay of the AlO2 PDOS. In other words, there is a surface band 

bending effect. 
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8.7  Sr-La Interdiffusion Effects 

In this section, we present our results for Sr-La interdiffusion effects as studied 

in the same 3-LAO layer 2×2 2D supercell case. The results are shown in Figure 8.12. 

In the first example we place SrLa in the LAO layer right next to the interface and 

LaSr in the first SrO layer next to the TiO2 interface layer. In terms of the structure, 

we find that SrLa moves less toward the surface from its oxygen layer than the La in 

the same layer. In other words, relative to the La, the Sr moves closer to the interface. 

This trend is opposite to that of TiAl in the previous section. The PDOS shows that no 

2DEG forms. 

As a second Sr-Al swap case we placed the SrLa in the LaO layer farther away 

from the interface, in fact in the middle LaO layer, but kept the LaSr in the SrO layer 

next to the TiO2. The SrLa was still found to move toward the interface relative to the 

La but slightly less so than in the near-surface layer, studied in the previous case. 

Remarkably in this case we do find an interface state in the TiO2 interface layer and 

formation of a 2DEG. Apparently just shifting the SrLa one layer farther away from 

the interface results in a somewhat different electrostatic potential profile which 

allows some of the surface charge to transfer to the TiO2. It should be noted that in 

this case the SrLa lies in the middle of the 3-layer LAO layer film and in some sense 

allows the surface to communicate with the interface, whereas in the previous case, 

the slope potential and any charge transfer were restricted to the near-interface region. 

The net sheet density in this case however is found to be only 6.0×10
12 

e/cm
2
. 
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(a) 

 

 

 

 

 

(b) 

Figure 8.12 Structural model (left), buckling of layers (middle), and PDOS (right) for 

two Sr-La interdiffusion models. The bar graphs show ∆z = zoxygen − zcation with z the 

distance normal to the interface. In case (a) SrLa occurs closer to the interface than in 

case (b). 

 

The potential profile for both SrLa positions is shown in Figure 8.13. For the 

case of Sr close to the interface, shown by the dashed red line, the profile is smooth 

and shows a flat region in the center of the LAO layer. For the SrLa farther away from 

the interface, shown by the dashed-dotted blue line, the profile is more complex with 

a vanishing slope at about 49 Å and another one at about 44 Å. Overall the slopes in 

potential in the LAO region are reduced compared to the model without any 
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interdiffusion (shown as solid black line) but the effect of the valence discontinuity is 

not entirely removed. 

Figure 8.13 Macroscopically averaged electrostatic potentials for two cases of Sr-La 

interdiffusion compared with the case of no interdiffusion. The vertical dashed lines 

show the positions of the interface and surface layers. 

 

In summary of this section, the situation for a Sr-La swap is slightly more 

complex. Essentially the dipoles help adjust the potential slope in the near-interface 

region. However, the SrLa may also contribute to the 2DEG formation if it lies in the 

middle of the LAO region. The variations in electrostatic potential layer by layer in 

that case seem to facilitate some transfer from surface to interface. The potential in 

the mixed Sr-La layer is raised and thereby the surface state extends deeper into the 

LAO region from the surface and allows charge to be transferred to the interface. 
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However, the contribution to the sheet density was found to be smaller than for the 

other mechanisms discussed in the previous sections.  

 

8.8  Conclusions 

In this chapter we studied various models of LAO/STO interfaces with the goal 

of evaluating different possible mechanisms to avoid the polar discontinuity with or 

without formation of a 2DEG or electronic reconstruction. Our main conclusions can 

be summarized as follows. 

First, we studied abrupt LAO/STO interface models with bare surfaces and 

without any interdiffusion. In agreement with previous work we find a critical layer 

thickness for formation of a 2DEG of 4 layers of LAO. We also determined 

quantitatively the electron density in the 2DEG and studied its spread over the STO 

layers. We find a 2DEG concentration on the order of 10
13

 e/cm
2
 in qualitative 

agreement with experiment and also studied how this affects the slopes of the 

potential that remain near the interface. The 2DEG concentrations for the various 

cases studied are summarized in Table 8.1. 

We also analyzed the contributions of the lattice relaxation to this problem. The 

displacements are such as to reduce the potential slope. A larger sheet density is found 

for the 5-LAO layer case than the 4-LAO layer case and this result in a different 

orbital character of the states contributing to the 2DEG. In the 4-LAO layer case, only 

dxy-like states are occupied while in the 5-LAO layer case, dxy-like states are occupied 

near the interface but in addition dxz- and dyz-like states are also partially occupied in 

the deeper STO layers. 
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Table 8.1 Summary of occurrence of 2DEG and its interface sheet density σ for 

various cases. 

System  2DEG σ (10
13 

e/cm
2
) 

3-LAO layer                              

4-LAO layer 

5-LAO layer 

3-LAO + (1/8)H coverage 

3-LAO + (1/2) H coverage 

3-LAO+ full H coverage 

4-LAO+ full H coverage 

3-LAO + (1/4)TiAl 

3-LAO + (1/4)TiAl +AlTi 

3-LAO + (1/4)SrLa at interface + LaSr 

3-LAO + (1/4)SrLa in middle LAO + LaSr 

No 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

No 

No 

Yes 

- 

1.43 

2.14 

1.20 

2.88 

3.01
a 

9.00 

1.10 

- 

- 

0.6 

a
In this case, a surface 2DEG of 6.2×10

13
 e/cm

2
 is also present. 

 

Next, we studied surface termination effects or surface passivation effects by 

water absorption. We did this for the situation of a below critical thickness LAO layer 

of only 3 unit cells thick. We find first that H2O absorbed on Al prefers to split into 

OH on Al and H on surface O. We found that H on O donates its electrons to the 

interface rather than forming surface states in the AlO2 layer. However, this is only 

true if the H concentration is not too high. Here we studied only two limiting cases, a 

low coverage of 1/8 H restricted by the size of cell we can deal with and a high 

coverage of 1 H per surface O. In the latter case, the potential slope problem is 

reversed and a significant electron density is found in surface states below the LAO 

CBM. 



147 

Adsorption of OH on the Al on the other hand leads to a p-type surface and with 

acceptor-like surface states above the LAO VBM. This does not help to reduce the 

polar discontinuity potential and in fact compensates the H 2DEG if both are present 

simultaneously. 

Finally we studied both Ti-Al and Sr-La interdiffusion effects. We found that 

TiAl and AlTi tend to be displaced away from the interface. These dipoles already 

would help reduce the potential slope resulting from the polar discontinuity. On the 

other hand, TiAl is found not to convert to Ti3
+
 but rather to donate its electrons to the 

STO. If there is excess Ti and the STO remains unmixed, the polar discontinuity is 

avoided and a sizable 2DEG concentration is achieved. On the other hand, if the TiAl 

is compensated by an AlTi in the STO TiO2 interface layer, then the extra Al on the 

TiO2 layer contributes a compensating hole so that no net 2DEG forms. A significant 

surface potential bending remains in the LAO layer leading to a surface-state-like 

decay of the LaO and AlO2 layer PDOSs. 

For Sr-La interdiffusion we found that both SrLa and LaSr tend to be displaced 

toward the interface. Both Sr and La are merely donors in their respective crystals and 

so do not contribute relevant energy levels near the VBM or CBM. The nuclear 

charge swaps simply compensate and no 2DEG forms if both are close to the 

interface. However, we found that they nonetheless affect the electrostatic potentials 

in the layers in which they reside. Thereby they can influence the potential profile and 

for example for SrLa placed in the middle of the 3-layer LAO, we found that it helped 

transferring charge from the surface to the interface so that now a 2DEG formed even 

for a layer thickness below the normal critical layer thickness. 
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Although some interesting and unexpected effects of the interdiffusion were 

found here, we caution that a full study of this would require a statistical averaging 

and taking into account how much actual interdiffusion takes place and how the 

interdiffused atoms are distributed over the layers. Such information is recently 

becoming available from MEIS studies by Zaid et al. (Zaid et al., 2016). However, 

the gradual interdiffusion profile is too complex to treat directly with first-principles 

simulations. A small concentration in a any given layer would require a much larger 

2D cell than we here can afford with present computational power. Second, some of 

the effects we found here could compensate each other. Therefore the value of the 

present results lies more in the qualitative findings. A fully quantitative treatment of 

these various effects on the 2DEG electron density requires probably a simpler 

modeling approach in which some of these qualitative aspects are incorporated. Still, 

some of our predictions are worth further testing experimentally, in particular the 

prediction that TiAl on the LAO side after interdiffusion would stay Ti
4+

. In both 

cases, of course it contributes to the overall 2DEG electron density but our calculation 

predicts the latter should stay confined to the STO rather than making the whole LAO 

film n-type doped. 



 

CHAPTER IX 

CORE-LEVEL BINDING ENERGY SHIFTS AS A TOOL 

TO STUDY SURFACE PROCESSES ON LaAlO3/SrTiO3 

 

9.1  Introduction 

From chapter VIII, surface termination effects are known to play a key role in 

the formation of an interface two-dimensional electron gas (2DEG) at thin film 

LaAlO3/SrTiO3 (LAO/STO) heterostructures.  This was most clearly demonstrated by 

the work of Cen et al. (Cen et al., 2008; Cen et al., 2009; Cheng et al., 2011; Cheng et 

al., 2013) and Xie et al. (Xie et al., 2010). They showed that the 2DEG could be 

locally induced by means of an atomic force microscopy tip several layers under the 

surface of an LAO layer on STO with thickness below the critical thickness for 

formation of the 2DEG. It can be reversibly erased as well by altering the bias of the 

tip and leads to the possibility of patterned scribing and erasing of conducting stripes 

at the LAO/STO interface, in other words, reconfigurable electronics. This was 

explained (Bi et al., 2010) in terms of surface processes, the so-called ―water-cycle‖, 

which is based on the fact that H2O on the surface is dissociated into separate OH 

adsorbed on Al and H on O. The tip is then proposed to remove OH in the writing 

cycle, and remove H in the erasing cycle, thereby modifying the balance of H and OH 

on the surface.  An excess of H
+
 on the surface is supposed to add electrons to the 

2DEG while an excess of OH
-
 would reduce the 2DEG electron concentration. In a 
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previous chapter, we indeed showed that even a small concentration of adsorbed H on 

the LAO surface of the LAO/STO system can induce a 2DEG below it, while OH 

instead creates a p-type surface state. On the other hand, we also found that too high a 

concentration of H on the surface would also create an excess electron concentration 

in H related surface states and could even bend the potential opposite to what occurs 

in the LAO/STO overlayer system.  Several questions about these processes remain 

open: for example, could re-absorption instead of desorption also play role, how much 

H and OH is on the surface as function of the partial pressures in the vapor phase in 

contact with the surface, at what temperature do these species desorb from the 

surface, what is their binding energy? 

X-ray photoemission spectroscopy (XPS) provides a powerful technique to 

monitor surface composition. The core-level specificity to each element provides 

immediate chemical information on the composition. Moreover, small changes in 

binding energy for the same species depending on different environments provide 

fine-tuned information on the chemical neighborhood of each detected element. For 

example, atoms at surfaces with different coordination than in the bulk are known to 

show a surface core-level shift.  Similarly, atoms in different valence states typically 

have different core-level binding energies. For example this allows one to distinguish 

Ti3
+
 from Ti

4+
. For the present problem it allows us possibly to distinguish surface 

oxygen bound to H from bare surface oxygen or oxygen in an OH species bonded to 

surface Al or O in various carbonaceous species from bulk oxygen. 

In this chapter, we performed experimental XPS studies of both the O1s and 

C1s core levels as function of growth conditions of the LAO fillm and annealing 

conditions. We find a satellite peak in the O1s spectrum at about 2.2 eV higher 
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binding energy from the main peak is removed at about 500 °C. Changes occur also in 

the C1s spectrum. Concurrently we perform first-principles calculations of the core-

level binding energy (CL-BE) shifts to explore how fine-tuned information we can 

possibly extract from these measurement.  We first show that the absolute core-level 

binding energies can be obtained when properly including core-hole final state effects. 

Both changes in screening and changes in the electrostatic potential may 

influence the core level binding energy shifts. We map out the core-level binding 

energies for different O species and their different near neighborhood environments. 

Combined with these core-level binding energy calculations, we also calculate the 

energetics or atomic binding energies to explore the energetic probability of different 

adsorption/desorption processes.  By comparing theory with experiment we will show 

that the conventional explanation, which associates the 2.2 eV O1s satellite peak with 

easier removable OH groups from the Al sites than the H from surface O-sites is 

incompatible with the calculations. Instead we argue that this is related to 

carbonaceous species containing O, specifically carboxylic acids and possibly esters, 

physisorbed on the surface. 

 

9.2 Method 

9.2.1      Experiment 

             All the measurements were done on LAO layers deposited on STO 

substrates using Pulsed Laser Deposition (PLD). For more specific details see Refs. 

(Zaid et al., 2016; Wei and Sehirlioglu, 2012).  X-ray Photoelectron Spectroscopy 

(XPS) was conducted at the Air Force Research Laboratory (AFRL) at the Wright 

Patterson Air Force Base in Dayton, OH. Films grown were exposed to air for at least 
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24 hours in between deposition and XPS measurements. This is typical for the 

exposure conditions between deposition and subsequent electrical characterization. 

Thin films grown via PLD were subjected to XPS with a Kratos Axis Ultra 

spectrometer outfitted with an in-situ heated stage. Samples were irradiated with a 

monochromatic AlKα beam with hν = 1486 eV in ultra high vacuum (UHV) at close 

to 10
-10

 Torr. Survey scans for each sample were conducted at pass energy of 160 eV, 

while high resolution scans for O1s and C1s were conducted at pass energy of 20 eV. 

Samples were also subject to charge compensation to neutralize the positive charge 

buildup on the irradiated surface. 

 

9.2.2      Computational approach 

              The basic underlying theory of our computational method is density 

functional theory (DFT) in the generalized gradient approximation (GGA), for which 

we use the Perdew-Burke-Ernzerhof (PBE) parametrization. (Perdew et al., 1996)  

The  Vienna Ab-initio Simulation Package VASP code (Kresse and Furthmüller, 

1996; Kresse and Hafner, 1994), implementing the projector augmented plane wave 

method (PAW) (Blöchl, 1994; Kresse and Joubert, 1999) is used to solve the DFT 

Kohn-Sham equations. Some calculations are also performed using the full-potential 

linearized muffin-tin orbital method (FP-LMTO) as implemented by Methfessel and 

van Schilfgaarde. (Methfessel et al., 1999; Kotani and van Schilfgaarde, 2010). 

Absolute core level binding energies are not well described by one-electron 

Kohn-Sham levels. This is because of two reasons: first, the GGA does not exactly 

cancel the self-energy error; secondly, a core-hole is a local excitation, which is 

accompanied by screening or final-state effects, often called the core-levelrelaxation 
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energy. In a many-body perturbation theoretical framework, these could be described 

by the self-energy operator, for example in the GW approximation. (Hedin and 

Lundqvist, 1970)  An alternative is to exploit the local nature of the excitation, 

treating it as an impurity and thus calculating the excitation energy directly as a 

difference between two total energies. This is called the SCF approach.  The core 

level binding energy in this approach is given by  
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Here E(N-1; i) is the total energy of the N-1 electron system with the electron 

removed from state i, E(N) is the ground state total energy of the N-electron system.  

We used Janak's theorem (Janak, 1978),  according to which i= E i( ) 

the one-particle Kohn-Sham energy level viewed as a function of the occupation 

number of that level. This leads to Slater's transition state i( ) or using the 

average of the core level energy with and without core hole as an approximation for 

the binding energy. In an all-electron method, we can explicitly create the core hole. 

We have done this with the FP-LMTO approach, (Methfessel et al., 1999) as 

implemented in the lm-suite (from https://www.questaal.org/). In this approach, when 

a core-hole is created, an electron is added to the lowest available empty state, i.e. the 

conduction band minimum (CBM), to preserve charge neutrality. The core-level 

binding energy calculated from this total energy difference clearly corresponds to the 

excitation of the electron from the core state to the CBM. This means the proper 

energy reference level to be used is the CBM. The total energies do not depend on the 
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reference level for the potential because both the one-electron levels and effective 

potential use the same reference and thus it cancels out when calculating the total 

kinetic energy from 

 
3( ) ( )

occ

i effi
T n r r d r      (9.2) 

However, the one-electron levels i do depend on the reference level. Commonly this 

is chosen as the average electrostatic potential, volume averaged over the unit cell. To 

compare with the total energy difference, both need to be referred to the same 

reference level. Thus we need to shift the reference energy from the average 

electrostatic potential to the CBM in order to compare the two expressions. Using this 

approach we get the O1s core level binding energy to be 540.0 eV relative to the 

CBM reference level, either directly from the total energy difference or from the 

Janak’s theorem approximations. 

Alternatively, one can represent the system with core-hole by means of the Z+1 

approximation in the projector augmented wave (PAW) method. In the PAW method 

after the valence electrons have been made self-consistent for the atom placed in a 

specific environment (but keeping core-electrons frozen) one can reconstruct the 

actual potential inside the atomic sphere and calculate its Kohn-Sham core levels and 

hence determine i.  In the VASP code, the reference level for the core levels is again 

the average electrostatic potential. Shifting to the CBM as reference level, we obtain 

540.4 eV in close agreement with the LMTO all-electron approach.  

We note that this absolute core level binding energy is different from the 

experimental value, which for the LAO system is at about 530 eV. This however 

reflects just a change in reference level. The absolute zero of energy in the 

experimental XPS electron kinetic energy does not correspond to the CBM of LAO 
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but to the Fermi level of the sample holder. From here on, we will focus entirely on 

core level binding energy shifts.  Specifically, we will compare all core-level binding 

energies to that of the center layer O atom in our LAO slab.  

Core level binding energy (CL-BE) shifts arise from two effects: first, the 

electrostatic potential can vary from site to site, depending on the local charge state 

and chemical environment, second the screening of the core hole in the final state can 

vary. For example for atoms at the surface or in adsorbed species sticking of the 

surface, there are fewer nearest neighbors around to contribute to the screening. 

Therefore, even for CL-BE shifts, not just the absolute energies, it is important to 

include the final state core-hole effects. When comparing core level shifts from 

different systems, a more suitable reference level is the vacuum level. Thus for 

loosely bound or physisorbed species such as carbonaceous species, we will use the 

CL-BE relative to the vacuum level of the molecules calculated separately. We then 

align the vacuum level with that of the LAO slab to determine the CL-BE of O atoms 

in the molecules relative to that of the O in the middle of the slab in bulk-like LAO. 

To this end we also need to determine the position of the CBM in our LAO slab 

relative to the vacuum electrostatic potential. 

In the case of physisorbed molecules, we found, it is more suitable to use only 

initial state core-level shifts. In fact, in the weakly bound molecules, the core-level 

extraction is not compensated by a screening electron being added to the lowest 

unoccupied molecular orbital (LUMO) as our VASP calculations would assume. 

Instead, the molecule really becomes ionized as charge transfer from the solid system 

to the molecule is not facilitated so easily. We will compare binding energies of the 

C1s core levels in various functional groups in molecules relative to those in C 
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bonded only to C or H in two ways: either assuming an electron is transferred to the 

LUMO and using the final state effect or simply using only initial state shifts We will 

show that the latter gives better agreement with experiment. The same approximation 

is thus used for the O1s core level shifts in the physisorbed molecules. 

Further details of our computational method are as follows. We use a symmetric 

4.5 layer LAO slab, meaning 4 layers of AlO2 and 5 of LaO, with AlO2 surface 

terminations, with a 3×3 surface unit cell. The in-plane lattice constant is fixed at the 

PBE relaxed lattice constant of bulk LaAlO3.  The interplanar distances as well as any 

other atomic coordinates are fully relaxed. A vacuum region of 20 Å thick separates 

the slabs in the periodic boundary condition model. For various absorption models we 

adsorb the same species on both surfaces. The pure LAO slab contains 207 atoms. A 

plane wave cut-off 500 eV, sufficient to deal with the deepest O PAW potentials is 

adopted and a 3×3×1 Monkhorst-Pack k-point mesh is used to sample the Brillouin 

zone. We have also used a LAO/STO/LAO slab model with 3-LAO layers on either 

side of a STO slab, as used previously in chapter VIII. 

 

9.3  Experiment and Initial Discussion 

Four films of different thicknesses, 2 unit cells, and 5 unit cells, grown at 

different oxygen partial pressures, 1×10
-4

 Torr and 1×10
-6

 Torr, each, were analyzed 

at both room temperature and up to temperatures of 1000 °C. The spectra are of two 

representative samples are shown in Figure 9.1. 

All spectra can be deconvoluted into a main peak and two satellite peaks on the 

higher binding energy side, a 2.2 eV and 1.2 eV satellite. The reduction of the +2.2 

eV shoulder of each O1s peak was observed at 500 °C, with a near total reduction of 
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the shoulder after 3 hours. No significant further changes to the reduced O1s peak 

were observed even after heating to 1000 °C. An overview of the relevant peak 

positions and their corresponding concentrations as determined from the survey scan 

are given in Table 9.1. 

 

Table 9.1 Binding energies (B.E.) in eV and atomic concentrations in % of the 

relevant deconvoluted peaks. 

Temp pO2  O-oxide +1.2 ev +2.2 eV C1s 

Room 10
-6

 B.E. 529.44 530.50 531.28 284.8 

  Atm. % 34.09 9.06 9.66 18.74 

 10
-4

 B.E. 529.39 530.65 531.38 284.8 

  Atm. % 29.92 8.97 6.11 29.38 

500 °C 10
-6

 B.E. 529.47 530.65 - 284.8 

  Atm. % 40.20 12.06 0.00 16.02 

 10
-4

 B.E. 529.40 530.65 - 284.8 

  Atm. % 38.97 10.36 0.00 21.87 

 

A tentative initial interpretation of these data is that OH groups bonded to Al 

would be less strongly bonded to the surface than H on the surface O. The 2.2 eV-

peak would then be associated with OH groups and the 1.2 eV peak with surface O 

bonded to H. A similar interpretation has been given in literature. (Holloway, 2009; 

Sunding et al., 2011; Niu et al., 2000; Biesinger et al., 2009) These arise from the 

decomposition of H2O and thus one would assume there to be equal amounts of OH 

and H on the surface and most likely a fairly high surface coverage. One may note 

that the 2.2 eV peak is stronger relative to the 1.2 eV peak in the 10
-6

 Torr sample. In 

the latter, one would expect there to be more oxygen vacancies, including on the 
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surface. This would imply that some of the OH from the decomposition of H2O could 

fit into an oxygen vacancy and thus be indistinguishable from a surface O with 

adsorbed H. This would be expected to reduce the Al-OH related peak. However, this 

prediction is in contradiction with the interpretation, discussed above. 

Figure 9.1 XPS spectra of LAO films grown at 10
-6

 Torr (left) and 10
-4

 Torr (right) 

before (top) and after (bottom) annealing at 500 °C. 

 

In addition, higher core-level binding energies have been related to formation of 

oxides with cations in their higher oxidation state (e.g., instead of NiO, Ni2O3) 

(Norton et al., 1977) which are sometimes also described as defective oxides. This 

term here corresponds to oxides with cation vacancies where oxygen atoms are 

adjacent to Ni vacancies (Biesinger et al., 2009; Payne et al., 2012; Hagelin-Weaver 
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et al., 2004). These peaks were also related to the hydride form of the oxides (e.g. 

NiOH0.2) (Norton et al., 1977).  This corresponds to H adsorbed on the surface 

oxygen as we study here. In LAO, neither A-site cations (La) nor B-site cations (with 

Al forming the surface layer) change valence and no structural change associated with 

different oxidation state is observed. Generally, deposition at 10
-4

 Torr results in 

compositions with no detectable oxygen vacancies per our past EELS (Energy 

Electron Loss Spectroscopy) study (Zaid et al., 2016) which provides more 

unambiguous results in comparison with XPS if two different oxides and suboxides 

exist (Norton et al., 1977). At 10
-6

 Torr, however, the deposited films have greater 

amount of oxygen vacancies. In these heterointerfaces, the charge associated with the 

oxygen vacancies are believed to be compensated by a change in the valence of Ti 

cations near the interface as Ti-3d orbitals form the conduction band. Furthermore, 

below we study the O-corelevel shifts at oxygens close to an oxygen vacancy and will 

show that this cannot account for the observed shifts. 

In the remainder of the paper, we scrutinize this interpretation in various ways. 

First, we calculate the bonding energies of various species on the surface to compare 

the bonding strength of H on surface O (Os-H) with that of OH on Al. We will show 

that indeed the latter is slightly weaker bound. However, both are bonded rather 

strongly, compared to kBT at 500 °C. Secondly, we calculate the core-level binding 

energies and find that when the surface is highly covered, Als-OH and Os-H have 

similar CL-BE shifts closer to 1.2 eV than to 2.2 eV. We then hypothesize that the 

latter may arise from carbonaceous O, i.e. oxygen occurring in organic molecules 

physisorbed on top of the surface, already covered with H and OH. To test this 



160 

hypothesis, we measure the C1s region of the spectrum and study its changes under 

the same annealing conditions. 

The C1s spectra before and after annealing are shown in Figure 9.2. The C1s 

spectra show a main peak at about 284.8 eV, associated with C bonded only to other 

C or H, and several high binding energy satellites, corresponding to C bonded to O in 

different types of functional groups, which can be interpreted following Payne et al. 

(Payne et al., 2009)  We also test this interpretation by performing calculations of the 

core-level shifts for C1s and O1s in various types of organic molecules. More detail 

on this is discussed later in this chapter. 

Figure 9.2 Carbon 1s core level spectrum at room temperature and after annealing at 

500 °C measured on a LAO/STO 5 unit cell layer LAO sample grown at 10
-6

 Torr. 

 

9.4 Energies of Formation and Adsorption 

In this section we report our findings on total energies of formation, atomic 

binding energies and reaction energies. It is important to emphasize the difference 

between the term binding energy in this section, which refers to the binding energy of 
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molecules or atoms, from the term core-level binding energy (CL-BE) in the next 

section, which refers to an electron-binding energy. We started by studying various 

models of water adsorption on the LAO surface. Binding energies need to be referred 

to appropriate reference chemical potentials. For example, we may define the binding 

energy of H2O adsorbed on the Al by 

 
22 2 H O(H O) = [ (LAO + H O) - (LAO)-2 ]/2BE E E    (9.3) 

Here E(LAO + H2O) is the total energy of the system with an H2O molecule adsorbed 

on one of the Al on both surfaces of the slab, E(LAO) is the total energy of the bare 

LAO slab and 
2H O is the total energy of a H2O molecule. Absolute chemical 

potentials are used in conjunction with total energies for the slabs. Alternatively, we 

can already subtract the reference energies of all the free atoms from the total energies 

and also in the definition of the chemical potentials. Similarly, for OH adsorption, we 

may define the binding energy as: 

 OH(OH) = [ (LAO + OH) - (LAO)-2 ]/2BE E E    (9.4) 

and or H adsorption, 

 H(H) = [ (LAO + H) - (LAO)-2 ]/2BE E E    (9.5) 

The question is: what to use as chemical potentials for H and OH? Rather than using a 

H2 molecule, which would be appropriate for a reducing H2 atmosphere, we assume 

that the surfaces are in contact with moist air, which contains O2 and H2O. We thus 

assume that H atoms desorbing from the surface would immediately react with O2 and 

form H2O. That means we assume 



162 

 
2 2H H O O

1 1

2 2
  

 
 
 

    (9.6) 

Similarly, we assume 

 
2 2 2HOH H O H O O

1 1

2 4
          (9.7) 

 

These equation give 
H =-4.79 eV whereas 

H (H2)= -3.34 eV.  So, H has about 

1.45 eV lower chemical potential than in a H2 molecule and is hence much less 

reactive. For OH, we find 
OH = -10.03 eV, in other words, a lower energy by 2.28 eV 

than the OH molecule, unlikely to occur as a separate species. The energy of the OH 

molecule was indeed calculated to be -7.75 eV. One could go beyond this treatment 

by considering the chemical potential of oxygen to contain a term 
2lnBk T pO  and 

thus take in to account the different chemical environments. 

When considering combined adsorption of OH and H on different sites, we have 

the choice of defining the binding energy with respect to the H2O molecule or with 

respect to already separated OH and H species. When comparing with the adsorption 

of an actual H2O molecule, it is more convenient to use the same reference species 

H2O so that we can directly obtain the reaction energy for the reaction 

 2Al H O Al OH+O H+s s s rE       (9.8) 

The latter will be referred to as the water splitting reaction energy. If Er < 0 it means 

the reaction is exothermic and proceeds to the right.  

The different models calculated are shown in Figure 9.3. The first one (model 

A) is a H2O molecule adsorbed on Al. The second (model B) is an OH adsorbed on Al 

with an H adsorbed on the nearest neighbor O. In model C, we have only O on Al and 
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two separated H on Os. Model D has only OH adsorbed on Al. In model E we 

consider a H adsorbed on O only. In model F we consider Als-O and Os-H separated 

but either close or far from each other. Finally, in model G, we also consider the 

energy of formation of an oxygen vacancy on the surface. The latter is defined by 

 0( ) = [ (LAO + 2 ) - (LAO)-2 ]/2B O OE V E V E    (9.9) 

The binding energies of these models are listed in Table 9.2 for the choice of chemical 

potentials discussed above, i.e. under the assumption of equilibrium with O2 and H2O. 

 

Table 9.2 Binding energies (in eV) per adsorbed molecule(s) for models shown in 

Figure 9.3 and oxygen vacancy formation energy, with respect to the chemical 

potential references defined in the text. 

Model description EB 

A H2O on Al -2.19 

B Als-OH and Os-H next to each other -3.08 

C Als-O and 2Os-H -1.55 

D Als-OH -0.76 

E Os-H -2.25 

F1 Als-O and Os-H (close) -0.78 

F2 Als-O and Os-H (far) 0.57 

G surface VO -0.21 
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Figure 9.3 Various adsorption models studied. 
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From these results, we can see that having O bonded to Als is not favorable, 

rather OH stays together on Als. We can also see that H2O wants to split into separate 

OH on Als and H on Os by 0.89 eV per water molecule. We can also consider the 

adsorption of OH inside an existing surface oxygen vacancy  

 O OH O HsV      (9.10) 

The reaction energy for this process is -2.05 eV. Finally, we note that desorption of 

OH from Als is significantly easier than desorption of H from a surface Os. 

 

9.5  Core-Level Binding Energy Shifts 

The calculated CL-BE shifts are given in Table 9.2. The CL-BE shifts are all 

calculated relative to those of a core-hole placed in the middle of the corresponding 

LAO slab. We calculated CL-BE for the O1s core level for the following models. 

First we consider an LAO slab with adsorbed OH on Als and H on Os next to each 

other (case B). Core holes were created in the center of the slab, for O in the adsorbed 

OH molecule and for an Os with H attached. This represents the case of high coverage 

where, as we found before, H2O is assumed to split but OH and H are expected to be 

found close to each other on the surface. We find both CL-BE of at deeper for the 

former. Second, we considered OH-Als separately and Os-H separately on the surface 

(cases D and E), corresponding to low coverage. When isolated the Os-H shifts deeper 

to 2.46 eV, while the OH-Als shifts back toward the main CL-BE of bulk O. The only 

CL-BE close to 2 eV found here, corresponds to Os-H, and in all cases, the Os-H has 

higher CL-BE than the Als-OH. This is in clear contradiction with the initial (and 

commonly made) hypothesis. The role of the H and OH CL-BE seem to be exactly 

reversed from what we need according to that hypothesis. Also, if OH is preferentially 
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desorbed and the Os-H becomes thereby more isolated than it would shift to higher 

BE and increase the 2.2 eV peak rather than decreasing it. The fact that both the OH 

and H correspond to the 1.2 eV peak which is not affected under annealing suggest 

that the surface stays fully covered with OH and H and that another interpretation 

must be sought for the 2.2 eV peak. 

We also modeled a core hole placed in an Os without H for comparison with 

that with H. These Os without H have only small CL-BE shifts compared to bulk O. 

In addition, we considered the possibility of a negative charge state of the OH 

adsorbed on Als as expected to occur when the Fermi level is high in the gap. This 

could occur in the presence of a 2DEG at a nearby STO/LAO interface. Note that 

from chapter VIII, the OH adsorbed on Als produces levels just above the VBM and 

could thus become filled if the Fermi level lies above them. For the isolated Als-OH, 

this leads to a shift to higher BE but it is still near 1.24 eV only, so not explaining the 

2.2 eV peak. Furthermore, to model the negative charge state, we add a homogeneous 

background charge density to maintain the system neutral.  In a slab calculation, this 

background extends somewhat unphysically in the vacuum region rather than being 

confined to the slab. This would possibly overestimate the CL-BE shift due to the 

charging. For the Os-H and OH-Als together, the electrons go from the donor Os-H to 

the acceptor OH-Als and thus the system is overall neutral, so this problem is avoided. 

Next, we considered the role of VO on the surface and place the core hole in a 

nearby Os and we also added VO to the previous models of OH-Als and Os-H and 

examined the changes in core hole shifts on the latter when the VO is nearby. 

Compared to the same cases without VO the CL-BE shifts seem to increase by the 

presence of nearby VO. This seems plausible because VO should present an attractive 
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electrostatic potential and thus shift levels down to deeper CL-BE. However, these 

models are still not compatible with the 2.2 eV peak being associated with OH.  

 

Table 9.3 Core-hole binding energy shifts of O1s state (in eV) relative to center (bulk 

O) in the LAO slab or center of the STO slab in the LAO/STO/LAO cases. Positive 

values mean higher binding energy. 

slab slab termination core-hole site CL-BE shift 

LAO Als-OH+Os-H Os-H 

OH-Als 

1.19 

0.71 

 Als-OH OH-Als 

Os 

0.02 

-0.68 

 Als-OH
-1

 OH-Als 

Os 

1.24 

0.7 

 Os-H Os-H 

Os 

2.46 

-0.14 

 VO Os 0.1 

 VO+Als-OH OH-Als 

Os 

0.54 

-0.45 

 VO+Os-H Os-H 

Os 

3.17 

-0.04 

 COH O on COH 

O beneath COH 

6.88 

5.08 

 COH with 

Als-OH+Os-H 

O on COH 

O beneath COH 

5.07 

3.57 

LAO/STO Als-OH+Os-H Os-H 

OH-Als 

Os 

1.93 

1.16 

0.14 
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Finally, the question may arise if the above results which were obtained on a 

pure LAO slab would change if we take into account the presence of the nearby 

2DEG at an LAO/STO interface. We thus considered explicitly an LAO/STO/LAO 

with various terminations: OH-Als+H-Os, or each separate. In these cases, we 

calculated the CL-BE shift relative to the O in the middle of the STO layer. This 

seems to shift the core levels toward slightly lower CL-BE but not enough to explain 

the 2.2 eV peak. 

An alternative origin for the 2.2 eV peak might come from carbonaceous 

species. In fact, Payne et al. (Payne et al., 2009) show that molecules with –COO 

groups, that is –O–C=O as in carboxylic acids or esters have a relative high binding 

energy shift. As a first attempt to model O bonded to C bonded to the surface, we 

considered a COH molecule chemisorbed on the surface. This leads to very high CL-

BE either for the Os underneath them or the O in the molecule itself. They are in 

excess of 5 eV, and not found in the experiment. From this we conclude that 

carbonaceous species, if responsible for the 2.2 eV peak should not be directly 

adsorbed on the surface. Rather, we need to consider physisorbed molecules on the 

already covered surface. We do that in the next section. 

 

9.6  Core-Level Binding Energies in Physisorbed Molecules 

In this section, we consider carbonaceous species or H2O physisorbed on the 

already OH and H covered LAO surface. To deal with the physisorbed case, we 

calculate the molecules in a separate calculation, not attached to the surface and align 

the O1s levels to those in the slab by referring both to the common vacuum level. To 

test this approach, we first calculate the C1s levels in different molecules. Following 
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Payne et al. (Payne et al., 2009) we consider different organic groups involving O and 

compare the C1s CL-BE with those in C only bonded to C or H. 

For all carbonaceous isolated molecules, we consider a periodic boundary 

conditions model with sufficient separation between the molecules and they are 

treated in the  point approximation. Their geometry optimizations are carried out at 

the PBE level. This is done without any constraints, and the structure are considered 

relaxed until the Hellmann-Feynmann forces less than 0.01 eV/Å. Periodically 

repeated images of isolated molecules are separated by 15 Å and the vacuum levels 

are obtained by plotting the average electrostatic potential in the three directions 

inside this 15 Å box. We compare the CL-BE shifts calculated either with initial state 

shift only, or with the procedure used in the previous section. In the latter case, we 

should note that the core hole is each time compensated by an added electron in the 

lowest unoccupied molecular orbital (LUMO). In the initial-state-only calculation, the 

advantage is that no charge is added which closer represents the physical situation, on 

the other hand, no changes in screening due to the different molecular environment 

are not taken into account. In any case, by calculating the LUMO we can refer all BE 

to the vacuum level. 

We consider the following molecules: methyl-alcohol (CH3-OH), ethyl alcohol 

(CH3CH2-OH); dimethyl ether (CH3-O-CH3), diethyl ether (C2H5)-O-(C2H5); acetone 

as an example of a ketone (CH3-(C=O)-CH3), ester (CH3-(C=O)-O-CH3), carboxylic 

acid (CH3-(C=O)-O-H) and carbonate CO3. We then calculate the core-level binding 

energy in the C in pure CH3 groups not bonded to any O, and average over the 

different molecules. Next, we consider the two alcohols and average the C1s CL-BE 

in the C-OH group. The C-O-C group occurs in both ethers and in the C at the end of 
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the (O=C)-O-C group in the ester. The C in the middle of the (O=C)-O occurs in both 

the ester R-(O=C)-O-R and the carboxylic acid R-(O=C)-OH and is also averaged. 

Finally the C=O without an additional O occurs in the ketone. 

 

Table 9.4 C1s core-level binding energy shifts in different organic groups. The 

column labeled screened, means CL-BE is calculated from εC1s averaged with and 

without core-hole and electron added to LUMO, initial means only initial state shift. 

Experimental values from Payne et al. (Payne et al., 2009). For the CH3 we give the 

actual calculated CL-BE with respect to vacuum, for the others the shift relative to 

this one. 

group screened initial Expt. 

CH3 291.3 266.1 284.8 

C-OH 1.0 1.3 1.5 

C-O-C 1.2 1.3 1.5 

C=O 0.6 2.6 2.9 

O=C-O 1.7 3.6 3.8 

CO3 5.6 6.4 5.5 

 

 

The results are shown in Table 9.4. Except for the CO3 case, the results agree 

better with experiment for the initial state shift calculation. This is because in the case 

of the calculation including a final state shift, a charge transfer to the molecule is 

assumed and this overestimates the screening. We note that the absolute values cannot 

be directly compared to experiment because they use different reference levels. 

Clearly the shifts increase with increasing number of O bonded to C or O bonded 

more strongly (e.g. double bonded) to C. The alcohols and ethers provide different 
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shift because the O is either bonded to another C (O shared between two C) or O is 

shared between a C and a H. The deviations between different molecules containing 

the same group are of order a few 0.1 eV, which shows that the idea of associating the 

shift with different O environments makes sense. In fact the O is expected to pull 

electrons away from the C and therefore increases the binding energy. 

Next, we consider the corresponding O1s CL-BE shifts. Based on the previous 

results for C1s shifts, we think the initial state shift calculations are more reliable but 

nonetheless, we have given both for comparison. We can see that the shifts again have 

a systematic trend with the number of carbons per oxygen.  They are the lowest in the 

ethers where two C are bonded to the O, then in the alcohol. The shift in the ketone is 

also small. The largest shifts occur for the carbonate. Shifts of about 2.2 eV occur for 

the single bonded O in the O=C-O group, either in the ester or the carboxylic acid.    

        These trends agree with the results of Payne et al. (Payne et al., 2009). The 

results suggest that the O1s peak at 2.2 eV shifted from the main peak could be 

explained by esters or carboxylic acids physisorbed on the LAO surface, already 

covered by H and OH. The same functional group has a carbon contributing to the D 

peak in the C1s spectrum (Figure 9.2). It also has a carbon corresponding to peak B in 

the C1s spectrum. Both of these peaks indeed lose intensity under annealing at 500 

°C.   

In Table 9.6, we summarize concentration and full width at half maximum 

(FWHM) corresponding to the different subpeaks of the C1s spectrum before and 

after annealing. The main change in the C1s spectrum actually occurs in the C-peak 

corresponding to ketones. But as we see in Table 9.5, the corresponding O peak does 

not match the 2.2 eV O1s peak. The reduction in the B-peak may have contributions 
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from ethers and alcohols. However, there should be more or less a one-to one match 

in the D-peak loss and the O1s 2.2 eV peak loss. In order to calibrate quantitatively 

how much of this 2.2 eV peak can be ascribed to the corresponding loss in D-peak, 

additional considerations are required. The total C and O loss in the spectrum would 

have to be normalized in the overview spectrum relative to the La peak, which is 

assumed to stay unchanged. We have not pursued to carry this out in detail. While the 

D-peak is reduced upon annealing it does not completely disappear as does the O 2.2 

eV peak. Nonetheless, we may conclude that the O1s peak could be ascribed 

reasonably to esters and carboxylic acid physisorbed on the surface. These molecules 

being weakly bonded only to the surface, it appears reasonable that they desorb much 

easier than the chemisorbed H and OH. 

Now that we have determined the origin of the 2.2 eV peak in the O1s spectrum 

as carbonaceous in origin, it is interesting that the amount of such physisorbed species 

seems to differ depending on the growth conditions of the film. The amount is larger 

for the 10
-6

 Torr grown samples, which are more conductive because they have a 

larger concentration of oxygen vacancies. No change is observed depending on the 

thickness of the LAO film being below or above the critical thickness for formation of 

a 2DEG. Thus it is not clear that conductivity of the surface plays a role in the amount 

of carbonaceous species deposited. It appears that under the lower partial pressure of 

O2 a higher amount of Carbonaceous species are available in the growth environment, 

or, possibly, the negatively charged surface oxygen vacancies could locally attract 

greater amount of atmospheric carbon. 
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Table 9.5 Core level binding energy relative to vacuum and core-hole binding energy 

shifts of O1s state (in eV) in the different molecules relative to center of the slab 

(already covered with OH and H) in the LAO slab after we align them with the 

vacuum level (539.05 eV). Positive values mean higher binding energy. 

molecule chemical formula O-site screened shift initial shift 

LAO bare ref.   539.05 0.00 505.34 0.00 

water H2O  540.39 1.34 506.45 1.11 

Methanol 

ethanol 

CH3-OH 

CH3-CH2-OH 

 539.99 

540.13 

0.94 

1.19 

506.39 

506.4 

1.05 

1.06 

dimethyl ether 

diethyl ether 

CH3-O-CH3 

CH3-CH2-O-CH2-CH3 

 540.72 

540.71 

1.68 

1.66 

506.66 

506.38 

1.32 

1.04 

ketone CH3-(C=O)-CH3  538.53 -0.50 506.08 0.74 

ester 

 

carboxylic acid 

CH3-(C=O)-O-CH3 

 

CH3-(C=O)-O-H 

 

C=O 

C-O-C 

C=O 

C-O-H 

538.67 

540.99 

538.95 

540.85 

-0.38 

1.94 

-0.10 

1.80 

505.96 

507.86 

506.31 

507.70 

0.62 

2.2 

0.4 

2.1 

carbonate 

 

CO3 C=O 

C-O 

541.37 

541.47 

2.32 

2.42 

509.97 

509.80 

4.63 

4.53 

 

 

Table 9.6 Concentrations c in % and FWHM w (eV) of subpeaks of the C1s 

spectrum. 

Temp pO2 A B C D 

°C (Torr) c w c w c w c w 

Room 10
-6

 59.17 1.18 23.69 1.12 4.88 1.04 12.26 2.26 

Temp 10
-4

 63.66 1.12 20.63 1.16 6.35 1.21 9.36 1.91 

500 10
-6

 72.80 1.49 24.54 1.90 0.00 0.00 2.66 1.24 

 10
-4

 76.36 1.33 21.15 1.75 0.00 0.00 2.49 1.22 
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9.7 Conclusions 

In this chapter, we combined an experimental XPS study of the adsorbed species 

on LAO surfaces and their desorption under annealing with calculated analysis of the 

atomic bonding energies and the core-level binding energies. We showed, that OH is 

indeed less strongly bonded to the surface than H. However, both are too strongly 

bonded to explain desorption at 500 °C. The core-level calculations show that the 

peak shifted to 2.2 eV higher binding energy from the main O peak cannot be due to 

either OH or surface O with H. Instead it is related to carbonaceous species such as 

esters and carboxylic acids. Consistent losses in both the C1s and O1s spectra were 

observed under the same annealing conditions to support this interpretation. In terms 

of the calculations, we showed core-level binding energy shift calculations require a 

careful analysis of the reference level questions as well as consideration of the final 

state screening effects. For the chemisorbed species, we obtained good agreement in a 

model in which screening changes are included and compensation of the core-hole by 

electrons added at the lowest empty levels are assumed. For the molecules which are 

physisorbed, we showed that we can nonetheless align these core level shifts with 

those on the surface by referring all to a common vacuum level. On the other hand, 

for the molecules we should not assume a transfer of electrons to the molecule LUMO 

as this would overestimate the screening effects. Initial state core level shifts in this 

case provided a better agreement with experimental data. 
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Local structure of Ca dopant in BaTiO3 - (Bi0.5Na0.5)TiO3 system by Ca K-edge 

X-ray absorption  near-edge structure and first-principles calculations 
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X-ray absorption near edge structure (XANES) experiment are performed on Ca-

doped BaTiO3 - (Bi0.5Na0.5)TiO3 (BT-BNT) samples and compared with first-

principles XANES simulations. The feature of the measurement Ca K- edge XANES 

are consistent with the first-principles XANES of Ca on the Ba site and inconsistent 

with  Ca on other sites. The clear agreement between and first-principles theoretical 

XANES spectra report here is by far the good evidence of Ca substituting for Ba in 

0.9BaTiO3 – 0.1(Bi0.5Na0.5)TiO3. This work illustrates that a first-principle 

framework, which used to study impurities in crystal, can be used in conjunction with 

XANES measurement in order to identify an impurity structure with a high degree of 

confidence. This approach may thus be applicable to study impurities in other 

composite compound crystals. 
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First principles study of Ca in BaTiO3 and (Bi0.5Na0.5)TiO3 

Ittipon Fongkaew
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3
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  BNT-BT is one of the promising candidates as a high temperature relaxor with high 

Curie temperature and preferred  dielectric constant characteristics. The addition of 

Ca has been shown experimentally to improve the temperature characteristic of 

capacitance for the  BNT-BT system. In this work, Ca impurity in perovskite BaTiO3 

and (Bi0.5Na0.5)TiO3 have been studied based on first-principles calculations to 

determine their favorable location and thier electronic properties. In both  BT and 

BNT, Ca atom energetically prefers to substitute for cations mainly Ba, Bi, Na, and 

Ti, depending on the growth conditions. Detail of local structure, formation energies, 

and related electronic levels will be presented. 
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