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KEYWORD: FIRST PRINCIPLES/ PEROVSKITE/INFRARED SPECTROSCOPY/

LOCAL VIBRATIONAL MODE/ X-RAY ABSORPTION

In this thesis, local structure and signatures of defects in different perovskite
materials and their interfaces have been calculated using first-principles approaches.
They are compared with available experimental results. The main focus is on three
types of signatures that are strongly related to the local structures of defects; the
vibrational frequencies, the x-ray absorption spectra, and x-ray photoelectron
spectroscopy. Important results can be briefly summarized as following. (1) We have
studied the stability and local vibration modes of a hydrogen (H) in cubic perovskite
SrTiO;. We propose that the cause of the observed 3500 cm ' band is a H in a Sr
vacancy (H-Vs;) , while the 2H-Vs, complexes which can also form in samples with
high H concentrations have the frequencies consistent with the observed hump in
agreement with the experimentally observed 3500 cm ' band. In addition, we also
propose that the distinct twin peaks at 3355 and 3384 cm ' are associated with the

complex defects between H and V7. (2) We have been presented method to study and
identify local structure of transition metal and metal doped in perovskite by combine
formation energy approach with XANES simulation. Our results show good

agreement with the measured spectra. (3) Effects of structural relaxation,
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interdiffusion, and surface termination on 2DEG formation at the LAO/STO (001)
interface were investigated by various models of LAO/STO interfaces with the goal of
evaluating different possible mechanisms to avoid the polar discontinuity with or
without formation of a 2DEG or electronic reconstruction. The resulting electron
densities in various models are discussed. (4) We combined an experimental XPS
study of the defect termination on LAO sﬁrfaces and their desorption under annealing
with calculated analysis of the atomic binding energies and the core-level binding
energies. These are used to interpret the changes in XPS spectra of an LAO film under
different growth and annealing treatments. We find a peak with ~2 eV binding energy
shift toward higher binding energy in the Ols spectrum cannot be associated with OH
as is commonly assumed. Instead it is assigned to carbonaceous species by studying

the corresponding changes in the C1s spectrum.
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CHAPTER

INTRODUCTION

1.1 Overview

Recent advanced computation and measurement techniques make it possible to
investigate local atomic structures and properties of real materials in details. The
“first principles calculations” or “ab initio calculations” based on quantum mechanical
calculations of the electronic structures and density functional theory (DFT) allow
one to model materials without taking any information from the measurements except
the fundamental information about each element, i.e., the number of protons and
electrons. Hence, the approach is highly unbiased. However, in most cases the
system composes of a very large number of atoms; leading to an even larger number
of electrons. Consequently, one cannot solve the set of Schrodinger equations of these
systems because of two main practical reasons.

(1) The interactions between electrons as well as electrons-nuclei are
complicated. (2) The number of electrons in the systems is too large. To reduce the
complication of the interactions in the systems, some approximations have been
introduced. The complicated many-body interactions between electrons can be
approximated by simplifying the exchange-correlation term in the potential. The most
commonly used approximations are based on density functional theory (Kohn and
Sham, 1965) with the local density approximation (LDA) (Ceperley and Alder, 1980)

or generalized gradient approximation (GGA) (Perdew et al., 1996). Based on these



approximations, the complicated many-body problem is reduced into a solvable set of
equations. The solutions of the set of equations lead to the ground state electronic
wave functions as well as many other properties; including the total energy of the
system. In the past, because the computational resources were very limited and the
computational techniques were not well optimized, the calculations were capable of
only small systems such as perfect crystals of a small number of atoms in the unit cell.
With today advanced computer systems and highly developed computations
techniques at various levels of approximations, the systems to be studied can be
reasonably large. One can create unit cell that is sufficiently large containing a defect
or an impurity inside to imitate their behaviors under diluted limits, e.g.
(Limpijumnong and Van de Walle, 2004; Limpijumnong ef al., 2006; Li et al., 2011).
This opens up the opportunity to computationally study real materials that are not
perfect; allowing direct comparison with experiments. In additional to the core part of
the computational techniques, there are additional computational algorithms and
modules focusing on generating the measurable properties based on the computed
electronic structures and local atomic structures. For examples, (1) the computational
codes called FEFF (Chasse et al., 2002; Rehr et al., 2009) can generate the x-ray
absorption spectrum associated with a given structural model of the materials, (2) the
computational codes called nextnano3 (Trellakis et al.,, 2006) can simulate
Schrodinger-Poisson (SP) equation for the transport properties based on electronic
structures from density functional calculation of a given material system, (3) the
additional module in the ABINIT codes (Gonze, 2005) that can be used to generate

photon spectra, and (4) the additional module of FP-LMTO codes that can be used to



calculate the resonance x-ray emission spectroscopy (RXES) and x-ray photoelectron
spectroscopy (XPS) (Preston et al., 2008).

While the advanced computational techniques can be used to study a wide range
of material systems, this work is focus on the ABOs-perovskite crystalline compounds
that have high potential for electronic, optoelectronic and other advanced
technological applications. This class of material has interesting properties in various
aspects, such as ferroelectricity (Bednorz and Miiller, 1984), piezoelectricity (Wang et
al., 2007) and semiconductivity (Frederikse et al., 1964). Recently, the discovery of
high mobility 2D electron gas at interfaces between perovskite (e.g., SrTiO3) and
other oxides (Ohtomo and Hwang, 2004) further opens up new opportunities in oxide
electronics. These properties lead to many important applications of perovskite
oxides, such as optical wave-guides, laser frequency doubling, high capacity
computer memory cells, superconductivity, and etc. (Orlando Auciello, 1998; Mete et
al., 2003; Janotti et al., 2012).

Similar to other semiconductor materials, the physical properties of perovskite
oxides are affected by both intentional and unintentional defects. The computational
study of defects and interfaces in tetrahedral-bonded (four-fold coordination)
semiconductors such as Si, Ge, GaAs, CdSe, GaN, AIN, InN, ZnO, and etc, is very
well developed and extensive (see for e.g., Stampfl and Van de Walle, 1999; Van de
Walle et al., 2001; Van de Walle and Neugebauer, 2004; Northrup and Zhang, 1993;
Mattila and Nieminen, 1996; Janotti and Van de Walle, 2007; Du et al., 2005; T-
Thienprasert et al., 2012). However, to our knowledge, computation study of defects
and interfaces in perovskite oxides is quite limited. To aid the engineering process of

this class of materials to the same success as those group-V, III-V and II-VI



semiconductors, it is important that the computational framework for this class of
materials is well established. Although, it seems straightforward to apply the
framework of the four-fold coordination semiconductors to this class of materials,
there are two major differences. (1) Perovskite oxides are ternary compounds which
mean their growth conditions involve much more complicated conditions in the
chemical potential space. In binary compounds, for instance GaN, the extreme
growth conditions can be either Ga-rich or N-rich and other growth conditions can be
varied in between the two. But for perovskite oxides, for instance SrTiOs, there are
three chemical potentials involved and the thermodynamically stable growth
condition is defined in this three dimension space of the chemical potentials. (2) In the
perovskite structure, the coordination of the cations and the empty space in the crystal
are very different from the well-known diamond-like structures (wurtzite and
zincblende). This is very important to understand the defects and interfaces. For
example, the common sites for an interstitial atom such as bond center (BC),
antibonding (AB), octahedral and tetrahedral opening sites are no longer the same.

In this thesis, we plan to select some interesting defect and interface systems of
perovskite oxides that can be used as examples to establish the framework for
standard computational study of defects and interface in this class of materials. Not
only the new knowledge on the selected systems will be obtained, but we also hope
that the procedure used will set an example that can be applied to study other defects
and interfaces in this class of materials.

For defects and impurities, we choose to study hydrogen, selected native defects

and cation impurities such as Mn in SrTiO3; and Ca in BaTiO; and (Bi;,Na;;)TiOs.



For interface, we choose to study 2D electron gas in SrTiO3/LaAlOs system. These
choices of the systems are based on following reasons.

Hydrogen, selected native defects and cation impurities in SrTiO3;: Hydrogen is
known to greatly impact materials’ electronic properties and is very difficult to avoid
incorporation during growth due to its high diffusivity and availability. In oxides,
hydrogen has been suspected to exist as interstitial defects, substitutional defects as
well as defect complexes with other impurities and native defects. Each form of H has
unique effect on the conductivity of the host material. Therefore, it is very important
that the correct form of H is identified. Because H can exist in different forms, H in
SrTiOs is a good example system to study possible defects in perovskite structure. For
oxides, cation-doping is generally used to intentionally dope the material to gain
desired conductivity needed. For BaTiOs, metal and transition-metal atoms has been
proposed as doping elements. Calcium (Ca) doping can effectively improve the
temperature characteristic of capacitance (TCC) for the BaTiOs or (Bi;,Na;»)TiOs
system (Yuan ef al., 2010), the nonlinear optical and electro-optic coefficient, which
is important properties to designing nonlinear optical device can be dramatically
enhanced by doping Fe (Zhang et al., 2007). Other cation impurities such as Zr or Sn
in BaTiO; or Ca, Pb, and Ba in SrTiO; crystals can change their relaxor ferroelectric
behaviors (Maiti et al., 2008); (Moura et al., 2008; Wei and Yao, 2007; Bednorz and
Miiller, 1986; Lemanov et al., 1996). To enhance the stability against chemical
reduction, a metal element with a lower valence state, e.g., Mg%, Ni**, and Mn’ ", can
be used to dope into perovskite oxides as an acceptor dopant (Moriwake, 2004; Jia et
al., 1994). Two-dimension electron gas in SrTiO3;//LaAlOs system: Intrinsic point or

native point defects such as O vacancies and other vacancy related defects are



believed to play an important role in electrical conductivity and in detaining dielectric
property of perovskite oxides (Scharfschwerdt et al., 1996). Oxygen vacancies or
some kind of cation intermixing are believed to be the cause of carriers with a density
varying in a wide range, e.g., from 0.5 e/A up to three orders of magnitude more in
the interface between two band insulators LaAlO; (LAO) and SrTiO; (STO)
perovskites (Eckstein, 2007; Li et al., 2011) leading to a 2D electron gas. There are
variety of models proposed to explain the origin of this interesting carriers at the
interface. Recently, Li ef al. (Li et al., 2011) showed, based on density functional
calculations, that oxygen vacancies are preferentially formed on the LAO surface.
These surface oxygen vacancies provide the carriers that lead to the two-dimensional
electron gas at the interface. This work demonstrates that the band profile at the
interface is mainly determined by the concentration of the surface oxygen vacancies
consistent with available experimental results. A. Janotti et al. (Janotti et al., 2012)
introduced a model to explain the high electron density of 3.3 x 10" cm™ (0.5
electrons per unit cell) by assuming that the carriers are originated from somewhere
other than the ideal interface. The sources can be oxygen vacancies or Sr-La
intermixing at the interface. They proposed that if the exposed AlO, (LAO top of
surface) surface is passivated, the electron transfer is suppressed and a 2DEG can in
principle be observed. Based on their work, the role of the free surface LAO is very
interesting and require further investigations.

Although, perovskite oxides have been investigated theoretically and
experimentally for many years, there are many outstanding issues that need to be
investigated theoretically. This is especially true for the investigation in the view of

perovskite oxides as semiconductors where the electronic properties of defects and



interfaces are studied in details. Some perovskite oxides systems have been studied
by first principles calculations. However, most of the works are on structural stability
of pure materials and works on defects or impurities are limited. Because doping in
perovskite oxides has been of great interests and experimental results are widely
available with limited theoretical explanations. Learning from other oxides, metal ions
as an impurity can occupy on the cation sites (in this case, A-site or B-site) or act as
an interstitial depending on the equilibrium growth conditions, their ionic radii and
charges. The metal impurities can also form complex defects with other native
defects and other widely available impurities such as vacancies and hydrogen.
Examples of possible complexes are cation impurity on Ti-site with oxygen vacancies
and simultaneous substitution at both A-site atom and Ti site with self-compensation
ions (Eror and Balachandran, 1982; Witek ef al, 1984) and cation impurity —
hydrogen complexes (Weber et al., 1986; Tarun and McCluskey, 2011).
Consequently, in order to gain more fundamental understanding in perovskite
oxides. In this thesis, we propose to perform first principle calculations to investigate
properties of native point defects and impurities in selected perovskite oxide systems
that are of current interests, have technological implications, and can set standard to
study other similar systems. If needed, formation of defect complexes between native
defects and between native defects and dopants will be investigated. To confirm the
predicted local structure models and electronic structure model measurable spectra
and some parameter such as infrared spectra, x-ray absorption spectra, Xx-ray
photoelectron spectra, carrier densities and mobility that can be directly compared
with IR, XAS, XPS measurements and crystal growth processes, will be performed.

The obtained local structure models of defects will provide crucial knowledge for



controlling electronic and optical properties of each perovskite oxide and will pave
the way toward the successful engineering design to utilize the material for electronic

applications.

1.2 Research Objectives

1. To study the electronic and optic properties of selected defects and dopants in
SrTiOs, BaTiO; and (Bi;,Na;»)TiO; perovskite oxides.

2. To study potential defects that is the cause of the recent observed 2DEG in
SrTi03//LaAlO5 interfaces.

For the selected systems under study, their local structures, electronic structures,
energies, or optical properties that can be used to compare with experiments will be

studied.

1.3 Scope and Limitation of the Study

1.3.1 Scope of the study

This thesis will cover a theoretical study of selected perovskite oxides
based on first principles density functional theory. Systems that have impact on
technological applications but not yet thoroughly investigated by first principles
calculations will be selected. At this point, we have identified a few potential systems,
including defects and impurities in BaTiOs, SrTiOs, and (Bi;,Na;2)TiOs. In addition
the SrTi0s//LaAlO; interfaces that are experimentally observed to give 2DEG will be
studied with the focus on the role of defect on LAO surfaces. For selected systems,
depending on the available data in the literatures and current interests, potential point

defects will be selected and studied. The formation of such native defects, impurities,



and related complexes, when needed, will be investigated. Their energetic, electronic
and optical properties will be calculated. If there are experimental characterization

results available, some of the properties will be simulated for direct comparisons.

1.3.2 Limitations of the study

The calculations will be employed at the DFT levels with LDA and/or
GGA (PBE) exchange correlations. DFT calculations are known to provide good and
consistent total energy results and accurate mechanical properties. However, the
electronic band gaps are known to be underestimated due to the simplification
employed (replace the many-body interactions with density functional interactions).
Important defects signatures that can lead to their identifications in actual experiments
will be simulated. Depending on defect, the signatures can be IR absorption
characteristics, X-ray absorption characteristics, X-ray photoelectron spectroscopy,
and etc. For defect calculations, the supercell size of around 120 — 200 atoms, which
is widely accepted to be sufficient to study the diluted limit of defects, is the limit of

our computational resource for the DFT-level calculations.



CHAPTER 11

THEORETICAL APPROACHES

2.1 First Principles Calculations in Materials

First principles or ab initio method means investigation without using empirical
assumption or parameters (Kresse and Furthmiiller, 1996). In order to calculate the
properties of solids or clusters by first principles, the systems are treated as electrons
and nuclei and their behaviors can be described by quantum mechanics, such as the
many-body non-relativistic Schrodinger equation with Hamiltonian H below.

h h 7 D’) A2 1 1 7 2
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Where 7 is Plank’s constant, ¢ is the vacuum permittivity, M, are the mass of
nuclei, m_is the mass of electron, Z are atomic numbers, », and . are the position

of nuclei and electrons correspondingly.

The first and second term are the kinetic energy terms of nuclei and electron,
the third, fourth and fifth terms are the Coulomb potentials for interaction of electron-
nucleus, electron-electron and nucleus-nucleus, respectively. However, quantum

behavior of nuclei is insignificant in most cases, since nuclear mass M, is much
larger than electron mass m_(Martin, 2004). In most first principles method, such as

Hatree-Fock theory or Density Functional theory, nuclei are treated classically and

electrons are described by quantum mechanics.
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2.2 Born-Oppenheimer Approximation

It is more convenient to ignore the motion of nuclei (the first term in equation

(2.1)), as nuclear mass M, is much larger than electron massm_. This results in the

approximation called Born-Oppenheimer or adiabatic approximation (Martin, 2004;
Harrison, 2003). With this approximation, the Hamiltonian becomes;

H__z h h Z_7°7 P 1_2_ A2 1 1 f’7r7,\2
T 2M, T ‘i‘zme o dnie, |‘I’ oo O __;I (2.2)

vy i .

ol

=T+V_ +V, +E

Or H=H_+E,, where T, V_, V, and E, are the second to fifth term in
Equation (2.1) or the first to fourth terms in equation (2.2); H_ includes the first three
terms related to interaction on electrons, and E,is simply reduced to the classical
Coulomb potential of nuclei.

States of electron are possibly to be determined by H_ with the nuclei at certain
positions .. If the wave functions W of electrons are obtained, the energy of the
system can be determined as

E=(¥|H, |¥)+E, (2.3)
Many useful quantities can be derived from the system energy. For example,
the force (by electron) on a nucleus at f\l can be obtained via Hellmann-Feynman

theorem, and the force on the nucleus at ., due to other nuclei can be calculated

classically (Martin, 2004; Feynman, 1939). Therefore, the force on the nucleus at f\]

1S
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(2.4)

The force obtained can be used for optimization of the systems or dynamics

calculations such as ab initio molecular dynamics (ab initio MD).

2.3 Density Functional Theory (DFT)

The problem of first principles calculation for solids or cluster of atom is

reduced to a Schrodinger equation of many electrons, as shown below.

2

~

1 7 a7

h 1 1
He = _Z_ ! _Z_ _Z_a — Kt +\]int (2.5)

i 2m, dme, | i#]

i ‘»ll T i )

T is the kinetic term, and V_, is Coulomb potential due to nuclei which is
independent to electrons V, is the most problematic term since it depends on the
state of electrons, but the state of electrons is to be determined by H_ .

One may apply the independent electron approximation to split the N-electron
Schrédinger equation to one-electron Schrodinger equations and to solve the N
equations one by one from this with lowest Eigen energy, but it gives no correlation
(the third term in equation (2.5)) between electron (Martin, 2004). Since electrons are

indistinguishable, and electrons are Fermions which follow Pauli exclusive principle.

1> =29 N/ ~o

It requires the wave function ¥( for = 7 and 1#j, and

|¥(5, 5.’y,, remains unchanged with exchanging any two coordinates S N-

S ey ,
electron wave function may therefore be expressed as determinant (known as Slater
determinant) of the N one-electron wave functions in N coordinates as shown below

(Martin, 2004; Harrison, 2003).
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It is Hartree-Fock approximation, if the V, 1is approximated by self-consisting

mean field potential (guess the wave function and electron density to calculate the
potential due to average guess electron density, and use the solution or combine it

with old guess as new guess). The (average) electron density n(r) is
n(n) =Xy, 2.7)

The Hamiltonian H,, under Hartree-Fock approximation is

2 . 1’1(:

L - - 2.8)

h
H =-y—
w= 4me, T |7

i 2rn'c v,

el

In DFT, however, the correlation of electrons is included, at least in principle,
and the convenience of independent electron approximation is kept. By the two
Hohenburg-Kohn Theorems, the ground state electron density n (r) determines the
V_, (and therefore the He), and there is a universal energy functional E[n] for any V_
that E[n,] is the global minimum and equal to the ground state energy of H.. If the
form of the energy functional is known, the ground state density n (r) and the ground
state energy E, are obtained, many properties can be derived from them, and the aims

of first principles calculation can be achieved.
However, the form of energy functional is not known, so approximation is
applied in DFT calculations. The energy (only consider the many-electron system) in

functional form is
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E[n, =T[n, ]+ V,[n,]+V,,[n,] (2.9)

ext int

Consider the Kohn-Sham approach, which assumes that there is a many-
body system without interaction equivalent to the original many-body interacting
system which gives the same energy E and the same electron density n. The original

potential (V_ +V,

int

) is only replaced by an effectives potential (V,,) in formula, but

the “electrons” in the new system act independently. The formula of Kohn-Sham

Hamiltonian H,, is H,, added by the exchange and correlation termE, ..

HF

A 1 72 » . 1’1(: -
— T - e (2.10)

i 2m ' 4me u | . ol .
e 0 1 1]

And the ground state energy is:

I K
E[no]zT[no]—% 1 I I—In°—(|‘q R T —xerly] (2.11)

dme 1

0

Since it is non-interacting system in Kohn-Sham approach, the N-electron wave
function is a determinant of N by N single electron wave functions as equation (2.6),
but it is not the independent electron approximation in DFT. The electron density n

can also be expressed by N one-electron wave function y, as equation (2.7). By

applying variational principle to the energy functional in equation (2.11), the N-
electron Schrodinger equation can be separate into one-electron Schrodinger like
equation (Kohn-Sham equation) as show in equation (2.12) below (Harrison, 2003;

Jones and Gunnarsson, 1989).
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The exchange and correlation term E,  in equation (2.12) is not known in

general, but it can be approximated by different approaches such as Local density
approximation (LDA), Generalized Gradient approximation (GGA), Perdew-Burke-
Ernzerhof (PBE) and Hybrid functional Heyd-Scuseria-Ernzerhof (HSE) which is a
class of approximations to the exchange—correlation energy functional in density
functional theory (DFT) that incorporate a portion of exact exchange from Hartree—
Fock theory with exchange and correlation from other sources (ab initio or empirical).
DFT can be extending to spin-polarized systems, with consideration of both electron
density and spin density. By self-consistent process, as show in Figure 2.1, the energy

functional E[n]is minimized with the set of one-electron wave function . obtained

from equation (2.12) to solve the many-electron system. The total ground state energy

of N electrons (non spin-polarized) is

ML el e @


https://en.wikipedia.org/wiki/Exchange_interaction
https://en.wikipedia.org/wiki/Electron_correlation
https://en.wikipedia.org/wiki/Functional_%28mathematics%29
https://en.wikipedia.org/wiki/Density_functional_theory
https://en.wikipedia.org/wiki/Density_functional_theory
https://en.wikipedia.org/wiki/Hartree%E2%80%93Fock_theory
https://en.wikipedia.org/wiki/Hartree%E2%80%93Fock_theory
https://en.wikipedia.org/wiki/Ab_initio_quantum_chemistry_methods
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start geometry

charge distribution

effective potential

Kohn-Sham equation

diagonalization of matrix

eigenvalues and eigenvector

Geometry optimization
Self-consistent field (SCF) cycle

wave functions

charge density

total energy and force

other properties

Figure 2.1 Scheme of typical electronic calculation. The outer cycle represents the
geometry optimization or other manipulation of geometry. The inner cycle is the self-
consistency procedure to solve the Kohn-Sham equation.(Martin, 2004; A J Freeman

and Wimmer, 1995).
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2.4 Basis, Pseudo-potential and Projector Augmented Wave method

The wave functions of electrons are not analytical functions, except very few
simple systems, such as a hydrogen atom. During computation, wave function can be
denoted as digits for each grid point in the space (or in reciprocal space) being
considered or decomposed in different sets of basis, like plane wave basis, atomic
orbital basis or Gaussian basis. Plane wave basis is implemented in VASP, the code
for all first principle calculations in this project. More issue about plane wave basis is
shown in the following in this session.

In a crystal, the (one electron) wave function y, , by Bloch Theorem, is

R e (2.14)
Where u, (-, is periodic with period equals to the lattice vector k . Expressing
u, in Fourier series, it becomes equation (2.15) below.

sum -

UNE L (2.15)

Where G, is the reciprocal lattice vector.
It automatically spans in plane wave basis. In computation, it includes only

finite terms with ;T;ml <y, and q is the cutoff wave number. Cutoff energy E_ ., is

defined as 3 which is more commonly shown in DFT calculations with plane
m

wave basis (Gonze, 2005; Van de Walle et al., 2001).
Using plane wave basis set has some advantages, compared to other basis sets
like those localized basis sets, for example, atomic orbital or Gaussian-type basis. It is

complete orthonormal basis set to span any periodic functions. The accuracy can be
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simply controlled by cutoff energy E

cutoff

or cutoff wave number q, as it converges as

q—>, and it is easy to formulate. For example, performing Fourier transforms

between real space and reciprocal space or calculating matrix elements of different
observables (Ohno et al., 2012; Springborg, 2000). It is easy to calculate 3-dimension
periodic systems (bulk crystalline solid). However, it also induces some
disadvantages. The boundary condition of simulation box is restricted to 3-
dimentional periodic. To simulate systems of low-dimensional, such as surfaces
(LAO//STO surface and interfaces in Chapter 1X), huge box or unit cell of simulation
with vacuum region is required to reduce the interaction between different periods

that results in significant increase of computational demand. Huge simulation box can
also increase the basis size for the same cutoff, since the different between G in

equation (2.15) decreases with size. Most electrons behave localized around nuclei,
but plane waves are extending in space, so it requires a large set of plane waves (high
cutoff energy) to span the wave functions.

The core electrons of atoms are of less interesting for most purposes of studies,
since they hardly change in different situation, such as in chemical reactions. It should
improve the speed of calculating, if only valence electrons are considered, with core

electrons ignored.
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Figure 2.2 The pseudowavefunction (blue dash line) and the true wave function (blue
solid line), and the corresponding pseudopotential (orange dash line) and true

potential (red solid line) from an atom at R. . The cut off radius is r..

Pseudopotential method is developed to increase the efficiency of computation
by reducing the number of electrons and the size of basis, therefore especially
important for plane wave basis. In pseudopotential approximation, the Kohn-Sham
effective potential (last three terms in left side of equation (2.12)) is further replaced
by an effective potential (called psuedopotential) that keep wave functions of valence
electron outside a certain cutoff radius r. from a nucleus, like Figure 2.2, but the core
electrons and the singularity of Coulomb potential are removed from the effective

systems. It restricts to keep the norm of wave function within cutoff radius in the
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approach of norm-conserve psuedopotential. The ultrasoft-psuedopotential, faster but
less accurate in general, aims to mostly smoothen the wave functions within the cutoff
region, leading to reduce the number of plane wave to span waves functions.
Correction of relativistic effect can also be induced in the psuedopotential (Martin,
2004; A J Freeman and Wimmer, 1995).

By generalizing pseudopotential and projector augmented wave (PAW) method
(Blochl, 1994; Kresse and Joubert, 1999) are developed to improve the accuracy, and
keep the efficiency. PAW is also employed in VASP code for the calculation of
almost work in this thesis.

Blochl (Blochl, 1994) proposed the projector augmented wave method and
started that “The physically relevant wave functions in this Hilbert space exhibit
strong oscillation, which make numerical treatment cumbersome. Therefore, we
transform the wave functions of this Hilbert space into new, so-called pseudo (PS)
Hilbert space.” This is basic idea of PAW method. A linear transformation 7 is used
to transform pseudo wave functions (1 ) to wave function in all-electron method ().

The transformation t is chosen to be some local atom-center contribution ~
within augmentation region Q, but unchanged elsewhere, so,

=3 (2.16)

Similar to pseudopotential, ~ are chosen that transform some (\ ), which are

smoothen in Q_, to some (v, ), which usually are the valence atomic orbitals of an

isolated atom orthogonal to core state. Core electrons are treated in a similar way, but
the wave functions of core electron are not changed in the self-consistent process in

calculation (Kresse and Joubert, 1999). Most calculations are done with pseudo wave
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functions and pseudo operator in pseudo Hilbert space, so the efficiency is close to
ultrasoft pseudopotential method. The result can be projected back to Hilbert space of
all-electron method, so the results are consistent to all-electron calculations with

frozen core approximation.

2.5 Periodicity of the Crystal

In order to apply DFT to a real crystal, the KS equations should be solved for all
the particles present in the system. Since there are too many particles in a real solid
(roughly 10** electrons and ions per cm’), this will be computationally impossible.
Therefore one should look for other possible approximations to solve the problem.
Crystal structures are built up from a unit cell which is periodically repeated. To
reduce the number of particles in a calculation, it is enough to consider only the unit

cell of the crystal. It consists of atoms, whose arrangement defines the crystal’ s

symmetry, and its repetition in three dimensions in space generates a crystal structure.
The unit cell is characterized by lattice parameters. To predict the property of a crystal

it is enough to solve the Kohn-Sham equation for a small unit cell of a real solid.

2.6 Brillouin Zone Sampling and Other Techniques
For periodic system, summation of the Eigen value ¢ in equation (2.13) is
replaced by integration of ¢, for the k over the Brillion zone for all occupied band

(equation (2.17)), and in formalism, should be done by calculating the total energy

period (unit cell).
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N/2
2; g — /jsk’idk (2.17)

In computation, the Eigen values can be obtained at finite number of k-points,
and interpolation may be done between discrete k-points. However, some problems
rise then. For example, the choice of k-points may affect the efficiency and accuracy
of calculation. If there are partial occupied bands, such as those in metals, the
integration has to stop at Fermi-level. It may also cause numerical instability and
difficultly in converging, since the occupation of the states around Fermi-level might
change rapidly during iteration to search the ground state.

There are many ways to sample the k-point. Monkhorst and Pack (Monkhorst

and Pack, 1976) suggested a q, xq, xq, Monkhorst-Pack mesh point given by

A —ug, Tu,U

1Nl PR

J

; (2.18)

3

WhereG,, G,, G, are the reciprocal lattice vectors, and

ui=2rz-;:11‘i_1, r=1,2,...q, wherei=1,2,3 (2.19)

This gives and unbiased sampling in the Brillouin zone, and the mesh is
symmetric. Some points would be equivalent, for the lattice with symmetry. The even
Monkhorst-Pack mesh point is more efficient than odd Monkhorst-Pack mesh point,
in general(Ohno et al., 2012; Martin, 2004). For example, both of the mesh of 3x3x1
and 4x4x1 for square lattice can be reduced to only three inequivalent k-point, but
4x4x1 is certainly denser than 3x3x1. It should be notice that even Monkhort-Pack

meshes do not include gamma point (0,0,0) in Brillouin zone, but it is necessary to

include gamma point for some geometry, such as hexagonal lattice. Therefore, the
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choice of k-points should be concerned, although sometimes it is not mentioned in
report.

To improve the numerical stability, especially in metallic systems, smearing of
the states can be applied. Fractional occupations of states occur with smearing, so that
density of states is smoothened and the occupations of states around Fermi-level
change continuously during iteration. Many schemes of smearing are possible. For
example, Fermi smearing produces the smearing such that occupation of states

follows Fermi distribution. Fermi-Dirac function:

€, ~€) 1
f - = - - (2.20)

and

(€€ _1 | | € —€
S — ¥} —erf - (2.21)

Gaussian smearing are applied in this thesis for metal and semiconductor,
respectively. The degree of smearing is related to the o parameter called smearing
width. Occupation of states above Fermi-level depends on the scheme of smearing,
but there should be more occupation above Fermi-level for larger smearing width in
general. As DFT is derived for a system ground state, occupation above Fermi-level
would produce error. For accurate calculation, a dense mesh of k-point and a small

width of smearing should be used.



CHAPTER III
CALCULATION METHOD FOR DEFECTS IN

SEMICONDUCTORS, INTERFACES AND SURFACES

In this chapter, the methodologies need for investigating selected defect in
semiconductor and interfaces of semiconductor structure (in chapter V to IX) are
described. First principles calculations enable us to investigate their behaviors and
properties. Base on first principle calculations, one can investigate several properties,
e.g. local geometry of defect, electronic structure of defect, defect infrared
spectroscopy signature, x-ray absorption characteristics and x-ray photoelectro
spectroscopy. The defect formation energy can also be obtained. The formation
energy can be used to estimate the defect concentration. For the calculations, we use a
plane-wave pseudopotential cade called “Vienna Ab-initio Simulation Package

(VASP)” (Kresse and Furthmiiller, 1996; Kresse and Furthmiiller, 1996).

3.1 Defect Concentration

For creation of defects and impurities in a crystal normally costs energy. One of
the main quantities in the study of point defects is the Gibbs free energy. In
thermodynamic equilibrium the concentration ¢ of an impurity in a crystal is given by

the expression (Van de Walle and Neugebauer, 2004; Kohan et al., 2000).
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c=Nexp(-AG/k,T) (3.1)
Where N is the number of equivalent possibilities, with the same energies, in

which the defect can be incorporated (per unit volume). AG is the change in the

Gibbs free energy of the system, A, is Boltzmann’s constant, and 7 is the

temperature.
The change in Gibbs free energy of the system is given by
AG =AE+ PAV -TAS (3.2)
Where AEis the change in the total energy (contains chemical potential terms), P is
the pressure, AV is the change in the volume when an impurity is introduced into the

system, and AS is the change in vibrational entropy of the system. The change in the
volume 1is negligible for most crystalline solids at moderate temperatures and
atmospheric pressure. Moreover for different defects, the change in vibrational
entropy 1s usually very small. Therefore the Gibbs free energy of the system is equal

to the formation energy (AE = E, ) of the system. Hence equation (3.1) can be written

as
c= Nexp(—E/. /k,T) (3.3)

According to this equation, defects with high formation energies will occur in

low concentrations. Since the growth of a semiconductor is close enough to the
equilibrium condition, it allow the use of the equation (3.3). This brings up the
prominence of the formation energy of defects in crystals. Though thermodynamics
provides the driving force for the formation of the defects, it should be noted that the

number of defects also depends on the thermal history of the host material i.e. on the
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kinetics of the growth process. In the following, the derivation of the formation

energy is discussed.

3.2 Formation Energy

Density functional theory calculations in the supercell geometry are used as a
standard method to study defects and impurities in semiconductor materials. As
discussed in chapter II, using appropriate exchange correlation energy functional
provides a description of the many-body electronic ground state energy of a system.

Since the purpose of this thesis is to investigate the electronic properties of an
isolated defect in an infinite crystal, performing calculations needs a large supercell
containing a defect which provides a low concentration of defects in a crystal. The
larger the supercell size, the smaller the interactions between defects and impurities in
neighboring supercells, and the better the results will be compared to a single, isolated
impurity. Moreover, relaxation of several layers of atoms around the impurity is also
included inside the supercell.

Equation (3.3) shows that the concentration of point defects and impurities
depends on their formation energies. The formation energy of a defect or impurity D
in the charge state q is defined as

tot tot

E[D'1=E, (D)-E, (bulk)+>An, pu, +q(E, +E, +AV) (3.4)
where E (D) is the calculated total energy of a supercell containing a defect
D in charge state g, E_ (bulk)is the calculated total energy of a defect-free supercell

(bulk), 7, is the number of atoms x being added to a defect-free supercell to create a

defect D, u, 1is the atomic chemical potential of atoms species x, E, is the electron
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chemical potential, also known as Fermi energy, of the system referenced to the

valence band maximum (£,

), which we choose to be the top of the valence band of
the primitive defect-free unit cell. In semiconductor, the Fermi energy can be varied
from the valence band maximum (VBM) to the conduction band minimum (CBM)
depending on the carrier in the material. Sometimes, it can be estimated by assuming
a sample is charge neutral. However, it is often more practical to study the defect
formation energies of defects as a function of the Fermi energy. As the Fermi energy
sweeps though the energy levels associated with defects, electrons move from an

external reservoir into the system to occupy this level. In this picture, the stable
charge state, i.e., charge state g that gives the minimum defect energy £ (D?),
changes as the Fermi level is varied such that the defect levels can be identified with
kink in a graph of defect energy for the stable charge state versus £,.. However, In the
defect containing supercell, the position of band edges (CBM, VBM) is affected by
the defect, which brings different reference energies for the defect containing and the
perfect crystal. In order to assume that we use the same reference energy level for the
calculations with and without the defect, another term (denote as AV') should be added
to the formation energy for charge defect. This is schematically shown in Figure 3.1.
A widely applied practice to determine AV'is to consider the total electrostatic
potential at some point, or region, far from the defect and to align it with the potential

in the same region in the undoped supercell (Van de Walle and Neugebauer, 2004).
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Figure 3.1 Schematic representation of the AV value.

For example, consider an oxygen vacancy as a native defect in an oxide
material. The formation energy or the energy needed for an oxygen vacancy to form
in a supercell is schematically shown in Figure 3.2. According to the definition, the
formation energy is the difference between the total energy of the oxide with an
oxygen vacancy and the initial pure oxide. Since an oxygen atom is removed from the
system and is moved into a “reservoir’” of oxygen atoms (e.g. a gas of O, molecules),

the total energy of an oxygen atom in the reservoir ( z, = E£[O,]/2) should be also

added to the formation energy expression. If the system is electrically charged, then
an extra term should be considered. Here the oxygen vacancy gives away one electron
and has a positive charge state, so the energy of an electron in its reservoir (chemical
potential of the electron) is added to the formation energy expression. As mentioned
before, defects can occur in multiple charge states, and the formation energy is
different for each of them. The stable charge state for an impurity at a given Fermi

level is the one which has the lowest formation energy.
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Figure 3.2 Schematic illustration of the formation energy of an oxygen vacancy in a

crystal.

3.3 Chemical Potentials

As it is mentioned previously, the chemical potentials represent the energy of
the reservoirs with which atoms are being exchanged. The chemical potentials highly
depend on the experimental growth conditions, and should be considered as variables
in the expression of the formation energy.

For example, to align the energy levels between the supercell containing defect
and without defect (bulk), a deep core level of an atom is used as a reference point.
For the bulk, the reference atom can be any atom because they are all equivalent. For
a defect cell, such atom is chosen at the atom that is the most bulk-like, i.c., the atom
that is the most far away from the defect center. The upper limits for the chemical

potentials for a ternary system such as perovskite ABOs, 1, , f4z, and g, are the

energies per atom of the metallic A, metallic B and gaseous O,, which are set to zero

in this study. To grow ABOs crystal in thermal equilibrium, it is required that
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Hapo, = Ma + g +31, (3.5)

However, A and B atoms can form compound with oxygen atom to form their
oxide phases, such as AO, AO,, A,Os3, BO, BO,. and B,0s. Therefore, the chemical
potentials of A and B have to be further limited by considering these oxide phases.
Accordingly, not only equation (3.5) but also the following equations are needed to be

satisfied:

Hpo Z Ha + Ho»

Hao, = Ha +21q,

Mo = Mg + Mo, (3.6)
Hpo, = Mg +2 44, and

My, Z 25 +3 1o

To illustrate the range of possible chemical potentials for ABO; growth, a
triangular phase diagram is used (see Figure 3.3). The triangular phase diagram is
actually the plane defined by equation (3.5) with the chemical potentials normalized

(divided by u ABO, * except the chemical potential of O divided by 3u AB03) to make
the sum equal to one. Then, equation (3.5) can be rewritten as

1= g, + i + 1 (3.7)

The triangular phase of 1, , fy and g is showed for the case of BaTiOs3

in Figure 3.3.
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Figure 3.3 Triangular phase diagram representing the chemical potentials of Ba, Ti,

and O for BaTiO; growth, according to equation (3.7).

In Figure 3.3, the black points and the shaded area on the diagram satisfied
equation (3.6). To grow BaTiO3 under thermal equilibrium, the chemical potentials of
Ba, Ti, and O could be any values, which lie within the shade area. Outside the
shaded area, one of the oxide phases would be formed instead of BaTiOs3. At point
“a”, the chemical potentials of Ba and Ti reach the maximum values and that of O
reaches the minimum values, i.e., Ba-rich, Ti-rich and O-poor growth condition. At
points “b”, Ti reaches its lowest possible value while O reaches the maximum value,
i.e., Ti-poor and O-rich growth conditions. At points “c”, Ba reaches the minimum
value and O reaches the maximum value, i.e., Ba-poor and O-rich growth condition.
These three extreme points (“a”, “b”, and “c”) will be used for calculating the

formation energies of defects in ABO;3 in a similar manner as two extreme cases



32

generally used for binary compounds (for instant, Zn-rich and O-rich conditions in
Zn0). A defect with low energy is more likely to form than the higher ones
(Northrup and Zhang, 1993). The formation energies can be used in the detailed
balance to create the approximation of the defect concentrations. The defects with low
formation energies are the ones that are likely exist and to aid experimental
identification the obtained local defect structures will be further used for calculating

XAS, local vibrational mode and other properties.

3.4 Other Methods and Techniques

In this section, other calculation technique are combined with first principle
calculations to compare with experiment result, such as the nudged elastic band
(NEB) method, local vibration mode calculation, X-ray absorption spectrum
simulation, and core level binding energy calculation (to compare with XPS) will be

presented.

3.4.1 The nudged elastic band

Point defect may be mobile, depending on many factors, e.g., local
bond strength, size of the diffusion atoms, and temperature. The diffusion properties
of defect are essential to understand their incorporation during growth processing. In
experiment, the dynamics of point defect can be studied by several techniques, for
e.g., the electron paramagnetic resonance (EPR) and positron annihilation
measurement. The migration barriers are estimated based on the observations of the
temperature at which defects become mobile. Therefore, the calculations of defect

migration barriers are important. A method to find lowest energy path and the saddle
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point for a migration barrier of an atom between the initial structure and final
structure, called “nudged elastic band (NEB)” method (Henkelman et al., 2000;
Henkelman and Jonsson, 2000) is use in this thesis. The NEB method works by
optimizing a number of intermediate images along the reaction path. Each image is
optimized to the lowest possible energy while maintaining equal spacing to its
neighboring images. This constrained optimization is done by adding spring forces
along the band between images and by projecting out the component of the force due
to the potential perpendicular to the band. The object function of system consist of N

images can be constructed as

PEB & - Nk 2
S (RI,...,RM):ZV(R)+ZT(R[,...,R,.4) (3.8)
i=0

i=0
Where R, is the reaction coordinate where some subset of the coordinates in
the system is used to define a progress variable. J'(R,)is a potential function and & is

the spring constant. One could imagine minimizing this object function to find a
minimum energy path (MEP) with respect to the intermediate images while fixing the
end point images. This method is referred as “plain elastic band (PEB)” where the

force acting on image 7 is
E=-VV(R)+F (3.9

where

E =k, R, -R)-kR,-R,_) (3.10)
The PEB method has its own fundamental problems. One problem is the corner
cutting problem. This problem is resulted from a component of the spring force,
which tends to pull images off the MEP. Another is the sliding down problem which

result from component of the true force VV(R,) in the direction of path (Berne et al.,
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1998). In the NEB method, these problems are solved by projecting out the

perpendicular component of the spring force and the parallel component of the true

force when minimizing of an elastic band. Therefore, the force acting on image i
become

E'=—VV(R)|, +E -7 (3.11)

Where 7 is the unit tangent to the path andVV(R,,)h =VV(R,))-VV(R,) 7,7

This projection of the perpendicular component of VJV/(R,) and the parallel

component of the spring force is referred as “nudging”. NEB method is one of the
most effective tools to find the MEP. NEB can find the energy barrier rather
accurately, especially when sufficient images are included in the chain.

Among all the images only one will be exactly at saddle point, which
corresponds to the saddle point along the MEP, thus Climbing Image (CI) NEB
(Henkelman and Jonsson, 2000) has been developed. Within the CI-NEB, the image
closest to the saddle point is chosen to climb the hill and to approach the saddle point.

The image does not feel the elastic force and its dynamics is determined by a force F:
F(R._)=-VV(R)|, +2¢"% " R)] (3.12)

where the component parallel to the path is now reversed. The climbing image
therefore moves toward a minimum in the direction perpendicular to the path, and
toward a maximum along the path, which corresponds to move exactly toward a
saddle point. The implementation of NEB method in the VASP code allows us to

carry out CI-NEB and activation energy barriers for defect diffusions in solids.
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3.4.2  Vibration mode frequency

The IR spectroscopy relates to the vibration of the atoms in a crystal.
This is because the vibration frequencies of atoms in crystals are in the region of the
frequency of IR light. Each crystal has their specific natural vibration modes. This
leads to the signature absorption of the IR light at their resonance frequencies,
showing up as peaks in the IR absorption spectrum (or Raman spectrum, depending
on the symmetry of the vibration modes). The local vibrational mode (LVM) of a
defect is its specific signature that can be used to characterize the defect using an IR
absorption spectra or IR Raman spectra. The LVM of a defect can be directly
calculated by determining a full dynamic matrix of a supercell containing the defect.
The so-called frozen-phonon approach (Teweldeberhan and Fahy, 2005) will be used
in this thesis. In the approach, each atom in the supercell, after fully relaxed, is
displaced one at a time and the force responses on other atoms are recorded to
construct the force response matrix. So, when each and every atom in the supercell is
slightly shifted in all three axes, one at a time, and the dynamic matrix can be
calculated based on the repulsive forces. Within the harmonic approximation, the total
energy of a supercell with small displacements of atoms from their equilibrium

positions can be written as

1
E=Ey+2 3 @50 )d,()d;()) (3.13)

ij.a.B
where d (i) is the displacement of atom 7 from its equilibrium position in the
direction o and @, ,(i,j) 1is the real-space force constant matrix. The small
displacement () of atom j in the direction f induces a force on atom i/ in the

direction « as
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F, () ==D, ;@ )d () (3.14)

From the equation (3.14), the real-space force constant matrix @, ,(i, /) can be
constructed by calculating the forces F, (i) induced by creating a small displacement
d, (d,(j)=d,=0.01xa where a is a lattice constant) of each atom ; in the supercell

in three orthogonal directions, =1, 2, 3 one atom and one direction at a time. To
reduce the anharmonic contribution, each component of the force constant matrix is

obtained from two calculations. One with +d, and displacement and another with —d,

displacement. Once the force constant matrix is obtained, the dynamical matrix,

-1
D, 6. )= M,) >, . ) (3.15)
Where M, is the mass of atom i, can be readily constructed. After the

dynamical matrix is diagonalized, the eigenvalues, and the normalized eigenvectors
give rise to the vibrational frequencies and the atomic movements for each particular
mode.

For H defects that have LVM much higher than the lattice phonon, their LVM
can be rather accurately approximated by calculating a reduced dynamic matrix
containing only the defect atom and in some cases also one or a few nearest neighbors
(Limpijumnong et al., 2005). In the experiment, the vibrational modes of the crystal
can be measured by using an infrared spectrometry (IR) or Raman scattering
techniques. Using first-principles calculation, we can calculate the absorption
intensities of infrared-active modes that are given by the corresponding oscillator

strength (Giannozzi and Baroni, 1994).
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Where p(i|v) is the normalized vibrational eigenvector of the " modes, mode, a

and f indicate Cartesian polarizations, and Z;ﬂ (i) is the effective-charge tensor of the

i™ atom. The effective charges Z »(1) 1s the polarization induced by an atomic

displacement and it is a second order derivative of the energy that can be calculated
using the Berry’s phase approach, which is implemented in the VASP codes. The high

oscillator strength modes are the modes that are IR active and would show up in the

IR absorption spectroscopy.

3.4.3 X-ray Absorption Spectroscopy (XAS)

The main mechanism that leads to the absorption features in XAS
spectrum is the excitation of the core electrons to the empty levels above the Fermi
energy. The XAS technique turns out to be a very powerful and widely used. One of
the reasons is because it 1s highly elemental selective due to the fact that the core level
of each element is different, making it possible to selectively probe each element (and
not any other) by using just certain X-ray energy (Koningsberger and Prins, 1988). In
the measurement, the core electrons are excited by the x-ray to the empty levels above
the Fermi level. The partial density of the electronic states (that the transition from
the core level is allowed) depends strongly on the neighboring arrangements
surrounding that absorbing atom and can be calculated by first principles calculations.
XAS measurements combining with first principles modeling of the XAS spectrum,

especially the near edge region (X-ray absorption near-edge spectroscopy; XANES)
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are shown to be a very powerful way to identify defects in crystals (Limpijumnong et
al., 2006). The XANES spectra are highly sensitive to the empty states of the
electronic structures where accurate detailed unoccupied band structures are needed.
Most of the first principles codes, especially the VASP codes, can provide the density
of states (DOS) with options to map the partial DOS with certain orbital characteristic
(s, p, or d) on the absorbing atom. These allow one to simulate the theoretical
XANES spectrum that can be directly compared with the experimental results. In this
thesis, the XANES spectra of interested defects that can be probed by XAS
measurements will be simulated using the states unoccupied electronic techniques
according to Limpijumnong et al. (Limpijumnong et al., 2007). The X-ray absorbance

is given by
uor Y DLi) S(E,~E, +h (3.17)
7

Where |7},

ya >, E, and E, are the initial and final states and their energies,

respectively. The photon frequency and dipole operator are » and D, equation (3.17)
is known as Fermi’s golden rule. The transitions of the core electron are allowed to
only the states with proper symmetry. For K-edge absorptions, the initial state is 1s
state, which has an even symmetry. The dipole-allowed final states have to have an
odd symmetry, i.e., atomic p states (/ = 1). Since the initial state is highly localized
on the absorbing atom, only the final states near the core of the absorbing atom is
relevant. Therefore, the angular momentum and site projected partial density of empty
states near the absorber, with some broadening, can be used as the theoretical XANES
spectra for comparing with measurements. Note, however, that this approach does

not correctly treat the final states of the transition. In the calculations, the final states
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are calculated while the core electrons are fully occupied. In the actual experiment,
when the transition is taken place, a core electron is already left from the initial state
in the core to fill the final state. Therefore a proper treatment of the core shall be
done. This is called core-hole correction. The XAS specific software such as FEFF
8.4 can perform this correction and improves results in many cases (Nilsson and
Pettersson, 2004) FEFFS8.4 code based on the multiple-scattering expansion with the
muffin-tin potentials will also be used to simulate the K-edge XANES spectrum by
importing the relaxed structures from VASP as input coordinates of the selected

defects.

3.44 Core level binding energy

Core level shifts are shifts in the binding energy of the core electrons
that occur due to changes in the local environment of the atoms. The shifts can be
used as chemical probes of effects such as adsorption of molecules on a surface. The
theoretical prediction and study of these shifts using electron structure calculations is
the subject of chapter IX in this thesis. The binding energy of core states can be
measured with X-ray Photoelectron Spectroscopy (XPS). The method is site and
element specific and is often used to characterize adsorbed molecules and atoms on
surfaces with respect to chemical state and structure. The interpretation of
experimental spectra is complicated by the complex photoemission process and
generally needs support by theoretical calculations. Electron structure calculation
using Density Functional Theory (DFT) is an established method for predicting
structural and energetic properties of large quantum systems such as surfaces and

atoms adsorbed at surfaces. (Bagus et al., 2013)
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Density functional theory offers an alternative way to calculate binding energies
and chemical shifts that accurately accounts for the final-state effect. The method is
based on Slater’s transition state formalism for the evaluation of electronic excitation
energies (Nyberg ef al., 1999). Within a Kohn-Sham DFT formalism, the total energy
of a system is an analytic function of the occupation numbers of the KS orbitals:

E=FE(n,n,,........ M) (3.18)

where n; is the occupation number for the one-electron-like molecular orbital.
Assuming a photoemission process where, for instance, a core electron from i = 1%
level is ejected, the energies of the initial and final states are E(1,1,1, ....,1) and
E(0,1,1, ....,1), respectively.
The core-level binding energy is thus equal to

Ez=E,1,1,.....,1)- E(1,1,1, ....,1) (3.19)
By taking advantage of the analytical dependence of £ on #n;, one can write:

1 16E 1 1,0°E 1 ,1,0E
E@O,L1,..,)=E(=,Ll,.,)—=—+—(2) ———(=) —=+..., 3.20
( ) (2 ) 2 on, 2!(2) on’ 3!(2) on,’ (.20

|
where the partial derivatives are evaluated at (E,l,l,...,l). The Taylor expansion of

1
E(0,1,1,...,1) and (5,1, L,...,1) includes the same terms as that in equation (3.20) but

with all the signs positive. By taking the difference of these Taylor series, the even
order terms cancel out, leaving

E, :—§—E+(5nl)3 (3.21)

n
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The Janak’s theorem (Briihwiler ef al., 1995) proves that the derivative of the DFT
total energy with respect to the occupation number of a KS orbital is equal to the
orbital energy:

OE/0n, =g, (3.21)
Where ¢, is the Kohn-Sham energy level. Therefore, by keeping only the first term in
equation (3.21), the binding energy E can be obtained by computing ¢, at a fractional

occupation 1/2. This method has been used to calculate core-level binding energies
and chemical shifts of a large number of systems, achieving an impressive accuracy
(Gong and Mullins, 2008). In addition, four electrostatic mechanisms have been used
in Four electrostatic mechanisms have been used in (Bagus ef al., 2013) to explain the
shifts in terms of where charge is located relative to the core. (1) Transfer of charge
from the substrate atom to the adsorbates, where missing (negative) charge in the
valence orbital of the substrate atom causes the core electrons feel a positive potential
and gives rise to an increase in binding energy. This has traditionally been seen as the
major contribution to the core levels shift (CLS). (2) Electrostatic interaction with
adsorbates as a result of their extra charge causes the core electrons to feel a negative
potential (~1/bond length), lowering the binding energy. This counteracts the charge
transfer effect. In addition, charges at the surface cause polarization of the metal,
which further influences Eg. (3) Environmental charge density accumulation from
bond formation (wave function overlap) causes a shift in binding energy dependent on
the coordination number (nearest neighbor count). Higher coordination gives more
closely located charge and thus lower binding energy. And (4) hybridization plays a
similar role in moving charge by promoting electrons to orbitals with larger radii,

resulting in an increased binding energy.
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To complete screening picture (Johansson and Mértensson, 1980), The CLS can
be expressed fully in terms of valence charge properties for a system with a core-
ionized metal atom. If the binding energy of the core electron is referenced with
respect to the Fermi level, the binding energy is seen as the difference between a pure
piece of metal and one where the core electron is excited to the valence. We can thus
consider an impurity atom with a core hole and an extra valence charge (can be
approximated with an atom of atomic number Z+1 in an environment of Z-atoms).
The difference in total energy between this system and the pure metal gives the core
binding energy. The reason to use the complete screening picture is that the initial
state or electrostatic treatment neglects all contributions arising in the excitation
process (Matensson and Nilsson, 1995). The screening process is very fast, so the
electrons have time to relax around the core hole before the emitted electron leaves
the system. VASP has a function for creating core holes (excitations). The valence
electron density relaxes and screens the created core hole. This is the so called final
state approximation or the complete screening picture. It includes final state effects on
the binding energy, which are not seen by just looking at the ground state electronic
structure without relaxation around core holes. This is the framework that allows the

calculations used in this thesis.



CHAPTER IV

PEROVSKITES ABO; AND STRUCTURE

Today, the name "Perovskite" not only denotes this mineral but also the
structural family of compounds with the stoichiometric composition ABO3, where A
and B are typically metals and O is oxygen. In particular, B usually stands for a
transition metal, which is “an element whose atom has an incomplete d sub-shell, or
which can give rise to cations with an incomplete d sub-shell” according to the
definition of the International Union of Pure and Applied Chemistry (IUPAC).
Consequently, the electronic d states of B play a crucial role in the formation of the
valence band and the low-lying conduction-band states of perovskites, we will show
in section 4.2.

The purpose of this chapter is twofold: the first section delivers some insight
into the crystal structure of perovskites focusing in particular on cubic crystal
structures of the materials examined in this work. The structural composition is
important because it strongly influences the formation of the electronic structure. This
interplay between the crystal and the electronic structure together with various
additional aspects of the latter is discussed in the remaining sections of this chapter in
the context of model approaches. This will be helpful to better understand and
interpret the results of calculations from first principles presented in the following

chapters.
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4.1 Peroveskite Crystal Structure
The family of perovskite oxides materials is composed of a large number of

compounds. The ideal cubic perovskite (space group Pm3m) structure has ABOs
stoichiometry and is composed of a 3-dimensional framework of corner-sharing ABg
octahedral. The structure of an ideal cubic perovskite is illustrated in Figure 4.1.
where the A cations are located at the corners of the cube. B cation is located in the
center of oxygen cage, where the oxygen ions located at the face-centered position of
the cube. The A-site cation fills the 12-fold coordination formed by the BO; network
and is surrounded by 12 equidistant anions (Johnsson and Lemmens, 2007). In the
ideal cubic symmetry the A cations form a cubic crystal as is shown in the

introduction and in Figure 4.1.

Figure 4.1 Perovskite cubic Pm3m structure. B cation sits at the center of the

oxygen octahedron Og while A cation fills the space between the oxygen octahedral.
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We can describe the positions of all atoms in a perovskite crystal by the general

formula -, ~v,. k,runs over the Bravais lattice described by the primitive

vectors: I\, —u,~, ..,=, ..,—,. Forasimple cubic lattice, the primitive vectors are

72N 7N\ 7N\

DL e ey e s - (4.1)
o o) )
;i runs over the basis atoms. We can read the positions of the 5 atoms per cubic

cell from Figure 4.1.

5,:000

SB:la la la
2 2 (4.2)
I 1 1 1 I 1

0,: =a —a 0; —a 0 —a;0 —a —a
2 2 2 2 2 2

The O atoms are bound to the B atom by strong covalent bonding: the oxygen

p, and p orbitals overlap in the xy-plane with the o, . orbitals of the B atom. In

the z-direction, the covalent bonding is accomplished by the overlap between the p_
orbital of O and the &, , orbital of B. Conversely, the bonding involving the A atom

is 1onic, since the A atom is easy to ionize and will donate enough electrons to satisfy
all covalent bonds. The bonding is thus partly covalent (O-B) and ionic (A with the
BOg octahedral) (Galasso, 2013).

The valence of the B atom, and thus the number of electrons atom A donates,
determines the internal charge distribution. When we think the material as built up
from layers of BO, and AO, these layers can be either both neutral, + and - or vice

versa and this can have important consequences as we will see later (in chapter VII
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and IX). Therefore it is use full to divide the perovskites in the categories A'™B>70;
(resulting in layers (AO) and (BO,)"), A*’B*'03 (both layers are neutral) and
A*"B¥ 05 (resulting in (AO)" and (BO,)) (Galasso, 2013).

The ideal cubic perovskite structure is inherently unstable and prone to
distortion due to the incompatibility of the ions with the crystal structure, as
quantified by the tolerance factor equation (4.3). At low temperature, the perovskites
can have different lower-symmetry structures, such as orthorhombic, tetragonal and
rhombohedra. The variety of perovskite compositions and structures leads to various
functional properties exhibited in the perovskite oxides, such as (anti-)
ferroelectricity, piezoelectricity and (anti-) ferromagnetism, which makes perovskites
an intensively studied family of functional materials. This cubic perovskite
corresponds in most cases to the high temperature paraelectric structure. When the
temperature is lowered, these compounds can undergo different types of polar or non-
polar structural phase transitions.

For example, BaTiO; exhibits a sequence of three ferroelectric (FE) phase
transitions from cubic to successively: (i) a tetragonal phase (7¢ ~ 130 °C) in which
the polarization is oriented along the [001] axis (P4mm), (i1) an orthorhombic phase
(T¢ =0 °C) with polarization oriented along [011] (Pmm2) and (ii1) a rhombohedra
phase (T¢ =-80 °C), with polarization oriented along [111] (P3ml). If the center of
mass is taken as reference, the transition from cubic to tetragonal phase is
characterized by an opposite shift of cations and O atoms, giving rise to a spontaneous
polarization. Furthermore, these polar distortions are associated to a small

modification of the cell size and shape.
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Differently, SrTiO; has only one phase transition from a paraelectric cubic
phase to a non-polar antiferrodistortive (AFD) tetragonal phase (/4/mcm) at a
temperature 7¢ ~ 100 K. This AFD phase arises from rotations of oxygen octahedral
around the tetragonal axis, such that the total atomic displacements keep the crystal
non-polar. Nevertheless, SrTiO3; compound is nearly ferroelectric in the sense that the
herald of a ferroelectric phase transition is expected at very low temperature, but is
never observed. It was demonstrated that the suppression of the ferroelectric phase
transition is due to quantum fluctuations (Miiller and Burkard, 1979). Materials
presenting such behavior SrTiO; (Miiller and Burkard, 1979), CaTiO; (Zelezny et al.,
2002), KTaO; (Perry and McNelly, 1967) are called incipient-ferroelectrics (or
quantum ferroelectrics).

The tendency of ABOj perovskites to be either ferroelectric or ADF can be
estimated from the Goldschmidt tolerance factor:

B==R

l=—p=——" 4.3
VAR, + Ry) @
where Ra, Ro and Rp are the ionic radii of respectively the A, O and B atoms in

the ABOj structure. For example, with this scheme, the ideal cubic perovskite SrTiOs;
had =100, R, =1.44, R, =0.605, and R, =1.40, but these radii differ somewhat
from the Shannon and Prewitt (Shannon, 1976) values, so the formula is best looked
upon as a good rule of thumb from which the following generalizations hold:

When ¢<1 down to 0.75, due to a decreased R, the BOg octahedral tilt to
optimize the A-O bonding, thus creating tetragonal, orthorhombic or trigonal

symmetries. Below this ¢ value, the limonite structure results.
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When f>1 due to increased R, or decreased R, the stable structure has

hexagonal symmetry, with face sharing octahedral, so it is no longer strictly the

perovskite structure.

If the ions are not close-packed, decreased R, can lead to displacement of the B

ion from a central point between the O ions, which may be accompanied by
displacement also of the A ions relative to the octahedral frame. In the tetragonal
Titanates, these asymmetries, due to increased covalency between one oxygen and
titanium at the expense of the opposite oxygen where the “bond” becomes ionic, are
the principle reason for the pronounced ferroelectricity. The variations due different
packing and ionic radii are nicely illustrated in (Johnsson and Lemmens, 2008) from

which the following two diagrams below (Figure 4.2):

Figure 4.2 (a) Tetragonal BaTiOs. The shifts of Ti and Ba relative to O¢ octahedral
around the original Ti position: Ti and Ba both shift by 0.03A in the same direction.
(b) In tetragonal PbTiO; Ti and Pb are shifted by 0.44 A(Johnsson and Lemmens,

2008).
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4.2 Electronic Band Structure

In this section, we will discuss the electronic band structure properties of our
selected perovskites which will be used in the present thesis: cubic-SrTiOs,
tetragonal-BaTiOs, tetragonal-BiysNagsTiO; and cubic-LaAlO3 to understand
fundamental properties of perovskites and the role of each atomic type are affected on

electronic structure.
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Figure 4.3 Calculated electronic band structure of (a) SrTiOs (b) BaTiOs (c)

BiysNagsTi03 and (d) LaAlOs are orbitally resolved into each orbital.

The band structure of selected perovskite compounds in the high symmetry
directions in the Brillouin zone calculated using PBE functional are shown in Figure
4.3. The origin of energy was arbitrarily set to be at the valence band maximum
(VBM) define as Fermi level (at zero eV), all compounds under study are found to be
insulators with an indirect band gap between valence band maximum (VBM) at R
point which is dominated by p electron orbitals, while conduction band minimum
(CMB) at I" point is dominated by d electron orbitals. The band gaps obtained using

PBE functional are less than the experimental values due to the well-known problem
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in the DFT calculations with PBE functional. The partial density of state obtained
using PBE is shown in Figure 4.4. For SrTiO; (see in Figure 4.4(a)), the top of the
valence band (VB) which spreads around -4.8 to 0 eV is dominated by O-2p states
hybridized with Ti-3d and Sr-3d states. The lower part of conduction band (CB) is
mainly composed of Ti-3d orbitals hybridized with O-2p states and the higher part of
the conduction band is mainly derived from Sr-3d states. While BaTiO; (see in
Figure 4.4(b)) are quite the same characteristic with STO , the region near the Fermi
level, i.e., top of the VB spreads from -4.5 to 0 eV and have O-2p like character with
very little contribution from Ti-3d and Ba-3d states. The lower part of the CB is
mainly composed of Ti-3d orbitals with small contribution from O-2p states and the
higher part of the conduction band is mainly derived from Ba-3d states.

In case of BiysNaysTiO; (see in Figure 4.4(c)), the top of the VB region
extends from -5.0 to 0 eV and is dominated by O-2p like states hybridized with Ti-3d
and Bi-6p states. The lower part of CB is mainly composed of Ti-3d orbitals
hybridized with O-2p and Bi-6p states and the higher part of the conduction band is
mainly derived from Na-3s and Na-2p like orbitals are hybridized with Bi-5d states.
For LaAlOs (see in Figure 4.4(d)), the region near the Fermi level, i.e., top of the VB
spreads from -7.8 to 0 eV and have O-2p and Al-3p like character with very less
contribution from Al-3s and La- 5p, 5d states. The lower part of the CB is mainly
composed of La-5d orbitals with small contribution from O-2p states.

In summary, from our calculation, the general features of the energy band
structure and partial density of state of selected ABO; are quite similar. In all
compound, the orbital character of the VB is primarily derived from oxygen 2p

orbitals, with metal-oxygen bonding state at the bottom of the VB and oxygen non-
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bonding states at the top of VB. The CB has strong metallic d-orbital character,
originating from the anti-bonding metal-oxygen interaction. CB minima of all four

compounds are dominated by d states (Ti-3d and La-5d states).
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atom.



CHAPTER V
FIRST-PRINCIPLES CALCULATIONS OF HYDROGEN
DEFECTS IN SrTiO; AND IDENTIFICATION BY LOCAL

VIBRATION MODE CALCULATIONS

5.1 Introduction

In most oxide materials, hydrogen is known to be an abundant impurity, which
can exceedingly affect their electronic properties (Du and Biswas, 2011; Hlaing Oo et
al., 2010; Limpijumnong et al., 2009; King et al., 2009). A thorough understanding of
local configurations of H is deemed essential for understanding energetics and
kinetics of H in oxides. Infrared (IR) spectroscopy has proven to be a powerful tool to
experimentally probe H structures. Based on known IR absorption peaks for
molecules containing hydroxyl groups, absorption peaks around 3000 cm™ are usually
associated to O-H bonds. However, to identify actual local structures responsible for
the observed peaks, first principles calculations are generally needed. While many
computational studies have been dedicated to the identification of proton sites in the
crystal structures with four-fold coordinated O, e.g., zincblende, wurtzite, rutile and
bixbyite (Limpijumnong et al., 2009; Li et al., 2008; Van de Walle, 2000) For the
perovskite structure, there are computational results on proton sites in some
compounds, for example, BaTiO; (Iwazaki et al., 2010) and BaZrO; (Sundell et al.,

2007). However, the direct calculation details of H site in SrTiO3 are limited which
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impedes further study of H migration. It is very difficult to understand proton
migration mechanisms without knowing its ground state site first. (Sata et al., 1996)
Strontium titanate (STO) is an important oxide material due to a rich variety of
industrial applications, for examples, in dielectric and optical devices (Rao and
Krupanidhi, 1994; Seung-Hee and Ho-Gi, 1992; Kun et al., 2006) and as a substrate
for superconducting thin films (Wu et al, 1987). Discovery of high mobility 2D
electron gas at interfaces between SrTiO; and other oxides (Ohtomo and Hwang,
2004) further opened up new opportunities in oxide electronics. SrTiO; has a cubic
perovskite structure at room temperature and exhibits an AFD phase transition to
tetragonal at 105 K. (Houde ef al., 1987) Several infrared spectroscopy experiments
have been performed to study hydrogen in SrTiOs. (Houde et al., 1987; Klauer and
Wohlecke, 1992; Weber et al., 1986) Depending on the sample conditions, O-H
absorption bands have been observed around 3500 and 3300 cm™'. The band around
3500 cm ' has been studied in detail since 1980 by the group of Weber and Kapphan
(WK) using polarized IR absorption spectroscopy (Weber et al., 1986; Kapphan et al.,
1980) combined with the applications of uniaxial stress as well as electric field.
Polarized Raman scattering measurement was later performed by the same group to
confirm the IR results. (Klauer and Wohlecke, 1992) At room temperature they
observed a main peak centered at 3495 cm ' accompanied by a small hump consisting
of several peaks in the range of 3505-3520 cm . The main peak blue shifts to 3510
cm ' at low temperature and subsequently splits into three lines (va< vg < vc with the
spacing of ~2.5 cm') as the crystal transforms into the tetragonal phase at
temperature below 105 K. Polarizations of the split lines showed that the central line

(vg) corresponds to dipoles lying in xy plane (the plane perpendicular to the tetragonal
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axis) while the outer lines (v, and v¢) correspond to dipoles that have components
both parallel and perpendicular to the tetragonal axis. By selectively applying uniaxial
stress or electric field, the modes further split allowing WK to gain additional
information on the stress and field dependencies of O-H dipoles in each direction.
WK proposed two structural models for the proton in SrTiO3, that is, octahedral edge
(OE) and cube face (CF). Both models have various equivalent sites (24 for OE and
12 for CF) in the cubic phase that would split into three unequivalent groups in the
tetrahedral phase consistent with the measured results.

Recently, Tarun and McCluskey (Tarun and McCluskey, 2011) observed twin
peaks at 3355 and 3384 cm ' and proposed that they are the local vibration modes
(LVM) of a Sr vacancy decorated by two protons, that is, 2H-Vs, complex, where the
protons also form strong O-H bonds with the O atoms surrounding the Vs;.

For semiconductors with sp3 (fourfold) coordination, such as Si, Ge, GaAs, or
even ZnQ, a proton generally prefers to stay along the bonds; allowing the O-H bond
to point along one of the sp’ bonding directions. However, for SrTiOs, a much more
ionic compound with little directional bonding, the O-H direction is dictated by the
overall Coulombic repulsions (to Ti*" and Sr*") and attractions (to O*) with the
neighboring atoms. An O-H pointing to a cation such as the CF configuration is
usually unstable in a closely packed ionic crystal due to the strong Coulomb repulsion
and limited space to relax.

In this chapter, the role of a proton (H') in cubic perovskite SrTiO; and the
topology of low-energy proton sites around an O atom are thoroughly studied and the
local vibrational mode of the stable site is calculated by using first-principles

calculations based on density functional theory (DFT). In addition, the local
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vibrational modes associated with each structure will be determined in order to
compare with the recent experimental results. We will show that the vibrational
frequencies observed by Tarun and McCluskey (Tarun and McCluskey, 2011) should

be related to the complex defects between H and V7 or Vs, rather than isolate defects.

5.2 Hydrogen Sites in SrTiO;

Figure 5.1 shows the local structure around an O atom in SrTiOs. In Figure
5.1(a), two conventional unit cells of cubic SrTiOs are shown to clearly illustrate all
neighbors of the middle O atom (all O atoms in the crystal are equivalent by
symmetry) with the detail in Figure 5.1(b). Each O atom has two Ti, four Sr, and eight
O neighbors. It is known that, in oxides, a proton prefers to bind strongly with an O
with a distance of ~1 A; the region represented by a low energy surface (LES) which
has the shape of a distorted sphere centered on the O [in Figure 5.1(b) we show a
perfect sphere for an illustration purpose]. On this LES, a proton has a chance to bind
strongly with the O atom and the differences in the formation energies of the proton
on different points on the surface arise from the interaction with neighbors. The OE
site is on the line connecting an O atom to its O neighbor. This is the line defining the
octahedral edge in Figure 5.1(a). The CF site is on the cubic face and on the line
connecting between an O and its Sr neighbor. There is another high symmetry site on
the cubic face [labeled CF' in Figure 5.1(b)] which is on the line connecting an O
atom and the midpoint of two adjacent Sr atoms on the same side of the cube. This
site has been identified to be the minimum energy site for a proton in BaZrOs;
(Sundell et al., 2007). On the LES, there are eight equivalent sites for OE and four

equivalent sites for CF as well as CF'. In a cubic perovskite unit cell, which consists
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of three O atoms, the numbers of the equivalent sites are three times more, that is, 24

and 12, respectively.

Figure 5.1 Schematic of low energy surface for a proton and four proton sites in

SI’TiO3.

5.3 Computation Method

In order to study the hydrogen-related defects in cubic SrTiO;, we used first-
principles density functional theory within the local density approximation (LDA)
based on projector-augmented wave (PAW) method (Kresse and Joubert, 1999) as
implemented in VASP code (Kresse and Furthmiiller, 1996; Kresse and Hafner,
1994). The cutoff energy for the plane wave basis set was set at 500 eV. The
Monkhorst-Pack scheme (Monkhorst and Pack, 1976) was used for the k-space
integrations. All atoms in the cell were relaxed until the Hellmann-Feynman forces

(Feynman, 1939) on all atoms become less than 10~ eV/A. The calculated lattice
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constant of cubic SrTiO; is 3.873 A which is in good agreement with the experimental
value of 3.905 A (Lytle, 1964). To study the defects including both native and
hydrogen-related defects, a supercell approach was used (Van de Walle and
Neugebauer, 2004) In this work, we used 135-atom supercell, which is a 3x3x3
repeating of cubic SrTiO3 primitive cell. The defect formation energy is defined as
equation (3.4). To align the energy levels between the supercell containing defect and
without defect (bulk), core potentials of atoms being far away from the defect in the

defect supercell and those of the same atoms in the defect-free supercell were used.

The upper limits for [ls;, Mri, and Uo are the energies of the metallic Sr, metallic Ti

and gaseous O,, which are set to zero in this study. According method in chapter III,

To growth SrTiO3 crystal, it is required that f4.5.o, = £, + fir +3 4, . However, Sr

and Ti atoms prefer to bind with oxygen atom to form their oxide phases, such as SrO,

SrO,, TiO, TiO,, and Ti20;3. Therefore, the chemical potentials of Sr and Ti have to
be refined by considering their oxide phases. For chemical potential of H (i), the
energy per H atom of H,-molecule was used. To illustrate the limits of chemical

potentials, a triangular phase diagram will be used to represent the chemical potentials

of Sr, Ti and O for SrTiO; crystal (see Figure 5.2).
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Figure 5.2 Triangular phase diagram for representing the chemical potentials of Sr,

Ti, and O. (see text for more details).

In Figure 5.2, the black points and the shaded area on the diagram satisfied
equation (3.6) the chemical potentials of Sr, Ti, and O could be any values that lie
within the shade area. Sets of chemical potentials along these lines are the result of the
limits due to the possible oxide phases. These black points are marked as (a) to (d) in
Figure 5.2. The values of the chemical potentials for Sr, Ti, and O associated with the
points (a) — (d). For more convenience, the values of chemical potentials for Sr, Ti,
and O associated with points (a) — (d) were also listed in Table 5.1. It is clearly seen

(13 ,3

that at point “a”, the chemical potentials of Sr are at their maximum values and that of

O is at its minimum value, i.e., Sr-rich, and O-poor. At point “b”, the chemical
potential of Ti is at its maximum value and O is at its minimum, i.e., Ti-rich and O-

‘( 2

poor. At point “c”, the chemical potential of Sr is at its minimum value and O is at its
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maximum value, i.e., Sr-poor and O-rich. And at point “d”, the chemical potential of
Ti is at its minimum value and O is at its maximum value, i.e., Ti-poor and O-rich.
Next, we will consider only these three points (“a”, “c”, and “d”) to represent the
formation energies of H-related defects. For hydrogen defect, a half of the total

energy of gas phase (H) was used as its chemical potential (4, = E[H,]/2).

The vibrational frequencies of H-related defects were calculated using the same
method as described in the Ref. (Limpijumnong et al., 2003). Using this method, we
obtained the vibrational frequency including anharmonic part, which is very important
for the case of hydrogen. To predict the migration barriers of defects, we used the
climbing image nudged elastic band (NEB) method, which is also implemented in

VASP code.

Table 5.1 The lists of chemical potentials of Sr, Ti, and O associated with points a, b,

c, and d as marked on Figure 5.2.

Points U, (eV) Uy (eV) M, (eV)
a -2.43 -8.54 -10.95
b -2.85 -8.54 -10.81
c -8.83 -19.27 -5.24

=7

-9.59 -18.51 -5.24
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5.4 Hydrogen-Related Formation

To determine the stability and chance of forming these complex defects, the
defect formation energy have to be taken into account. The chemical potentials of Sr,
Ti, and O were taken from points “a” and “d” for Sr-rich and Sr-poor growth
conditions, and from points “a” and “c” for Ti-rich and Ti-poor growth conditions,
respectively (see Figure 5.3 and Figure 5.4). In addition, using band structure
calculations we found that c-SrTiO;3 has an indirect bandgap of ~1.70 eV (R—>1") and
direct bandgap of ~ 2.00 eV. Therefore, in the plot of Figure 5.3 and Figure 5.4 the
Fermi-level was extended to 2.00 eV and the vertical dashed line was marked at 1.70

eV for indicating the direct and indirect bandgap, respectively.
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Figure 5.3 Formation energies of defects as a function of Fermi level under Sr-rich
(point a) and Sr-poor (point d) growth conditions. The slopes of each line indicate the

charge state of each defect.
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Figure 5.4 Formation energies of defects as a function of Fermi level under Ti-rich
(point a) and Ti-poor (point ¢) growth conditions. The slopes of each line indicate the

charge state of each defect.

From formation energies of defects, it is clearly seen that the formation energy

of H; depends only on the iy . Therefore, the formation energies of H; are all the same

for both Sr-rich and Sr-poor growth conditions as shown in Figure 5.2. For Hi, we
found that it is a single shallow donor. The formation energy of H; in OE model (H,°"
in Figure 5.1) is 1.31 eV (calculated at VBM), which is lower than that in CF model
(H " in Figure 5.1) by ~0.25 eV. This indicated that H°® is the most stable
configuration and likely form. Relative energies of a proton at OE, CF, and CF' sites
are listed in Table 5.2. The effects from the neighboring atoms on the stability of
proton on the LES sites can be understood using a simple Coulomb interaction

picture.



62

Table 5.2 Calculated energy, O-H bond length, and stretch frequency for proton in
SrTiO; with and without Vs,. For a proton without Vs, AFE is the relative energy
referenced to the OA. For the complex defects, AE is the binding energy of the last
proton according to equations. (1) and (2). Note that the OE, CF, and CF’
configurations are not stable, the proton spontaneously relaxes to OA configuration.

Rows highlighted in boldface are the ground state configurations.

Sites (0,0) AE(eV) do (A) o (cm™)
OE (45,90)  2.29 - }

CF (90,45)  0.25 ; ]

CF’ (90,90)  0.01 0.992 3225
OA (76,90)  0.00 1.011 2745
H-Vs, -0.84 0.985 3505
2H-Vg* -0.81 0.984 3523
2H-Vg," -0.79 0.984 3527
2H-Vs -0.75 0.986 3489
2H-Vg -0.64 0.986 3458

A proton prefers to stay close to anions, that is, O ions, and far from cations, that
is, Ti and Sr ions. This explains why the site between an O and a Ti nearest neighbor
(not labeled) has a high energy. Among the three high symmetry sites, OE is the least
favorable site because it is still rather close to Ti. The CF site is also not the most
favorable site because the site is rather close to Sr. The CF' is further away from Sr,
that is, it is at the middle point between two Sr atoms and also closer to two O atoms;

making it more stable than CF by 0.25 eV. However, CF’ is an unstable equilibrium
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configuration. If we slightly break the symmetry, the proton spontaneously moves
away from the CF' site to the off axis (OA) site. To describe the sites, we use an
azimuthal angle (@) as defined in Figure 5.1 and an angle deviated from the z-axis (6).
In Table 5.2, only the angles related to the sites labeled in Figure 5.1 are shown. The
equivalent sites can be found by using the crystal symmetries. The global minimum

energy site (OA) is significantly deviated from both CF and CF’, that is, by ~30° and

~15°, respectively.

5.5 Binding Energy and Local Vibration Frequency

To fully understand the energy landscape of an interstitial proton in cubic
perovskite SrTiO;, we employed the climbing image nudged elastic band method
(NEB) (Daniel et al., 2008; Graeme et al., 2000; Graeme and Hannes, 2000; Mills et
al., 1995) to calculate the total energy of the proton moving in the paths between
important sites. On the basal plane (6 = 90°) we studied the path that starts at the site
between an O and a Ti (a = 0°) (which is the highest energy point on the LES) passes
through the OE and OA, and ends at the CF'site (o = 90°).  The formation energy AE
is calculated relative to the ground state configuration (OA). Along this path (Figure
5.5) the energy drops by over 2 eV as the proton moves from the site between O and
Ti to the OA site without any shoulder at the OE site, indicating that the OE site is not
even a metastable site. As the proton passes the OA site, the energy increases but by a
very small amount, that is, by only 0.01 eV, as the proton moves from OA to CF’. On
the Sr plane (a = 90°) we calculated a proton that travels on a path from CF' (6 = 90°)

to CF (0 = 45°). Along this path, the energy monotonically increases by ~0.25 eV.
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Since CF is at the midpoint between two equivalent CF' sites, it is a saddle point

between minima on the LES.
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Figure 5.5 Calculated energy of a proton (referenced to the ground state
configuration) on paths connection proton sites in Figure 5.1. The azimuthal angle
() 1s illustrated in Figure 5.1 and & 1is the angle between the O-H bond direction and
the z-axis. For the first section @1is fixed at 0° and for the second section « is fixed at

90°.

We have also calculated the barrier using NEB for a proton to hop from an OA
site on one LES to an adjacent OA on a neighboring LES [two such LES are shown in
Figure 5.1(a)] and obtained a much smaller barrier (0.05 eV). Therefore the overall
diffusion barrier of a proton in SrTiOj is set by the hopping between two OA sites in

the same LES which is ~0.25 eV. By estimation based on a hopping rate
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I' =T exp(—BE,) of 1/min, and I'y = 100 THz. This means a proton is very mobile in

SrTiOs even at temperature of ~100 K unless it is trapped by other defects.

Figure 5.6 Local structures of H" (proton) defects in SrTiOs. (a) and (b) Proton at CF’
and OA sites, (¢) (H-Vs;) complex, and (d) and (e) the two lowest energy 2H-Vs,
complexes. The arrows indicate the relaxation directions of the neighboring atoms.

The frequencies shown are the calculated O-H stretch modes.

The CF' and OA configurations are shown in Figure 5.6(a) and Figure 5.6(b).
The proton forms a strong bond with an oxygen with the bond lengths of 0.992 and
1.010 A, respectively. Because of its positive charge, the proton repels cations (Ti*"
and Sr’") and attracts anions (O”7). For the CF’ configuration, the proton is
symmetrically placed with respect to the surrounding Ti, Sr, and O ions. This site

minimized the Coulomb repulsion between H' and Ti*". Tilting away from the
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symmetric site (CF’—OA) increases the Coulomb repulsions between H™ and Ti*"
somewhat but decreases the H'-Sr*" Coulomb repulsions and increases the H"-O*
Coulomb attractions. The total energy decreases slightly (0.01 eV); rendering OA the
lowest energy site. Note, however, that computational details can sometime affect the
calculated energy difference in this scale. The O-H vibration frequencies for both OA
and CF’ configurations were calculated using the approach described in Ref.
(Limpijumnong and Zhang, 2005) including anharmonic contributions which are
important for the light H atom. To obtain the systematic errors of our calculations, we
calculated the symmetric stretch frequency of a water molecule and obtained the value
of 3515 cm ' which is lower than the actual experimental value by 142 cm™'. To
correct this systematic error, all values of LVMs presented in this paper are corrected
by adding this value. Even after the systematic error correction, we estimate the error

1

bar on our calculated frequencies to be about 100 cm . We obtained the vibration

frequency of O-H in the ground state configuration (OA) of 2745 cm .

From above detailed study we can see that a single proton in pure SrTiOs;
cannot explain the experimental observed IR mode around 3500 cm ™' for several
reasons. (1) The most stable configuration for a proton in SrTiOs is OA and the
previously proposed OE and CF configurations have considerably higher energies and
are not even metastable. The OA configuration has an O-H dipole direction
inconsistent with the measured polarized IR results. (2) The calculated stretch
frequency of the O-H oscillator in the OA configuration is only 2745 cm™' which is
much lower than the observed 3500 cm ™' value. The difference of ~750 cm ™' is much

larger than the typical computational error bar (about 100 cm™"). (3) The vibration

mode of a single proton in pure SrTiO; should be quickly broadened to the width of
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500 cm ' as the temperature goes from 0 to 100 K as the CF’ configuration being
populated. However, the observed 3500 cm™' mode remains rather sharp up to room
temperature. (4) The diffusion barrier of a proton is very low such that a proton can
diffuse even at room temperature. Thus, most of the interstitial protons should migrate
out when the sample is cooled down.

' mode, the

Since a single proton cannot be the cause of the 3500 cm
outstanding question is “What O-H configuration could be the cause of it?” The
obvious choice is H in cation vacancies. The complex of H and cation vacancies has
been found in many oxides (Lavrov et al., 2002). The observed twin peaks at 3355
and 3384 cm ' in SrTiO; (Tarun and McCluskey, 2011) have been suggested to
originate from 2H-Vs, complex. In SrTiOs, there are two possible cation vacancies,
Vs and V. Here we propose that the H in a Sr vacancy (H-Vg;) is the cause of the
3500 cm ' mode, and that the H in a Ti vacancy may explained the twin peaks
reported in Ref. (Tarun and McCluskey, 2011).

A (H-Vs,) complex in SrTiO; has a fully relaxed O-H bond length of 0.985 A
(see Table 5.2) and a calculated O-H vibration frequency of 3505 cm ™', which is in
excellent agreement with the experimentally observed mode. A Vs> has 12 Oxygen
neighbors, all of which are equivalent by the cubic symmetry. A proton can bind to
one of these O atoms, forming a (H-Vs) complex. There are 12 possible O-H
oscillators pointing toward the vacancy center as shown in Figure 5.6(c). Similarly,
for a given Sr atom of a perfect crystal, there are also 12 possible CF sites for H to

form O-H oscillators pointing toward it. It has been shown (Houde et al., 1987) that

12 CF sites in the cubic phase would split into three inequivalent groups in the
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tetragonal phase with polarization behaviors satisfied the observed mode. Therefore,
the (H-Vs;) model should also be equally consistent with the observed mode.
Actually, the double negative center Vs could bind up to two protons in a
similar way the V2.2 binds protons in ZnO (Lavrov et al., 2002). In the cases that the
proton is abundant compared to the vacancy, the (H-Vs;) could accept another proton
forming a neutral charge 2H-V,. There are four inequivalent ways to add the second
proton to the existing (H-Vs;) complex. The resulted 2H-Vs, complexes are labeled

with a superscript I to IV following the order of decreasing distances between the two
O atoms that bind H. The two lowest energy configurations are 2H—V and 2H -V,

[Figure 5.1(d) and Figure 5.1(e)]. Since there are two O-H oscillators in each 2H-Vg;
complex, we first determined the coupling between the two oscillators by calculating
the full dynamic matrix of the complex. Within our calculated force sensitivity
(~0.001 eV/A), we do not find any coupling between the two oscillators and thus
obtained two degenerate modes. Small or no coupling is reasonable for this system
because the two oscillators are attached to different O and are reasonably far apart.
This allows us to separately calculate the frequency of each O-H oscillator including
anharmonic effect in a systematic way. The calculated frequencies of all four
complexes are shown in Table 5.2. It can be seen that the vibrational frequencies of
all seven configurations are nearly linearly correlated with the O-H bond length.

Next, we look into the energetic to evaluate the stability of these complexes.
The binding energies between V. and H, and between (H-V, ) and H{, are
defined as

AE=FE

tot

(H-Vy)+E, (bulk) - E, (Vo )—E (H,) (5.1)
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and

AE=FE

tot

(QH-Vy)+E

tot

(bulk) - Etot (H - VS;) - Etot (HBA) (5 2)

where Ei(f) is the total energy of a supercell containing the complex (or
impurity) .

We found that bringing the first H;, to the V.~ is exothermic by 0.84 eV as
shown in Table 5.2. Bringing the second H_,to (H-V,) to form 2H-V
complexes is also exothermic by 0.81, 0.79, 0.75 and 0.64 eV for the configurations a,

b, ¢ and d, respectively. The O-H vibrational frequency for (H—V;, )™ is in excellent
agreement with the observed 3500 e¢m’' peak and O-H LVMs for 2H-V2™°

complexes are larger than that for the (H—V, )" complex by ~20 cm™, which may

explain the experimentally observed higher frequency hump.
Recently, Tarun and McCluskey (Tarun and McCluskey, 2011) observed twin

peaks at 3355 and 3384 cm™ and proposed that these IR peaks are originated from
2H-V_. Based on our results, this assignment has some problems. (1) The 2H -V,
complex is the least stable among all four 2H-Vs, complexes and has higher energy
than 2H-V; by 0.17 eV; rendering it unstable. (2) The 2H-V’s; complexes have two

O-H oscillators spatially well separated and do not couple with each other. Therefore,
it cannot give the splitting of ~30 cm™ (our calculations give doubly degenerated
modes). (3) The calculated frequencies do not agree with the observed ones. Thus,
the observed twin peaks are unlikely due to 2H-Vs, complexes but may be related to
nH-V1i complexes. Therefore, we will investigate the nH-V7; complexes in next

section.
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Table 5.3 Summary of vibrational frequencies of H-related defects in c-SrTiOs. The

calculated values were included the effect of anharmonic part.

Frequency (cm™) Corrected

Type of defect Calculated Observed Frequency (cm™)

H,°" 2603.01 2745.34

H 3082.65 3224.99

[H-Vs]"! 3362.63 Main peak at 3504.96

o 3384.56 ~3500 cm™ and 3526.89

St 3376.61 minor peak ~ 3510- 3518.94

_—_ 3392.22 3530 cm™ (Houde 3534.55

e 3376.98 et al., 1987; Weber 3519.32

etal., 1986

HVS 3346.05 ) 3488.39

3346.29 3488.62

3312.49 3454.82

d

2H-Vs: 3318.69 3461.03

H,0 molecules 3514.67 3657 3657(Shimanouchi,
1972)

5.6 Hydrogen-Titanium Vacancy Complex

From previous section, we have revealed that H interstitial has a vibrational
frequency far lower than 3500 cm™. We also showed that one or two interstitial H
atom(s) could be trapped by Vs, and formed nH-Vs, complexes (n= 1 or 2). In the
complexes, H atoms form strong O—H bonds with the O atoms surrounding Vs, in the
direction pointing toward the vacancy center. As we obtained the calculated
vibrational frequencies of nH-Vg, complexes very close to the observed peaks ~3,500
cm™ by WK consistent oscillator directions, we identified WK’s observation to be
nH-Vs, complexes; not a single H interstitial. For the double peaks centered at 3355

and 3384 cm™ observed by TM, we previously discussed that they could not arise



71

from 2H-Vs complexes as proposed by TM because the frequencies were not in
agreement and the complexes could not explain the coupling observed
experimentally. In above section, we proposed that the double peaks that TM
observed may belong to H and Ti vacancy complexes nH-V71j, therefore, in this
section, we report the binding energies, local structures and the detailed vibrational
frequencies of complex defects between H and Vi based on first-principles density
functional calculations. We show that the vibrational frequencies observed observed

by TM are consistent with nH-V'1; complexes.

5.6.1 Energetic of complex defects

In this section, we are going to consider the H and Ti vacancy complex
defects. To determine the stability and chance of forming these complex defects, the
defect formation energy have to be taken into account. The chemical potentials of Sr,
Ti, and O were taken from points “a” and “d” for Sr-rich and Sr-poor growth
conditions, and from points “a” and “c” for Ti-rich and Ti-poor growth conditions,
respectively (see Figure 5.3 and Figure 5.4). From Figure 5.3, we found that Vg, and
V1 are double and quad shallow acceptors, respectively. There is no energy level
introduced in the band gap due to Vs, and V7 defects. Under n-type conditions, Vs,
and V1 are double and quad acceptors, respectively. At low temperature, an interstitial
H is always a single donor (or simply a proton) binding strongly to one of the O atoms
in STO with the lowest-energy configuration called “OA” However, the interstitial H
is not very stable. It can be annealed out of the STO crystals at even below room

temperature (~100 K) and it has frequency of only ~2,700 cm™. Consequently, we

proposed that the O-H oscillators observed in many IR experiments, with the
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frequency ranges of 3,300 — 3,500 cm'l(Houde et al., 1987; Klauer and Wohlecke,
1992; Kapphan et al., 1980; Weber et al., 1986; Tarun and McCluskey, 2011), are
more likely associated with H complex defects.
For H and Vg, Vs, in charge state 2 (Vgrz') could trap a proton H' to form H-
Vs complex defect with a reasonably large binding energy of 0.84 eV. The H-Vs,
complexes defect could further bind another proton to form a neutral 2H-Vs, complex
defects. In section 5.5, we have studied in detail of the possible configurations and
found two most stable 2H-Vg, complexes with the binding energy of the second
proton of 0.81 and 0.79 eV, respectively.
The binding energy between a Ti vacancy (Vri") and H interstitial, or simply a

-4+n

proton, H" and between (nH-V1))™"" and a proton can be defined as

AE = Etot tot

H-V,)" +E, (bulk)-E, (V;; ) —-E, (H") (5.3)
and

AE=FE

tot

([n+H=V3) " + E (bulk) = £, (nH =V, )" = E,(H")  (5.4)

Equation (5.3) describes the binding energy of the reactions
H" +Vi = (H=V3,)" (5.5)

which is the energy gain when a proton is bound in a V;". Equation (5.4) is a more
general case describing the binding energy of an addition proton to the existing
(nH-V1)™™ complex (n=0, 1, 2, 3). Note that, equation (5.3) is a specific case of
equation (5.4) when n=0.

For H and Vi, Vyi in charge state 4 (VTi4'), it can trap up to four protons to form
a nH-V1; complex defect. VTi4' traps the first proton to form (H-VTi)3' with a large

binding energy ~1.94 eV. The (H-Vr;)* could trap another proton to form a (2H-Vr;)*
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complex defect with a binding energy for the second proton of 1.62 eV. In this case,
there are two possible ways to add the second proton to form a (2H-Vr5)* complex
defect. (1) The second proton is attached to the O atom on the opposite side of the
vacancy from the O atom attached by the first proton. (2) The second proton is
attached to one of the four O atoms that are the neighbor of the vacancy and sits next
to the O atom attached by the first proton. The two configurations are relaxed at two
minimum energy configurations as illustrated in Figure 5.7 (point ¢ and d). To
determine the energy barrier between the two configurations, we employed the
climbing image nudged elastic band method (NEB).

In Figure 5.7, the highest energy structure (point a) is when the two O—H bonds
are pointing directly at each other. To reduce the dipole-dipole interactions, the two
O-H bonds are tilted off the equilibrium position into point b, lowering the energy by
about 0.05 eV. Without any barrier, the O—H bonds can further tilt into point c,
lowering the energy by another 0.05 eV. The structure at point c¢ is the local
minimum-energy structure for the first configuration. Next, if we force one of the
protons to break its O—H bond and move to form a bond with another O atom, we
obtained the ¢ to d path with a small energy barrier of ~0.1 eV for the proton to move
from the first configuration to the lower energy (second) configuration, as shown in
Figure 5.7. This rather low energy barrier indicates that protons in the Vt; could move
rather freely to find their global minimum energy positions. Therefore, majority of the
(2H-V1;)*” complexes should exist in their lowest energy configuration (point d) at
reasonably low temperatures.

The (2H-Vr)* complexes could trap another proton to form (3H-Vr)

complexes There are two possible configurations for the (3H-V1;)" complexes with the
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lower energy one shown in Figure 5.8. The (3H-V7i)” complexes could further bind
with another proton to form neutral 4H-V1; complexes. Again, there are two possible
configurations for the 4H-V1; complexes with the lower energy one shown in Figure
5.8. The formation of these complexes can be summarized in the following reaction

equations.

H" +Vy —>(H-V,)” +1.94 eV,

H" +(H V)" = (2H-V,)” +1.62 eV,
H" +(2H -V,)" - (3H-V,) +1.51¢eV,
H" +(3H-V,)"” = (4H-V,)+1.00 eV.

(5.6)
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Figure 5.7 Illustration of the energy path relating different configurations of (2H-
V> complexes obtained from the nudged elastic band method. Points (a)—(d)
indicate interesting configurations of which the configurations at (c) and (d) are the
local minimum and global minimum energy configurations, respectively. The stretch

vibrational frequencies are also listed for each configuration.
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Figure 5.8 The local structures of bulk SrTiO; and complex defects of H-Vs;, 2H-Vs;,
3H-Vs;, H-V1i, 2H-V1i, 3H-V7i, 4H-V1i, and SH-Vr; complexes.  Green, blue, red, and
pink colors represent the Sr, Ti, O, and H atoms, respectively. The stretch vibrational

frequencies for each configuration are also shown.
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5.6.2  Local vibrational frequencies of H-V1; complex defects

The vibrational frequency associated with each defect was determined
by calculating the dynamical matrix based on the harmonic approximations as
described in Ref. (T-Thienprasert et al., 2010) and chapter III. To test the reliability
of the calculations, we first calculated the vibrational modes of a water molecule and
obtained the vibrational frequencies of 3712, 3825, and 1533 cm™ for symmetric
stretching, asymmetric stretching, and bending modes, respectively. Comparing with
the experimental values of 3657, 3756, and 1595 cm’! (Huber, 2013; Shimanouchi,
1972) the computational values contain the error bar of ~70 cm™.

Next, we calculated the vibration signatures of nH-Vr; complex defects. We
found that all nH-V; complexes give the vibrational frequency below 3400 cm™ (see
Figure 5.8). The (H-V7;)’” complex has the calculated vibrational frequency of 3376
cm’ in a reasonable agreement with the values observed by TM. When a second
proton is added to form (2H-V;)* complex, the two O—H bonds can vibrate as two
oscillators. We found that, unlike the case of 2H-Vs; that the two oscillators have no
coupling between them, here there is a coupling between the two oscillators. The
reason can be attributed to the closer distance of the two oscillators in the case of the
(2H-V1i)* complex compared to the 2H-Vs, complex. The vibrational frequency of the
(2H-V1;)* complex is split into two values, as shown in Figure 5.8. Interestingly, the
two calculated frequencies are differed by 26 cm™, which is in a good agreement with
the splitting of the two peaks of 29 cm™ observed by TM (Tarun and McCluskey,
2011). This is the strongest indication that the observed IR absorption peaks by TM
at 3355 and 3384 c¢cm’' should come from (2H-VTi)2' complex rather than 2H-Vs;

complex. Note, however, that the absolute values of the calculated vibrational
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frequencies of the (2H-Vr;)* complex are only 3152 and 3126 cm™, somewhat lower
than the values observed by TM (by about 7%). In addition to the vibrational
frequencies of the lowest energy configuration, those of the higher energy
configurations have also been calculated and are shown in Figure 5.7. Beside the
vibration frequencies of (H- VTi)3 “and (2H- VTi)z' complexes, we further calculated the
vibration of (3H-V71;)” and 4H-V1; complexes in their lowest-energy configurations and
showed their vibrational frequencies in Figure 5.8. We found all calculated vibrational

frequencies to be in the range of 2900-3400 cm ™.

5.7 Conclusions

In summary, we have studied the stability and local vibration modes of a proton
in cubic perovskite SrTiO; by first-principles calculations. In a perfect crystal, a
proton has the lowest formation energy at a site with low symmetry [off-axis site
(OA)]. The previously proposed center face (CF) and octahedral edge (OE) sites are
0.25 and 2.29 eV higher in energy than the OA site. While the proton at the OA site
forms a short O-H bond similar to a proton in other oxides, its calculated stretch
vibration frequency is only 2745 cm ' far lower than the observed absorption band at
around 3500 cm ' that was previously assigned to an interstitial proton. Not only the
frequency does not match, but the OA configuration has an O-H dipole direction
inconsistent with the measured polarized IR results. Moreover, our calculated
diffusion barrier of an interstitial proton is only ~0.25 eV; indicating that a proton is
very diffusive even at room temperature, and thus is likely to migrate out from the

sample during the cooled down. We propose that the cause of the observed 3500 cm !
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band is a proton in a Sr vacancy (H-Vs,;) which has a strong binding energy of 0.84
eV and a calculated O-H vibrational frequency of 3505 cm ' with the dipole
orientations in agreement with the experimentally observed 3500 cm ' band. The 2H-

Vs: complexes which can also form in samples with high H concentrations have the

frequencies consistent with the observed hump ~20 cm ' above the main 3500 band.
We also propose that the distinct twin peaks at 3355 and 3384 cm ' observed more

recently should originate from complex defects between H and Ti vacancy (nH—Vr;
complexes) in SrTiO;. The lowest-energy configurations for nH—Vr; complexes (n=1,
2, 3, and 4) were identified and their vibrational frequencies were calculated. The
calculated vibrational frequencies of ”H—V71; complexes are in the range of 2900-3400
cm™. For the complexes containing more than one O—H oscillator, there is some
coupling between the stretch vibration modes. For 2H-V7; complex, the coupling
leads to the split in the two vibration frequencies of 26 cm'. This combined with
study of nH-Vs, complexes in SrTiOs, indicates that the twin IR absorption peaks at
3355 and 3384 cm ' observed by Tarun and McCluskey (Tarun and McCluskey,
2011) are associated with the complex defects between H and V1; On the other hand,

the higher IR absorption peaks at ~3400 cm™, observed much earlier by Weber and

Kapphan, are associated with the complex defects between H and V;.



CHAPTER VI
IDENTIFICATION OF Mn SITE IN Mn-DOPED SrTiOj;:

FIRST PRINCIPLES STUDY

6.1 Introduction

Manganese-doped SrTiO; (STO) has been widely studied experimentally and
theoretically due to its excellent physical properties, including dielectric, electronic
and magnetic properties (Dawson et al., 2014; Choudhury et al., 2011; Choudhury et
al., 2013; Tkach et al., 2006). Mn atom is known to exist in two oxidation states, i.e.,
Mn”>" and Mn*". The oxidation state suggests that Mn might incorporate at either Sr**
or Ti*" site. Nevertheless, other factors, such as the mismatch in size with the host
atom and coordination number of the local structure, also play roles. Recently,
different dielectric and structural properties of Mn-doped STO have been observed in
the samples grown under different conditions.(Tkach et al., 2006; Tkach et al., 2004)
This suggests that Mn might substitute into different sites in STO. It is expected that
when Sr** (4-site) is substituted by a smaller Mn*" ion, Mn should shift off-center
from the A-site by a significant amount. This could lead to several favorable
properties, such as large polarization response, low temperature dielectric relaxation,
polar behavior, dilute magnetic, and magnetoelectric multiglass. (Lemanov et al.,
2003; Levin et al., 2010; Kleemann et al., 2008) On the other hand, Ti** (B-site)

should be nicely fit with Mn** with a small distortion around Mn*" because their ionic
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radii are comparable. This is expected to suppress the dielectric permittivity as
observed by Tkach and his group (Tkach ef al., 2004). However, it remains unclear if
the site substitution of Mn can be effectively controlled by limiting the cation
composition during growth, i.e., using the compositions Sri. Mn,TiO3 or SrTi;.
Mn, O3, for on A-site and B-site, respectively. By using the extended x-ray
absorption fine structure (EXAFS) spectroscopy, Levin et al. revealed that the
samples, which are prepared by solid state reaction with the composition intended for
Mn to substitute on 4-site (Sr;. ,Mn,TiO;) with sintering temperature at 1500 °C
under nitrogen or oxygen gas for 5 hours, show some Mn occupying B-site (Levin et
al., 2010). In addition, some controversies on the key factors responsible for the
observed anomalous magnetic and dielectric properties in Mn-doped STO samples
have been reported (Kleemann et al., 2008; Valant et al., 2012; Tkach et al., 2010;
Yang et al., 2012). This could be attributed to the substitution of Mn at different sites
in different samples. = Regarding theoretical study, by using first-principles
calculations with hybrid functional, Yang et al. suggested that Mn substituted for Ti
(Mnr;) can effectively narrow the band gap of STO, but the band gap does not change
when Mn substitutes for Sr (Mng,). (Yang et al., 2012) This difference in band gap
narrowing might be the effect of different band filling between Mnr; and Mng,. They
also reported that Ti-site (or B-site) is the most energetic preferred site under O-rich
conditions. In contrary, another theoretical work based on molecular dynamic
simulation combined with ab-initio calculations suggested that Mn preferred to
substitute for Sr. (Dawson ef al., 2014) Therefore, the substitution of Mn on Sr or Ti
site under different growth conditions needs to be clarified. In addition, other Mn-

related defects, such as Mn interstitial and Mn complex defects, have not been studied
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in previous works. Here, we employed first-principles calculations, like what
previously used to study Mn in PbTiO; (Boonchun et al., 2007), to investigate Mn-
related defects in STO. The most favorable sites of Mn in STO under different
growth conditions are examined and the fully relaxed structures were used to simulate
the Mn K-edge XANES spectra (T-Thienprasert et al., 2011; T-Thienprasert et al.,
2013; Limpijumnong et al., 2006) to compare with the available measured Mn K-edge
XANES spectra from literature (Valant et al., 2012). Valant et al. dope Mn into STO
by ball milling under different conditions: (1) (Sr;.Mn”",)TiO; sample fired at 1500
°C in N, atmosphere for 10 h (named A1500N,) and (2) Sr(Til_yMn4+y)03 sample
fired at 1150 °C in air for 10 h (named B1150air) and measured their XANES spectra
(in Figure 6.1). This result can help us to directly compare the simulation with the

experiment to identify the Mn site in each sample.
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Figure 6.1 Mn K-edge XANES spectra of Mn-doped SrTiO; samples and reference

manganese compounds: MnTiO; and SrMnO;. The spectra have been shifted

vertically for clarity. (Valant et al., 2012)
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6.2 Method

We utilized first-principles calculations based on spin-polarized density
functional theory (DFT) within the generalized gradient approximation (GGA)
parameterized by Perdew, Burke, and Ernzerhof (PBE) (Perdew et al., 1996). To
describe the electron-ion interactions, the projector-augmented wave (PAW) method
as implemented in VASP codes was used (Kresse and Hafner, 1994; Kresse and
Joubert, 1999; Kresse and Furthmiiller, 1996). The energy cutoff for expanding the
plane wave basis set was set at 500 eV. The calculated lattice parameter of STO is
3.952 A in good agreement with the experimental value.(Lytle, 1964) To study the
Mn-related defects in STO, a supercell approach with a 135-atom cell, which is a
repetition of the conventional cubic-perovskite unit cell by 3x3x3, was carried out.
For k-space integrations, we used the Monkhorst-Pack scheme (Monkhorst and Pack,
1976) with a shifted sampling k-point mesh of 2x2x2. All atoms in the supercell were
allowed to relax until the residual Hellmann-Feynman forces (Feynman, 1939)
became less than 107 eV/A.

To determine the likelihood of defect formations, we calculated a defect
formation energy defined by equation (3.4) and under thermodynamic equilibrium,
the following conditions must be satisfied to obtained a homogeneous single crystal
STO during growth,

M, + t, + 314, = E,, (SITIO;). (6.1)

Other undesired phases are the same in previous chapter, such as metallic-Sr,
metallic-Ti, O, gas as well as other oxide phases, including SrO, SrO,, TiO, TiO,, and
Ti,03, might also form. To prevent undesired phases, following constraints must be

taken into consideration:



84

Us, < E,, (Sr-metallic), s, + o <E,,(StO), ug +2u, <E,,(S10,),

Uy < E, (Ti-metallic), uy; + iy < E, (TiO), pir. +24, < E, (TiO,), (6.2)
2y +3u, <E, (Ti,0,), ty<E,(0,)/2.

Equation (6.1) and equation (6.2) leave us with a set of possible zs;, i, and o
for STO equilibrium growth; illustrated with the shade area in Figure 6.2. In Figure
6.2, 1o is projected onto the us, and wqi plane and all chemical potentials were
referenced to their natural phases, i.e., metallic-Sr, metallic-Ti, and O, gas are all set
to 0. The labels A-D in Figure 6.2 represent the points at the boundary associated with
four extreme conditions, i.e., (Sr-rich/O-poor), (Ti-rich/O-poor), (Sr-poor/O-rich), and
(Ti-poor/O-rich), respectively. Because the formation energies are functions of
chemical potentials, these points representing four extreme conditions and the
formation energy at other chemical potentials can then be estimated. When a defect
containing Mn, the formation of undesired metallic-Mn as well as Mn-oxide phases
should be avoided. To properly investigate the plausible phase precipitate limits for
Mn, common natural phases and compound that related with Sr and Ti of Mn, i.e.,
MnO, MnO,, Mn,03, Mn304 MnTiO3; and StMnO; were considered and used to
define the phase precipitate limits for Mn. The chemical potential of Mn (z44,), can be
written as:

Ay, = AH(MnO) — Ay, Auy,, = AH(MnO,) —2Au,,
Apty, = (AH(Mn,05) =3Au,) /2, Aw,, = (AH(Mn;0,) —4Au,) /3, (6.3)
Ap, = AH(MnTiO;) — A, —3Au,, Aw,,, = AH(StMnO;) — Apg, —3Au,.

Therefore, i, was limited by MnO; and metallic-Mn phases for O-rich and O-poor

growth conditions, respectively.
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by (eV)

Figure 6.2 Chemical potential domain for thermal equilibrium growth of SrTiOs;
crystal. The chemical potentials of Sr and Ti are plotted on the x and y axes,
respectively, while the chemical potential of O is related by the constrain explained in
the text. The shaded area represents the allowed chemical potentials satisfied the

constraints in equation (6.1) and (6.2).

To simulate XANES spectrum, the fully relaxed local structures of Mn-related
defects in STO obtained from VASP codes were used as an input coordinates for
FEFF8.2 codes (Rehr et al, 2009) FEFFS8.2 is employed to calculate Mn K-edge
XANES spectrum based on the multiple-scattering expansion within the muffin-tin
potentials. The Hedin-Lundqvist was used as the exchange-correlation potential with

an imaginary part of 0.5 eV to simulate the experimental broadening. The radii for
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self-consistent potential and full-multiple scattering calculations were set at 0.55 and

0.80 nm, respectively.

6.3 Formation Energy of Mn in SrTiO;
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Figure 6.3 Defect formation energies as functions of Fermi energy under different
growth conditions, i.e., A, B, C, and D from left to right panels, respectively. The
slope of each line indicates the charge state of the defect. The dashed black line

represents the sum of the formation energies of Mn; and Vs, defects.

In Figure 6.3, the formation energies of simple Mn defects, namely, Mn
substitution for Sr (Mnsg;), Mn substitution for Ti (Mnr;), and Mn interstitial (Mn;), are
plotted as a function of Fermi energy under four extreme conditions as described

before. In the plot, only the charge state with the lowest energy for each defect at a
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given Fermi energy is shown. (The charge state of the defect can be determined from
the slope of the line.) The Fermi-energy range is extended to the calculated band gap
of ~1.98 eV. Note that the calculated band gap is lower than the experimental band
gap of 3.25 eV (Van Benthem et al., 2001) due to the well-known DFT problems.
Our calculations found that Mng; is a donor with defect transition level at e(+2/+1) =
0.25 eV, while Mnr; is a charge neutral for the entire possible Fermi energy range.
Mpn; is a donor with two transition levels at e(+4/+3) = 0.20 eV and e(+3/+2) = 1.57
eV. The local structures of Mny;, Mnsg;, and Mn; defects are illustrated in Figure 6.4
(a) — (c). It appears that Mn substitutes for Sr (or Ti) atom does not lead to a large
local structure distortion or large off-center shift. However, for Mnyg,, this is not the
lowest energy configuration which will be explained later. The lowest-energy site for
interstitial Mn (Mn,) is at the center of Sr-Sr bond. After inserting the Mn in between
two Sr host atoms, the two atoms slightly relax outward. Mny; and Mn; are
energetically most favorable (hence, the dominant) defects under both O-rich and O-
poor growth conditions, respectively. Note that, the breaking symmetry of Mn on Sr
site (shift Mn away from the Sr site) can lower the energy, however, its formation
energy remains higher than that of Mn; and Mnry; defects. Therefore, Mns; cannot be
the lowest energy defect at any growth conditions considered. = However,
experimental results showed that under certain growth conditions, (Sri..Mn,)TiO;
samples (A-site substitution) can be achieved with distinct properties from the usually
observed Mnr;. (Tkach et al., 2004; Valant et al., 2012) In addition, they found that
the (Sr;Mn,)TiO3; samples show the co-existence of Mn on 4-site and B-site. Our
calculations showed that Mnrj; is likely to exist in most growth conditions and difficult

to be avoided, which agree well with the experimental finding. However, Mng; has
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high formation energy and its existence need further explanation as will be explained

next.

Figure 6.4 The local structures of (a) Mnyj, (b) Mng, (¢) Mn;, and (d) Mn;-Vs;

complex or off-center Mnyg;.

Interstitial Mn (Mn;) is a charged defect because Mn is a donor, which can be
stable in +4, +3, and +2 charge states. As a charged defect, it can be compensated by
an opposite charge native defect; forming a neutral complex. For intrinsic point
defects, the potential compensating native point defects are Sr vacancy Sr (Vs;) and Ti

vacancy (V7i), both of which are acceptor.
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6.4 Binding Energy of Mn with Vacancy

The calculated the formation energies of Vg and Vrj are shown in Figure 6.3.
The formation energy of Vs; is lower than that of V1 under several growth conditions.
Therefore, Vs, can be the compensating defect in (Sr;,Mn,)TiO; samples. We
investigated the complex defect formation between Mn; and Vs, i.e., Mn;-Vg, complex
and found that the complex is a deep donor with two defect transition levels at &(+2/0)
= 1.25 eV. To determine the stability of the complex, we calculated the binding

energy defined by

Ebind(A_B):Ef'(A)+Ef'(B)_Ef'(A_B) (6.4)
where E,(A4) and E,(B)are the formation energies of the defects 4 and B, and

E,(A-B)is the formation energy of the A-B complex. If the complex has a large

binding energy, it is more likely to form. As shown in Figure 6.3, the dashed line
represents the sum of the formation energies of Mn; and Vs,. The binding energy of
Mn;-V complex is the difference between the dashed black line and the magenta
(Mn;-Vy) line.  We found that the binding energy of the complex is more than 2.6 eV
which is high; indicating that such complex is likely to exist in a high concentration

and very stable.

6.5 Local Structures of Mn in SrTiO;

The local structures of Mn;-Vs complex is shown in Figure 6.4(d). The
interstitial Mn atom move toward Vs;, but not into the center of it. This structure can
also be viewed as a largely distorted Mng,, where Mn atom is largely shifted away

from the regular Sr site; resulting in a large off-centering Mng,. This structure is in
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good agreement with the experimental observation. (Levin ef al., 2010; Valant et al.,
2012) (In principle, slightly shift Mn off-center during the Mng, calculation should
lead to this structure shown in Figure 6.4(d). after relaxation. However, our actual
calculation did not give this result, instead we obtained a slightly distorted Mns;.)

To directly compare our calculated results with the experiment, we calculated
the Mn K-edge XANES spectra associated with Mng; (on regular lattice), Mnry;, and
Mn;-Vs;, or off-center Mng, defects. Our calculated results are illustrated in Figure 6.5
along with the experimental Mn K-edge XANES spectra obtained from (Sr;.Mn,)O;
and Sr(Ti;,Mn,)O; samples that are experimentally assigned to be associated with
Mn substitutions for A-site and B-site, respectively. (Valant et al., 2012) It is clear
that the features of the calculated XANES spectrum of Mng, defect (on regular Sr
lattice) is significantly distinct from that of the measured XANES spectrum of (Sr;.
«Mn,)O; sample. On the other hand, the features of the calculated XANES spectrum
of Mn;-Vs, complex (or off-center Mng;) are similar to that of the measured XANES
spectrum of (Sr;.,Mn,)Os sample. The calculated XANES spectrum of Mnr; 1s in good
agreement with the measured XANES spectrum of Sr(Ti;..Mn,)Os; sample. Our
XANES calculations confirm the assignment of Mn in Sr(Ti;.,Mn,)Os sample to be
Mnr; and the assignment of Mn in (Sr;.,Mn,)O3 sample to be Mn;-Vs; complex (or off-

center Mng;).
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Figure 6.5 Comparison between the calculated and measured Mn K-edge XANES
spectra. The measured Mn K-edge XANES spectra (Valant et al., 2012) of (Sr.
«Mn,)Ti0O; sample (A1500N,) and Sr(T1;.,Mn,)O; sample (B1150air) are marked by
(a) and (d). The calculated Mn K-edge XANES spectra associated with Mn;-Vs; (or

off-center Mng;), Mng,, and Mnr; are labeled by (b), (¢), and (e), respectively.
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6.6 Conclusions

We use first-principles DFT calculations to investigate Mn-related defects in
STO under different growth conditions. We found that Mnr; is the lowest energy
defect under most growth conditions. Therefore, Mny; defect can be observed in most
of the Mn-doped STO regardless of how the elemental composition is forced, i.e.,
both (Sr;..Mn,)TiO3 and Sr(Ti;.,Mn,)O; samples. In addition, our calculations show
that a substitutional-vacancy complex Mn;-Vs,, which has the same chemical
composition as Mng, but with Mn atom largely shifted off-center, can form in certain
growth conditions with reasonably low formation energy. This off-center Mng;,
explains the observed A4-site substitution in (Sr;..Mn,)TiO; samples. Our calculated
XANES spectra associated with Mnrp;, and off-center Mng, agree nicely with the
measured XANES spectra of Sr(Ti;,Mn,)Os and (Sr;.Mn,)TiO; samples,
respectively. This confirms the experimental assignment of Mn substitution for B-site

and A-site with detailed energetic description to support the assignment.



CHAPTER VII
FIRST PRINCIPLES STUDY OF Ca IN BaTiO; AND

BiysNa(sTiO;

7.1 Introduction

BaTiOs (henceforth, BT) and BigpsNagsTiOs (henceforth, BNT) are currently
potential candidates to replace lead-containing ferroelectric materials, which are
highly toxic. BT is a ferroelectric material with a tetragonal perovskite structure at
room temperature. It has good piezoelectric and ferroelectric properties. However, it
has a relatively low Curie temperature at 7. = 120 °C and a phase transition to the
rhombohedral phase as the temperature is reduced below 5 °C (Miyake and Ueda,
1948; Merz, 1949). It is necessary to increase the 7, as well as the temperature of the
secondary phase transition to make BT practical for real applications (Gao et al.,
2007). Adding Bi or other rare-earth elements with smaller ionic radius (Takenaka et
al., 1991; Jung et al., 2002) to BT to form compounds, for e.g., BipsNaysTiO; (Yuan
et al., 2009), and BisTi30,, (Jain et al., 2009), has been reported to increase T,
improve ferroelectric response and other properties. (Yoshii et al., 2006; Li et al.,
2004; Suchuan et al., 2006; Lin et al., 2006, Ge et al., 2010; Gou et al., 2012) BNT,
by itself, is also a ferroelectric material. It has Bi*“and Na" ions alternately occupying
A-site of ABO; perovskite structure with rhombohedral symmetry at room

temperature. BNT has a rather high Curie temperature of 7. = 320 °C and a relative



94

large remanent polarization at room temperature. It is expected that a mixture of BT
and BNT (BT-BNT) is a ferroelectric material with properties superior to the parent
materials. BNT-BT is highly attractive owing to the existence of a rhombohedral (F,)
— tetragonal (Fg) morphotropic phase boundary. Takenaka ef al. (Takenaka et al.,
1991) reported that the BT-BNT at 6% BT composition, i.e., (Big sNag s)o.94Bag.0s 103,
has good piezoelectric properties and high dielectric constant. However, the alloy has
a stability problem at high temperatures. Yuan et al. (Yuan et al., 2010) found that
adding a small amount of calcium can effectively improve the temperature
characteristic of capacitance (TCC) of the BNT-BT system. However, the role of Ca
in BT-BNT system is currently unclear and its preferable site still also unknown. As a
cation, Ca is expected to occupy either the A-site (Ba, Bi, or Na site) or B-site (Ti
site). In order to gain a deeper understanding on the role of Ca, the preferable site of
Ca in BT-BNT samples has to be identified.

In this chapter, we employed first principles calculations to investigate Ca in
BT and BNT. We focused our attentions on the identification of Ca’s favorable sites
and the resulting electronic properties. The outline of this article is as follows. In
section 7.2, the details of our theoretical and computational method are described. In
section 7.3, we present a detailed analysis of the possible equilibrium growth
conditions of BT and BNT by introducing phase diagrams to show the possible range
of chemical potentials of the starting elements. Different growth conditions lead to
different form of Ca incorporation. Our main result of the formation energies and
electronic properties of Ca substitution for different cation sites in BT and BNT are
presented and discussed in section 7.4 and 7.5, respectively. Finally, section 7.6

contains the summary of our work.
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7.2 Computational Methods

In this work, we utilized first-principles calculations based on spin-polarized
density functional theory (DFT) within the generalized gradient approximation
(GGA) with the functional introduced by Perdew, Burke and Ernzerhof (PBE).
(Perdew et al., 1996; Perdew et al., 1997) To describe the electron-ion interactions,
the projector-augmented wave (PAW) method, (Blochl, 1994; Kresse and Joubert,
1999) as implemented in VASP code, was used. (Kresse and Hafner, 1993; Kresse
and Hafner, 1994; Kresse and Furthmiiller, 1996; Kresse and Furthmiiller, 1996) The
electron wave functions were described using a plane wave basis set with the energy
cutoff of 500 eV. This energy cutoff is sufficient to provide a well-converged basis
set to describe oxides when using ultrasoft pseudopotentials. (Vanderbilt, 1990) The
calculated lattice parameters of tetragonal BT and BNT are in good agreement with
the known experimental values as shown in Table 7.1. To study defects in BT and
BNT, a supercell approach is used. For BT, we used a 135-atom cell, which is a
3x3x3 repetition of the conventional tetragonal-perovskite unit cell (5 atom/unit cell).
For BNT, we used a 120-atom cell, which is a 2x2x3 repetition of the conventional
tetragonal-perovskite unit cell (10 atom/unit cell). (Van de Walle and Neugebauer,
2004) For k-space integrations, we used the Monkhorst-Pack scheme (Monkhorst and
Pack, 1976) with a shifted 2x2x2 k-point sampling. The calculated band gap of BT
and BNT are smaller than the experimental values due to the well-known DFT
problems. The calculated band gaps for BT and BNT at the special k-point are 1.68
eV and 2.19 eV whereas the experimental band gaps are 3.2 eV (Wemple, 1970) and

2.94 eV (Parija et al., 2012), respectively. All atoms in the supercell were allowed to
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relax until the residual Hellmann-Feynman forces (Feynman, 1939) become less than

102 eV/A.

Table 7.1 Lattice parameters of tetragonal BaTiO; and Biy sNay sTiOs,

Lattice parameters Present (Calculation) Experiment
BaTiO;
a (A) 3.979 3.998°
c(A) 4.078 4.018"
c/a 1.025 1.005°
BiysNagsTiOs3
a(A) 5.561 5.519°
¢ (A) 4.089 3.909
c/a 0.728 0.708"

* Measurement by Electron diffraction density from BaTiO3 sample grown by flux-
growth method (Buttner, 1992)
® Measurement by Powder neutron diffraction from Big sNaysTiO3 sample grown by

the flux; powder prepared from ground crystals (Jones, 2000)

7.3 Defect Formation Energies and Crystal Growth Conditions

According description in Chapter III, to use equation (3.3) and (3.4) to determine
the abundance of a defect, one needs to know the chemical potentials of all atomic
species involved. The actual values of the chemical potentials depend on growth
process. However, under suitable choices of thermodynamic equilibrium, the range of
possible values of them can be determined by considering the requirements for
controllable growth of the crystal. In Chapter III, V, and VI, we already shown the

method for considering ternary compound, by the same way, in this chapter we will
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show, how can we consider chemical potentials for four element compounds. We will
be described in this section.
To grow BT and BNT crystal under thermodynamic equilibrium, the

following conditions must be satisfied: (Li et al., 2007; Gupta et al., 2007)

Etat (BaTIOS) = /’lBa + ll'lTi + 3/”0 and Et

ot

(Bi, ;Na, . TiO,) = “73 + ﬂTN a3, (1)

where E,(BaTiO;) and E,(BipsNagsTiO;) are the calculated total energy per
molecular formula of BT and BNT, respectively, tix is the chemical potentials of atom

species X referenced to their natural elementary forms. If the sum on the right-hand
side of equation (7.1) is larger than the left-hand side, then a rapid and uncontrolled
growth of BT or BNT crystal takes place. On the other hand, if the sum on the right-
hand side is smaller than the left-hand side, then the crystal disintegrates.

For BT, there are three chemical potentials to be considered. Therefore, the
chemical potentials for a given growth condition can be presented as a point in the 3-
dimension chemical potential space, where each axis represents each of the three
chemical potentials. Equation (7.1) is actually a plane in this 3-dimension space. To
make the plane symmetrically intercept the axes at 1, we can define a new set of

normalized chemical potentials as follows:

: My / M / 3o
=22 , T T T > al’ld = .. _ .2
Mo = EBaTiOy) ‘T E_(BaTioy)’ T4 T E (Batio,) P
This transforms the plane equation, equation (7.1), to
L=ty + bl + (1.3)

Similarly for BNT,
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;u};i /ul'\la ! !
I=—"+—"+u + 4
) > Hri T Ho (7.4)
Where = Hi , P M ,
o, (BiysNa,,TiO,) e T, (BiyNa, TiO,)

i = i and g = o
E, (Bi,;Na, TiO,) E, (Bi,Na, TiO,)

tot tot

Additional limiting conditions have to be placed on the chemical potentials to
prevent other low-energy phases of metal oxides, i.e., BaO, BaO,, Bi,03, Na,O, TiO,
Ti0,, and Ti1,05 to form. These conditions can be written as:

E,(BaO) 2 g, + o,
E, (BaO,) 2 ts, + 24,
E, ,(Ti0) = py; + g, for BaTiO, (7.5)
E,,(T10,) 2 pig; +2 415,
E, (T1)05) 2 2 g7 + 3 1.

and

E,,(B1,0,) 22 1t +3 1,
E, (Na,0) 2 2y, + 1o,
E,  (TiO) = py + 1o,  for Bi Na ;TiO, (7.6)
E,(Ti0,) 2 iy +2 o,
E, (T1)05) 2 2t +3 g

As a result, the possible chemical potentials of Ba, Na, Bi, and Ti are further
limited by their oxide phase according to equation (7.5) and (7.6). To illustrate these
limits, a triangular phase diagram can be used to represent the chemical potentials of
Ba, Ti and O for BT (see Figure 7.1) and Bi, Na, Ti, and O for BNT crystal (Figure
7.2). In Figure. 1, the black points and the shaded area on the diagram satisfied

equation (7.1), (7.2), (7.3), and (7.5). The chemical potentials of Ba, Ti, and O could
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be any values that lie within the shade area. The black points connected with the black
lines represent the solution to equation (7.1) and the extreme points of equation (7.5).
Sets of chemical potentials along these lines are the result of the limits due to the
possible oxide phases. These black points are marked as (a) to (d) in Figure 7.1. The
values of the chemical potentials for Ba, Ti, and O associated with the points (a) — (d)
are tabulated in Table 7.2. At point “a”, the chemical potentials of Ba and Ti are at
their maximum values and that of O is at its minimum value, i.e., Ba-rich, Ta-rich and
O-poor. At point “b”, the chemical potential of Ti is at its minimum value and O is at
its maximum, i.e., Ti-poor and O-rich. At point “c”, the chemical potential of Ba is at
its minimum value and O is at its maximum value, i.e., Ba-poor and O-rich. Note that
points “b” and “c” are not much different. They both have O-rich and metal poor as
the values of the chemical potentials of metal varied by only about 1 eV for the two
conditions (see Table 7.2). Point “x” represents a condition in the middle of the
shaded area. Because these conditions cover the middle region and extrema of the
growth conditions, the formation energies of Ca defects in BT will be presented using

these conditions.

Table 7.2 Chemical potentials of Ba, Ti, O, and Ca for different growth conditions of

BT.
Point un Mg, V) Uy (V) Uy (V)  He, (eV)
Ma 0 -1.05 -4.97 -0.93
b Wb -5.01 -10.50 0 -5.91
¢ T -6.24 -10.12 0 -5.91

X T -3.13 -5.03 -2.62 -2.13
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Figure 7.1 Triangular phase diagram for representing the chemical potentials of Ba,

Ti, and O according to equation (7.1), (7.2), (7.3), and (7.5) (see text for details).

Figure 7.2 Triangular phase diagram for representing the chemical potentials of Bi,

Na, Ti, and O according to equation (7.1), (7.2), (7.3), and (7.6) (see text for details).
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For BNT, there are four chemical potentials. To show the possible growth
conditions of BNT in a 3-dimension chemical potential space, we used the average

value of wf and s, 1.e., (uy + t4,)/ 2 to plot Figure 7.2. The black points and the

shaded area on the diagram satisfied equation (7.1), (7.2), (7.3), and (7.6). The
chemical potentials of Bi, Na, Ti, and O could be of any value within the shade area.
Similar to the case of BT, the black points connected with the black lines represent the
solution between equation (7.1) and the extreme points of equation (7.6). Sets of
chemical potentials along these lines are the result of the limits due to the possible
oxide phases. These black points were marked by letters “a” — “c” in Figure 7.2. Note
that only the average of the chemical potentials for Bi and Na is shown in Figure 7.2.
To understand the possible growth range for each of them, additional chemical
potential plots are needed. The possible chemical potentials for Bi and Na for the
conditions along the line “a” to “b” and “a” to “c” in Figure 7.2 are shown in Figure

7.3(1) and Figure 7.3(i1), respectively. In Figure 7.3(i) and Figure 7.3(ii), we marked

the chemical potential of O in the plots. At point “a” in Figure. 2, x4 =0.64 and
(e + 4,) 1 2=0.01, the line (g, + 44,)/2=0.01 with the natural phase precipitate
limits are shown in Figure 7.3(i) with a label /;=0.64. At point “b” in Figure 7.2,
Ho =0 and (up +44,)/2=0.11, the line (g +44,)/2=0.11with the natural phase
precipitate limits are shown in Figure 7.3(i) with a label ) =0. The lines for other

oxygen chemical potentials in between are also shown. This plot (Figure 7.3(1))
allows us to show the possible range of the chemical potentials of Bi and Na for the

conditions along the line “a” to “b” in Figure 7.2. Similarly, Figure 7.3(i1) shows the

possible range of Bi and Na chemical potentials for the conditions along the line “a”
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[P

to “c” in Figure 7.2. These black dots are used to mark the extreme points in Figure
7.3(1) and Figure 7.3(ii) and labeled as pa, ps1, pB2, Rc1, and pez. Note that for point
“b” in Figure 7.2, the chemical potentials of Bi and Na can be varied from condition
B1 where Bi is rich and Na is poor to condition B2 where Bi is poorer and Na is
richer. Similarly for point “c”, the chemical potentials of Bi and Na can be varied
from C1 to C2. For convenience, the values of chemical potentials for Bi, Na and O

associated with the black dots are listed in

0.5}, ' ' ' ' qosfT T T T T T T T T T T 1
2 1) “)
| 0.4 10.4f

0.3r 40.3}

40.2¢
40.1F
<4
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0.3 04 05 0% 01 02 03 04 0.5
» Poor Rich 4 ”Bl » Faor

Figure 7.3 The possible chemical potentials of Bi and Na (shade area) that depend on
chemical potential of O in each condition along the lines connecting (i) points (a) to

(b) and (ii) points (a) to (c) in Figure 7.2.
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Table 7.3 Chemical potentials of Bi, Na, Ti, O, and Ca for different growth

conditions of BNT.
Hg; Hxa Hri Ho Hcq
Point n

(eV) (eV) (eV) (eV) (eV)

[TIN 0 -0.52 -4.37 -2.75 -3.16

b UB1 -0.65 -2.19 -11.46 0 -5.91

10 -2.77 -0.06 -11.46 0 -5.91

c et -3.94 -2.20 -9.77 0 -5.91

ez -6.20 0 -9.77 0 -5.91

For calcium defects, the formation energies depend on the chemical potential of
Ca. The Ca-rich conditions give the lowest formation energies, i.e., the richer Ca the
easier the formation of Ca defects. To properly investigate the plausible phase
precipitate limits for Ca, common natural phases of Ca, i.e., CaO, were considered
and used to define the phase precipitate limits for Ca. The chemical potential of Ca,

Hc, can be written as:

/uCa = Etot (CaO) \ /LlO (77)

7.4 Formation of Ca in BT and BNT

In Figure 7.4, the formation energies of Ca substituting for Ba (denoted Cag,)
and Ca substituting for Ti (denoted Car;) defects in BT are plotted as functions of the
Fermi energy, Er. Only the lowest energy charge state of each defect at a given Fermi
energy is shown in the plot. The charge state of each defect at each point can be
identified from the slope of the plot. Cag, is always neutral for the entire possible

Fermi energy range. This is consistent with the fact that Ca and Ba are isovalent. Car;
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is a deep double acceptor with the calculated ionization energy of ~200 meV. This is

also consistent with the fact that group-II Ca is substituted for Ti, which is 4+ in BT.

X (a) p=p, (b) p=p, ()pn=n,
* ¥ Y T Y Y T v T T T T T
I Ba-ric'h/O-poor i Ba-poor/O-rich

3k - k 1 3F

Formation energy (eV)

0.0 0.5 1.0 15 0.0 0.5 1.0 L5 0.0 0.5 1.0 15

Fermi energy (eV) Fermi energy (eV) Fermi energy (eV)

Figure 7.4 The formation energies for Ca defects, i.e., Ca substituting for Ba (denoted
Cag,) and Ca substituting for Ti (denoted Cary;), in BaTiO; as functions of the Fermi
level calculated under different growth conditions. Only the formation energies for the

lowest energy charge states are shown. The charge state of each defect at each point

can be identified from the slope of the plot.

The plots in Figure 7.4 are for the three choices of growth conditions previously
explained and shown in the chemical potential space in Figure 7.1. First, we can
clearly see that the formation energy of Cag, is always significantly lower than that of
Cari. Note that the formation energies of calcium interstitials and calcium anti-site
(not shown) are even higher than that of Carj, making them unlikely to form. Under

Ba-rich/O-poor growth condition (p,), the formation energy of Cag, is in the negative
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region, indicating that Cap, can rapidly form spontaneously. In reality, under
condition p,, the chemical potential of Ca has to be lowered below the (precipitation
limit) value used here in order to maintain a stable growth of BT and keep the level of
Ca incorporation controllable. (Lowering the chemical potential of Ca directly
increases the formation energy of Ca related defects.) For Ba-poor/O-rich growth
condition p, the formation energy of Cag, is slightly lower than that in the condition
K. However, the formation energy of Car; is much reduced and turned negative. Car;
is a deep double acceptor and the 2- charge state becomes lower in energy than Cag,
for Ef > 0.54 eV (Figure 7.4, right panel). Even under this condition, the neutral
charge state of Car is still almost 1 eV higher in energy than Cag, For the
intermediate growth condition, at point “x” the formation energy of Cag, is
significantly lower than that of Car;. Our results indicate that, for all possible growth
conditions (shaded area in the chemical potential space in Figure 7.1), Ca prefer to
substitute for Ba (or A-site of the perovskite lattice) in BT.

For Ca in BNT, there are three types of cations. For the A-site of a perovskite
lattice, there are two cations, Bi and Na. For B-site, there is only one type of cation
(T1). Therefore, we studied three substitutional defects, i.e., Ca substituting for Ba
(denoted Cag,), Ca substituting for Na (denoted Cay,) and Ca substituting for Ti
(denoted Carj). In Figure 7.5, the formation energies of the three substitutional
defects as functions of the Fermi energy are plotted. The plots are for the different
choices of growth conditions previously discussed and shown in the chemical
potential space in Figure 7.2 and Figure 7.3. We found that Car; is a deep double
acceptor with the calculated ionization energy 0/-1 of about 150 meV and -1/-2 of

about 400 meV.
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Figure 7.5 The formation energies of Ca defects, i.e., Ca substituting for Ba (denoted
Cag,), Ca substituting for Na (denoted Caxy,), and Ca substituting for Ti (denoted Car;)
in BigsNagsTiO; as functions of Fermi level calculated under pa, pgi, ps2 (dash
lines), i and pe; (dash lines) conditions. Only the formation energies for the lowest
energy charge states are shown. The charge state of each defect at each point can be

identified from the slope of the plot.

Cag; is a shallow single acceptor while Cay, is a shallow single donor. These are
consistent with what can be expected due to the electron counting. Calcium has two
valence electrons therefore when it substitutes for Ti4+, Bi3+, and Na'" , it is expected
to behave as a double acceptor, single acceptor and single donor, respectively. For the
O-poor condition (pa), the formation energies are shown in the left panel of Figure
7.5. Under this condition, the formation energy of Car; is much higher than for Ca on
A-site (Cag; and Cayg,). If the charge neutrality condition is required, the Fermi level is

pinned at the crossing point between the Cap; and Cay, line. At this crossing point,
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the formation energy of Cap; and Cay, are equal and the two have the same
concentration and fully charge compensate each other. Note, however, that the values
of the formation energy shown are negative. In reality, the chemical potential of Ca
has to be lowered to the point where the crossing point is in the positive region;
leading to a low concentration of Ca and steady growth of BNT. For the O-rich
conditions, one can vary the chemical potentials of Ti to its richest possible value and
at the same time the average value of the chemical potentials of Bi and Na, i.e.,

(UpitUna)/2, moves to its poor value. This is the condition pg. For this condition, the

formation energies of Ca substitutional defects are shown in the middle panel of
Figure 7.5. For a given average value of the chemical potentials of Bi and Na, the
chemical potentials of Bi and Na can vary from Bi-rich Na-poor (B1) to Bi-poor Na-
rich (B2). To present the formation energy in the same plot, the formation energies of
substitutional Ca corresponding to Bl are shown using solid lines and B2 using
dashed lines. We can see that for Bl condition, Cay, is the most stable donor and it
would compensate by Cary; acceptor to maintain charge neutrality, the condition
needed at a high Ca concentration. However for B2 condition, Cag; becomes the
lowest formation energy acceptor; making Car; never stable. In an extreme n-type
condition (when the Fermi level is near the conduction band minimum) the crossing
of Carj below Cag; is irrelevant because there is no compensating donor to pin down
the Fermi energy in this region. Even if the Fermi level started in this region, as soon
as the first few Car; acceptors started to form, the Fermi energy would immediately
move lower toward the valence band — the region where Cag; becomes more stable.
Next, the O-rich conditions with the chemical potentials of Ti at its poorest possible

value and at the same time the average value of the chemical potentials of Bi and Na,
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1.e., (UpitlUna)/2, moves to its highest possible value labelled by condition pc will be

discussed. For this condition, the formation energies of Ca substitutional defects are

shown in the right panel of Figure 7.5. While maintaining the average value, i.e.
(upitUna)/2, the chemical potential of Bi and Na can vary from Bi-rich Na-poor (C1)

to Bi-poor Na-rich (C2). For the C1 condition, the relevant compensating donor and
acceptor are Cay, and Cag; which cross near the valence band maximum Fermi
energy. For the C2 condition, Cag; is the only stable acceptor without a compensating
donor. Similar to the case of B2, the Cag; acceptor would be the only species that
forms and the Fermi energy would move to the valence band maximum value (in the
plot, the formation energy of Cay, is much higher and never crosses Cag; at any point
under B2 and C2 conditions). Our results indicate that, in BNT, Ca prefers to occupy
the A-site, i.e., substituting for Bi or Na for almost all growth conditions with the
exception of condition B1 where Ca should substitute for both A-site and B-site with
the concentration of Ca on B-site roughly half of Ca on A-site (Cay; is a double
acceptor while Cay, is a single donor).

The fact that Ca favors the A-site over B-site in perovskite BT and BNT is also
consistent with the ionic radii. The ionic radii of 12-fold Ba®", Na'*, and 6-fold Ti*"
are 1.61, 1.39, and 0.605 A, respectively. For Ca*", the 12-fold and 6-fold ionic radii
are 1.34 and 1.0 A, respectively (Shannon, 1976). We can see that the ionic radius of
Ca’" is a better fit with A-site ions (Ba”" and Na'") than with the B-site ion (Ti*"). The
calculated relaxed bond distances of pure BT, BNT and Ca substitutional defects are
summarized in Table 7.4. The local structure of Car; for both BT and BNT are
similar. The same is also true for the Ca substitutional for the A-site (Ba in BT and

Bi/Na in BNT). It is worth mentioning that, in the case of Cag, in BT, Ca shifts off-
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center along the c-axis by about 0.05 A. This is consistent with the experimental
observation that the T, of the phase transformation of BT (from the low temperature
tetragonal phase to the cubic phase) shifts from the bulk value of T, = 403 K to a
higher value when the sample is doped with Ca (Yamada et al., 1969). Regarding the
TCC of Ca-doped BNT-BT system, Ca substitutional on the A-site would have the
local structure similar to that of CaTiOs, which is known to be a very temperature
stable (good TCC) material. Therefore, the improved TCC of BNT-BT system when
doped by Ca observed by Yuan et al. (Yuan et al., 2010) is consistent with our

calculations that Ca prefers to substitute on the A-site.

Table 7.4 Calculated local structure around cations for pure and Ca doped BaTiO;

and Bi0.5Na0.5TiO3.

= w | Calculated Coordination
arge on
Structure distance (A) numbers

2.814
Ba-O 2.850
BaTiO3 0 2.850

1.990

Ti-0 2.041

2.859
Cag, in BaTiO; 0 Ca-O 2.902
2.902

2.049
2.189

Car;1in BaTiO; 2- Ca-O

[ S N = T 1 L S S SN SN N




Table 7.4 Calculated local structure around cations for pure and Ca doped BaTiO;

and Big sNajsTiO3 (Continued).
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Bi0_5Na0_5Ti03

Na-O

Bi-O

Ti-O

2.834
2.505
3.388

2.838
2.292
3.263

1.998
2.258,1.794

~

~

CaNa in
Bi0.5Na0.5Ti03

1+

Ca-O

2.833
2.505
3.382

Cag; in
Bi0.5Nao,5TiO3

Ca-0O

2.831
2.312
3.257

CaTi n
Bi0.5Nao.5Ti03

Ca-O

2.054
2.233,2.021
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7.5 Local Structure of Ca Dopant in BaTiO;-(BigsNagys)TiO; System

From section 7.4, we found that Ca atoms prefer to substitute for cations.

Substitutional Ca in the A-site of the perovskite lattice, i.e., Cag, for BaTiO3 and Cag;

and Cay, for BigsNagsTiOs;, 1s the most favorable form of Ca incorporation in this

class of materials and will predominantly form in all growth conditions. Only for the

case of O-rich/Na-poor in BigsNaysTiO3;, does Cari have a chance to form in a

reasonable amount, i.e., about half of the concentration of Cay,. However, in practice,

BT and BNT are composite compounds in form of (1-x)BNT-xBT such as Yuan et al.
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(Yuan, 2012) reported. Therefore, the role of Ca doping in BT-BNT system is still
unclear, if we doped Ca in BT-BNT samples, because Ca donor-type impurity can
occupy on A4-site (Ba and Na atoms) and B-site (Ti) in some case for BNT by our
formation energy suggestion. Consequently, in order to gain more fundamental
understanding, in this section, we will show identification the site of Ca in Ca-doped
BaTi03-(Biy sNays5)TiO; (BT-BNT) ceramics samples by using a combination of first-
principles calculations and x-ray absorption technique.

In our study, The BT-BNT samples are used in this study were prepared by our
collaboration and doped via a conventional method of mixing oxides by sintering in
different temperature which is corresponded with our O-poor condition. The ratio of
BT/BNT in all samples are 90/10 with different CaO concentrations varying from 0.2,
0.3 0.35, and 0.4 mol%. The local environment around Ca atom in each sample was
characterized by using x-ray absorption measurements performed in the fluorescent
mode with a 13-component Ge detector (Canbera) at beam line 8 of the Siam Photon
Source (electron energy of 1.2 GeV, beam current 80—120 mA), Synchrotron Light
Research Institute, Thailand. A double crystal monochromator KTiOPO4 was used to
scan the synchrotron x ray with the photon energy step of 0.25 eV in the range of
40004120 eV, covering the XANES region of Ca K-edge. The measured spectra are
illustrated in Figure 7.6.

In order to identify the location of Ca atom in BT-BNT samples, the measured
Ca K-edge XANES spectra were performed as illustrated in Figure 7.6(a). By both
performing XANES experiment and independently calculating first-principles
XANES with Ca at different locations were compared. The experimental Ca K-edge

XANES spectrum is shown in Figure 7.6(a), no different in the spectral features are
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measured except for a difference in the signal to noise ratio due to the different
concentrations of Ca atoms in 0.9BaTiO3-0.1(Bi;,Na;;,)TiO; system . The XANES
spectra have the pre-edge peaks at 4041 eV (P1) and 4044 eV (the second pre-edge
peak merged into the edge and appear only as and onset in the slope of the edges;
labelled as P2). The main feature in spectra is composed of the main peak at 4049 eV
(P4) with two lower energy shoulder at 4047 eV (P3) and 4051 eV (P5), and followed

by other peak at 4063 eV (P6), 4069 eV (P7), and 4080 eV (P8) which are smaller.

Experimental data Ca K-edge

Ca K-edge
(@)

A

Ca;in Bij JNa, ;TiO,

Capin BaTiO,

Ca,, in Biy [Na, TiO,

0.5

Normalized Absorbance

Cay_in BaTiO, Cay, in Bi [Na, TiO;

0.5

i 1 . | Caculated 1 . | Caculated
4050 4100 4050 4100 4050 4100
Photon Energy (eV) Photon Energy (eV) Photon Energy (eV)

Figure 7.6 (2) The measured Ca K-edge spectra of (1) 0.9BaTi03-0.1(Bi;,Na;,)TiOs-
0.035Ca0 ceramics sintered at 1160 °C, (2) 0.9BaTi03-0.1(Bi;,Na;;;)Ti03-0.020Ca0O
ceramics sintered at 1220 °C: pulverized powder, (3)0.9BaTi03-0.1(B1i;,Na;/;)TiOs-
0.030Ca0O ceramics sintered at 1220 °C: pulverized powder (4) 0.9BaTiOs-
0.1(Bi;2Na;2)Ti03-0.035Ca0O ceramics sintered at 1220 °C: pulverized powder, and
(5) 0.9BaTiO3-0.1(Bi;2Na;2)Ti03-0.040CaO ceramics sintered at 1220 °C: pulverized
powder. (b) and (c) show the simulated spectra from different local structure of Ca in

BT and BNT, respectively, compared with the measured spectra (A and D samples).
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The calculated formation energy for BT and BNT perovskite structure, suggest
that there are two potential Ca sites for O-poor conditon, i.e., Ca substituting on the
Ba and Na site (Cag, and Cay, , also known as A-site). The calculated XANES
spectra for Cag, and Carj in BT compare with measured spectra are shown in Figure
7.6(b), and the calculated XANES spectra for Cay,, Cag; and Carj in BNT are shown
in Figure 7.6(c), respectively. The result shown that the measured XANES is clearly
consistent with the calculation of Ca on A-site perovskite (Ba, Bi and Na site),
especially Ba site and in consistent with Ca at B-site or Ti location. The measured of
the A and D samples compare with other experimental: 5 at.% Ca doped BaTiO; (Ca
substituting on Ba) sample, CaTiOj3 reference sample (Okajima, 2010), and calculated
XANES spectra of Cag, in BaTiO; and CaTiO; are shown in Figure 7.7. It is clear
from inspection of the Figure 7.7 that the measured XANES matches very well the Ca
doped BaTiO; (Ca substituting on Ba) reference sample and slightly different from Ca
in CaTiOs, on the other hand, the case of Cag; and Cay, can be clearly ruled out . This
result indicates that Ca in the 0.9BaTiO3-0.1(Bi;,Na;;)TiO5 sample are substituted at
Ba sites in BaTiOs;. However, only six peaks that corresponding with measured
XANES are observed in the calculated spectra of Cag, in BaTiOs3, as shown in Figure
7.7, P2 and P6 peaks in XANES spectra of Ca in the 0.9BaTiO3-0.1(Bi;,Na;»)Ti0;
are not observed in this calculated spectrum, The two peaks might be indication that
a small fraction of CaTiO; phase, which has it main peaks (M2 and MS5) in this
region. A small amount of CaTiO; will lead to an increase in the absorption this
region, which would tend to peak at P2 and P6 as observed in the measured XANES
(as show in Figure 7.7). Based on our calculation, not only are the spectra

qualitatively similar but energy differences between prominent features are in
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quantitative agreement: the separation between in each peaks in the measured
XANES are E(P3)-E(P1)=6 eV, whereas the calculated XANES gives 6 eV.
Reasonable agreement also observed for the separation of measured XANES, i.e.,
E(P4)-E(P3)=2 eV, E(P5)-E(P4)=3eV, E(P7)-E(P5)=8 ¢V, and E(P8)-E(P7)=10 eV

and calculated are 3 eV, 4 eV, 9¢eV, and 11 eV, respectively.

Ca K-edge

reference sample : CaTiO,

reference sample : Ca doped BaTiO,

CuTiO] calculated

Ca,, in BaTi 03 calculated

BN l l |
4035 4050 4060 4070 4080 4090 4100 4110
Photon Energy (eV)

Figure 7.7 Comparison of experimental (sample A and D, reference sample CaTiO;
and Cag, in BaTiO; (T.Okajima, 2010)) and calculated XANES spectra of Cap, in
BaTiO; and CaTiO; (calculated spectra peaks that corresponding with measured

spectra are labelled P1-P8 and M1-M6, respectively).
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7.6 Conclusion

Calcium defects in BaTiO; and BigsNaysTiO; were studied by first principles
calculations. Different growth conditions were investigated by introducing phase
diagrams to show the possible range of chemical potentials of starting elements. It is
found that Ca atoms prefer to substitute for cations. Calcium in the interstitial forms
and anti-site (substitute for oxygen) have high formation energies and are unlikely to
form. Substitutional Ca in the A-site of the perovskite lattice, i.e., Cap, for BaTiO3
and Cag; and Cay, for BigsNagsTiOs3, is the most favorable form of Ca incorporation
in this class of materials and will predominantly form in all growth conditions. Only
for the case of O-rich/Na-poor (condition Bl) in BiysNaysTiOs, does Car; have a
chance to form in a reasonable amount, i.e., about half of the concentration of Cay,. In
most cases, Ca does not lead to electrical doping in BaTiO3 and BigsNagsTiO;. Ca is
incorporated either as an electrical neutral defect (for the case of Cag, in BaTiO3) or
self-compensating donor-acceptor pairs (for the cases of Cagi/Can, and Cari/Can,
pairs in BigpsNagsTiO3). Only for the case of O-rich/Bi-poor in BigsNaysTiOs
(condition C2), do Cag; acceptors have a chance to predominantly form without self-
compensation by Ca donors. We have identified the lattice location of Ca in BT-BNT
system by XANES experiment. Our observed Ca K-edge XANES spectrum clearly
matches our independent first-principles XANES simulation of a Ca atom
substituting for Ba, indicating that almost all of Ca atom are occupying the Ba site.
A few differences between the measure and calculated XANESs are compatible with
the presence of a small amount of CaTiOs; phase. This work illustrates that
combination of XANES measurements and first-principles calculations is very

powerful way to unambiguously identify structures of an impurity in composite
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compound such as BT-BNT crystal, which is a topic of immense interest over a broad

range of materials science.



CHAPTER VIII
EFFECTS OF STRUCTURAL RELAXATION,
INTERDIFFUSION, AND SURFACE TERMINATION ON
TWO DIMENSIONAL ELECTRON GAS FORMATION

AT THE LaAlO3SrTiO; (001) INTERFACE

8.1 Introduction

The two-dimensional electron gas (2DEG) formation at the LaAlO3/SrTiO; (or
LAO/STO) interfaces has received a great deal of attention since its discovery by
Ohtomo and Hwang (Ohtomo and Hwang, 2004). Several mechanisms have been
proposed for this phenomenon: (1) electronic reconstruction to avoid the polar
discontinuity, (2) oxygen vacancies in the STO or LAO layers, (3) interdiffusion of Ti
or Sr into the LAO layer and vice versa, or combinations of the above mechanisms. It
is now well established that the role of oxygen vacancies in the STO depends strongly
on the growth conditions, in particular the oxygen partial pressure during pulsed laser
deposition. However it can be controlled by annealing and is assumed to make a

2. There has also

negligible contribution for sheet carrier densities of order 10" e/cm
been ample evidence for some degree of interdiffusion, most recently through a

medium-energy ion scattering (MEIS) study by Zaid et al. (Zaid et al., 2016). The

gradual change in c/a ratio observed in these measurements could be well explained
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by models including a gradually changing interdiffusion model (we will discuss in
section 8.6 and 8.7).

The original polar discontinuity model (Ohtomo and Hwang, 2004) is based on
the idea that in STO each layer SrO or TiO; is neutral but in LAO the nominal charge
per unit cell alternates between —1 for the LaO and +1 for the AlO, layers. This
discontinuity would set up a field with an ever increasing potential in the LAO layer,
until the potential difference exceeds the band gap and charge is transferred from the
surface to the interface. Within this model, a net charge of 1/2 electron per unit cell
corresponding to about 3x10'* e/cm® is required at the interface to cancel the field. On
the other hand, experimentally one usually finds a significantly lower charge density.
This model also predicts a corresponding hole gas at the surface, which has not been
observed. Evidence for a sloped potential in the LAO region has not been established
conclusively experimentally either. While in principle explaining the presence of a
critical layer thickness for observing a 2DEG, the quantitative determination of the
critical layer thickness is complicated by the possibility of relaxation of each layer
(Pentcheva and Pickett, 2008; Pentcheva and Pickett, 2009) the fact that the gap is
underestimated by the usual semi-local density functional calculations, and so on.
Janotti and Van de Walle (Janotti et al., 2012) took a somewhat different viewpoint
assuming that the discontinuity is immediately met at the interface by the interface
bond configuration but proposed that the interface charge may subsequently be
partially transferred to the surface depending on the configuration considered and the
surface passivation. They used this model to address the question of why less than
1/2 electron per unit cell area is often found at the interface. Other possible

explanations are that part of the charge at the interface is not detected in transport
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because it resides in less mobile interface states (Popovi¢ et al., 2008). A related
question is why a 2D hole gas is not observed at the surface. Several possibilities have
been offered for this asymmetry between the n- and p-type interface (Janotti et al.,
2012; Chen et al., 2010; Zhong et al., 2010). Another possibility is that the holes
form self-trapped polarons in these oxides (Pentcheva and Pickett, 2006).

It is by now more or less accepted that the above mentioned mechanisms are not
mutually exclusive but may each contribute to the 2DEG formation to a varying
degree depending on growth conditions and so on. The role of defects has been
addressed recently by Yu and Zunger (Yu and Zunger, 2014). They explained the
occurrence of a critical layer thickness in terms of the energy of formation of oxygen
vacancies on the LAO surface which becomes negative when the layer exceeds a
critical thickness. However, this dependence of the energy of formation of the Vo on
the position of the Vg relative to the interface results itself from the sloped potential,
as was pointed out in several earlier papers (Zhong et al., 2010; Li et al., 2011; Zhang
et al.,2010). However Yu and Zunger proposed that the discontinuity for thicknesses
below the critical thickness is already removed by the antisite defects of Ti on Al sites
at the surface transferring its electron to an Al on Ti sites across the interface on the
STO side. So, it is then not clear why Vo would still form at the surface if
interdiffusion is already removing the sloped potential.

On the other hand, in the classic polar catastrophe explanation, the slope in the
LAO region is not removed since the Fermi level becomes pinned slightly below the
valence band maximum (VBM) of the AlO,; surface layer of LAO and slightly above
the conduction band minimum (CBM) at the STO (TiO,) interface layer. Lee and

Demkov (Lee and Demkov, 2008) claimed that the polar catastrophe model could
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quantitatively explain the charge density at the interface. Using the LDA+U method,
they found that it resides in interface states of the Ti below the STO CBM.

The surface termination is also known to play an important role. This is most
clear from the experiments by Cen et al. (Cen et al., 2008; Cen et al., 2009; Cheng et
al., 2011; Cheng et al., 2013; Bi et al., 2010) in which it was shown that regions of
2DEQG at the buried interface can be induced by modifying the surface adsorbates with
an appropriately biased atomic force microscopy (AFM) tip.

The literature on the LAO/STO at this point in time has become too extensive to
review comprehensively, so the above is only a sampling of the key ideas relative to
the origin of the 2DEG. In this paper, we first revisit the original polar catastrophe
idea by modeling LAO overlayers on STO of various thickness and studying both the
ionic relaxations, the partial densities of states, and the planar-averaged electrostatic
potential profile. We determine quantitatively the interface sheet carrier density in the
conduction band of the STO and interface region. These results are presented in
section 8.3 and 8.4. Subsequently, we study the effects of surface termination with H,
OH, and both together in section 8.5. Next, we consider interdiffusion of Ti-Al and
Sr-La in section 8.6 and 8.7. Interdiffusion of the Ti and Al sides in the near-interface
layers was recently observed by MEIS (Zaid et al., 2016). These various models
clarify the behavior of the interface charge density and the way in which the polar
catastrophe, or more precisely the slope in electrostatic potential, is mitigated and are
a step along the way to build a quantitative model for determining the relative
contributions of each type of mechanism. The main conclusions of our study,

highlighting our findings, are summarized in section 8.8. Before we present our



121

results, a brief description of our computational models and methods is given in

section 8.2.

8.2 Computational Method

In this chapter, The calculations are carried out within the framework of density
functional theory and using a plane wave basis set with projector augmented wave
potentials (PAW) (Blochl, 1994; Kresse and Joubert, 1999) using the VASP code
(Kresse and Furthmiiller, 1996; Kresse and Hafner, 1994) The PBE-GGA
approximation is used for the exchange correlation potential (Perdew et al., 1996).
The electron wave functions were described using a plane wave basis set with the
energy cutoff of 500 eV. This energy cutoff is sufficient to provide a well-converged
basis set to describe oxides when using ultrasoft pseudopotentials (Vanderbilt, 1990)

To study the LAO/STO(001) interface, the supercells were set up in a
symmetric way with 5.5 (001) oriented STO layers (meaning 6 TiO; layers and 5 SrO
layers) and either 3, 4, or 5 unit cell LAO layers on either side, followed by 20 A of
vacuum. This allows us to include the surface effects with different terminations. We
focus exclusively on the TiO,/La0 interface, which is the n-type interface in which
the 2DEG is experimentally observed. Several previous studies have also considered
the SrO/AlO, p-type interface, for example Ref. (Zhang et al., 2010) and references
therein. The symmetric geometry with two identical interfaces is chosen so as to avoid
spurious fields from the periodic boundary conditions. The thickness of the vacuum
region is sufficient to avoid spurious slab-slab interactions. For the first part of the
study we pick a 1x1 2D surface cell. For the surface adsorption studies or the

interdiffusion models we choose a 2x2 2D cell. In that case, the surface AlO, layer
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has 8 O atoms and 4 Al atoms. Thus, we can go down to a H surface concentration of
1/8 and OH concentration on Al of 1/4. Additional calculations with full surface
coverage were done on the 1x1 surface cell. Similarly for the interdiffusion we also
used a 2x2 2D cell, so that we can model for example a 25% Ti, 75% Al layer. In
addition, we can choose to simply add Ti instead of Al or swap Al and Ti from the
STO to the LAO side of the cell and we can choose which layer to place the swapped
atoms in: closer to the interface or further away. Similar considerations apply to Sr-La
interdiffusion. The actual models studied will be presented along with the results. For
structure relaxation, the in-plane lattice constant of the slab was constrained at the
calculated value of STO bulk (@ = 3.8695 A). All coordinates of atomic positions
were fully relaxed until the residual Hellmann-Feynman forces (Feynman, 1939)
become less than 0.02 eV/A. For k-space integrations, we used the Monkhorst-Pack

scheme(Monkhorst and Pack, 1976) with 7x7x1 k-point sampling.

8.3 Structural Relaxation in Models without Interdiffusion.

We start by examining the ionic relaxation as function of LAO overlayer
thickness. These results are shown in Figure 8.1. We present the results as a buckling
of the mixed cation anion layers, in other words, the relative z coordinate [normal to
the (001) planes] of the cation minus that of the anion in each layer. One may see that,
in agreement with early results of Pentcheva and Pickett (Pentcheva and Pickett,
2008; Pentcheva and Pickett, 2009), the surface AlO, layer remains unbuckled.
However, as we approach the interface, the AlO, layer buckling increases. On the
other hand, the buckling of the LaO layers is stronger and is reversed: it increases

toward the surface although not entirely linearly with distance from the interface. We



123

note that the displacement of positive cations toward the surface relative to the
negative anions means that dipoles in each layer are formed which counteract the
slope of the potential. Thus the potential slope, resulting from the valence

discontinuity, is in part avoided by relaxing the layers.
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Figure 8.1 Buckling of layers in LAO/STO models. The bar graphs show Az = zoyygen

— Zeation With z the distance normal to the interface and positive toward the surface.

8.4 Electronic Structure in Models without Interdiffusion

Next, we consider the layer-projected densities of states in Figure 8.2. We can
see that for the 3-LAO layer case, the layer-projected densities of states (PDOS) in the
LAO are shifted from layer to layer displaying the expected electric field from the
polar discontinuity. This sloped potential leads to a strong decay of the states near the
top of the valence band in the LAO away from the surface. This occurs over about a 1
eV range below the surface VBM. It shows that the LAO VBM becomes almost like a

surface state and reflects simply the band bending.
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The VBM of the surface LAO in the 3-LAO layer, however, stays below the
CBM of the STO and hence no charge transfer occurs between the two. For the 4-
layer and 5-layer cases there is a charge transfer. One can also see that the charge
density in the STO is spread over all TiO, layers in our model. So, it is spread out
over several layers near the interface. In Figure 8.2, we show the results only for the
3-LAO and 5-LAO layer cases. Those for the 4-LAO layer case look similar to the 5-
LAO layer case but with the Fermi level slightly closer to the STO CBM in the
interface layer. We see no evidence for a localized interface state splitting off below
the CBM in these figures.

We also examine more closely whether an interface state occurs at the interface
by performing spin-polarized calculations. In this case, we find for the 5-LAO layer
case a separate small peak in the PDOS for majority spin. This is shown in Figure 8.3.
It agrees qualitatively with the conclusions of Lee and Demkov (Lee and Demkov,
2008). These authors used LSDA+U in which the Hubbard U further shifts the
occupied interface state down into the gap. We see that this already occurs without
Hubbard U. In other words by placing a small amount of charge in the bottom of the
conduction band it becomes favorable to induce a magnetic moment by splitting the

up and down spin bands. The total magnetic moment of the cell was found to be
0.12up for the 5-LAO layer and 0.08u5 for the 4-LAO layer case. This corresponds to

two interfaces, so per interface the values should be halved. This occurrence of a
weak magnetization is somewhat surprising because the density of states near the
conduction band minimum is not very high, so one would not expect the Stoner

criterion to be fulfilled. In fact, for the 4-LAO layer case, the up and down spin
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PDOSs stay essentially the same but for the 5-LAO layer case, a sharper interface

state of only majority spin splits off.
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Figure 8.2 Layer-projected density of states of (a) 3-LAO layer and (b) 5-LAO layer.
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Figure 8.3 Layer-projected density of states, focus on interface layer of 4- and 5-LAO

layers, including spin polarization.

Next, we determine the interface sheet electron density of free carriers in the
STO conduction band. The conduction band 2D charge densities at the interface were
determined by first extracting the charge density accumulated only over states from
some level in the gap up to the Fermi energy, then planar-averaging it over the xy
planes parallel to the interface and then integrating only over the layers near the
interface and in the STO region. This is illustrated in Figure 8.4 and Figure 8.5

In Figure 8.4, we show a 3D plot of the structure with the electron density
integrated between a lower energy limit £, chosen in the gap and the Fermi energy
Er. As can be seen this charge density has a large contribution near the free surface.
This is because E, cuts through the LAO valence band PDOS near the surface. Here,
we would actually be rather interested in the hole density, i.e., the integral from the

Fermi level to an upper level above the local VBM.
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(b)
Figure 8.4 Structure and charge density in energy range between STO middle of the
gap and Fermi energy (3D plot) for (a) 4-LAO layer and (b) 5-LAO layer. The yellow
surface is an isosurface of the charge density; the blue shows the inside of this surface

where the unit cell cuts through it.

e densi
o [=]
> o
(=] [=]
[ -J

T

Average ¢
o o o
o o o
8 8 F

) i

e

=]

S

=
I

0 60 N
Distance along z-direction (A)

80

Figure 8.5 Charge density in energy range between STO middle of the gap and Fermi

energy averaged over the xy plane for the 4-LAO layer model.
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For our present purpose of determining the interface electron density, we next
planar-average it over xy planes as shown in Figure 8.5, and simply integrate over z
only over the middle region from about 50 A to 75 A. The zero of the distance
perpendicular to the layers is chosen in the middle of the vacuum region. In practice,
we include only the layers in LAO where the lower energy limit already lies above the
VBM. However, it does include the whole STO region and thus gives truly the sheet
density whether it is localized near the STO interface or spreads out over a few STO
layers. The resulting net sheet densities are 1.43x10" e/cm? and 2.14x10" e/cm?® for
the 4-LAO layer and 5-LAO layer cases, respectively. These are in good agreement
with experimental values of Thiel et al. (Thiel et al., 2006) and indeed much smaller
than the nominal charge of 1/2e per interface unit cell area as assumed in the polar
discontinuity model. From Figure 8.5, only shown for the 4-layer case, we can also
see that the charge density is slightly higher near the interface but decays rather
slowly into the STO region.

Returning to Figure 8.4, we may notice that the charge density also provides
information on the orbital character of the interface charge. In the 4-LAO layer case,
it clearly consists of d,,-like states throughout the STO region. In the 5-LAO layer
case, the isosurfaces inside the STO look more cubic, because now the d,. and d,., i.e.,
the other £, orbitals, also contribute. This is related to the fact that we have a
significantly higher interface sheet density in the 5-LAO layer case. In fact, the thin
STO layer confinement effects are more strongly affecting the d.. and d,. states than
the d,, states. Thus, for low carrier concentration, we only fill the d., bands, while for

the higher concentration we start to fill both but near the interface, the states are still
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predominantly d,-like. Similar observations on the nature of the interface states were
made in Ref. (Popovi¢ et al., 2008).

Next, we also examine the layer-averaged electrostatic potentials (in Figure 8.6)
and examine the slope in the LAO layer. This gives a field of 0.21 eV/A for the 3-
layer case. Within the framework of the polar discontinuity model, this field should be
given by E=4ro/e. Using a static dielectric constant of =28 from Ref. (Reinle-
Schmitt er al., 2012) this gives a o =3.2x10'* e/cm® as expected from the
discontinuity model. This charge results from the total nuclear plus electronic charge
and reflects the true discontinuity in electric field arising from the juxtaposition of
nominally alternatingly positive (LaO) and negative (AlO,) layers on top of the STO
neutral layers. However, we see that once the gap is closed and some charge is
transferred from the surface to the interface as in the 4 and 5 layer cases, the slope is
reduced. However, it is not reduced to zero as is also clear from the PDOS in Figure
8.2. This is consistent with the significantly lower conduction band interface charge or
sheet density we found above. Part of the potential slope is reduced also by the
dipoles resulting from the ionic displacements discussed in the previous section.
Furthermore we can see that near the interface, the slope in the 5-layer case is similar
to the 4-layer case but the potential then flattens out as we approach the surface. In
that sense the somewhat larger net interface charge indeed avoided the polar
catastrophe. If one would add more layers of LAO, presumably the sloped potential
region would only occur near the interface after which the potential would remain flat.
In the present case, the next layer is however already close to the surface where

another dipole potential obviously is present to the vacuum level outside the layer.
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The above detailed analysis clarifies what actually happens in the purely electronic

reconstruction model in terms of “avoiding the polar catastrophe.”

Average electrostatic potential (eV)

Z-axis (A)

Figure 8.6 Macroscopically averaged electrostatic potentials of the 3-, 4-, and 5-LAO
layer cases. The potentials are averaged over the xy plane and filtered by a running
average in the z direction to filter out layer-by-layer variations. The vertical dashed
lines show the position of the O in the TiO; interface layer and the position of the O in

the AlO, surface for each case are marked by short vertical dashed lines.

8.5 Surface Terminations

Next we consider the effects of surface terminations. In Figure 8.7(a) we show
the layer-by-layer PDOS for a 2x2 cell with one H on the surface O in the AlO,

surface layer. This means that it corresponds to a 1/8 surface coverage with H. A
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structural model of the surface configuration is included at the top of the figure. The
PDOS shows that the H forms bonding and antibonding states with the surface O-2s
and O-2p. We can see these H bonding below the O-2p band at -8 eV. The ones
below the O-2s occur at -21 eV just below our energy range cutoff and are thus not
visible in the figure. The corresponding antibonding state lies high in the conduction
band. There are however no extra states below the Fermi energy near the surface.
Thus the additional electron from H finds its way to the lowest available empty states
which are at the CBM of STO in the TiO, layers. These calculations were performed
for an LAO thickness of only 3 unit cells. In other words, even below the critical
thickness, covering the LAO surface with hydrogen coverage of only 1/8 already
provides the necessary charge for eliminating the polar catastrophe. In fact, the slope
in the potential on the different LaO or AlO, layers is seen to be almost zero. In this
case, the charge density at the interface determined as explained in the previous
section is 1.20x10" e/cm”. On the other hand, we also studied a full coverage of H
using the 1x1 2D cell model. In that case, we find that the interface charge increases
only to 3.01x10" e/cm®. However, there is now a significant charge density near the
surface. This is shown in Figure 8.7(b). In fact, in this case the polar catastrophe is
overcompensated. One may now see that the potential slope is reversed and the
potentials shift down from the interface to the surface. This leads to a downward shift
of the LAO conduction band, which now also becomes partially filled. This implies
that we now would have both the surface and interface layers to become conducting.
The electron density in the surface layer was also determined in a similar manner to
that in the interface and amounts to 6.2x10" e/cm”. This calculation for full H

coverage was also repeated for a 4-LAO layer model. Similar results are obtained but
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now the 2DEG sheet density increased to 9x10" e/cm?. This indicates that the H
effects are accumulative with the charge already there from surface to interface charge
transfer. For the 3-LAO layer model with a half H coverage we obtain 2.88x10"
e/cm”. These results indicate that even a small amount of H adsorption on the surface
is sufficient to eliminate the potential slope. The interface 2DEG density can be
further increased in proportion to the H concentration. However the interface 2D
electron gas sheet density cannot be increased much beyond the 10" e/cm? level
without overcompensating the fields and creating an opposite polar catastrophe,

which now also leads to a surface conducting layer.
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Figure 8.7 Layer-projected density of states and their surface structure in the case of

(a) 1/8 H atom coverage and (b) full coverage by H atoms.
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Density of state

Figure 8.7 (Continued) Layer-projected density of states and their surface structure in

the case of (a) 1/8 H atom coverage and (b) full coverage by H atoms.

Next, we consider OH attached to the surface Al. Again, this is done for the 2x2
2D cell and 3 layers of LAO. The result is shown in Figure 8.8(a). It leads to a surface
state just above the VBM which stays empty. This can be explained as follows. We
add 8 states for the O-2s and O-2p below the VBM but we add only 7 electrons. So,
the Fermi level crosses through the VBM or rather between the VBM and the surface
state which then becomes a p-type surface. However, we still have a strongly sloped

potential and no electrons in the interface, so no 2DEG formation. As expected, when
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we have one of each, OH and H [as shown in Figure 8.8(b)], the two effects
compensate each other and we obtain essentially the same sloped potential as before
for the bare surface for the 3-LAO layer case, i.e., no 2DEG formation at the
interface.

These results are relevant for the surface modification effects as studied by Cen
et al. (Cen et al., 2008; Bi et al., 2010). These authors proposed a model for their
AFM tip surface manipulation studies. The assumption is that in the native state, the
surface is covered by equal amounts of H and OH resulting from water in the
atmosphere which is split and adsorbed separately as OH on Al and H on surface O.
Our calculations indeed indicate that the total energy for H;O adsorbed on an Al is
higher than an OH and H separately adsorbed on Al and surface O, respectively, by
1.8 eV per H,O molecule. This is obtained from separate studies of OH and H and
H2O0 adsorption on a pure LAO slab. For absorption on the LAO/STO/LAO slab we
find a somewhat smaller but still positive energy of 0.6 eV. Thus the interface seems
to have some effect on this reaction energy. However, in any case the separate
adsorption of H and OH and splitting of the water molecule is preferred.

One may now assume that the tip removes OH and thereby activates locally the
H to donate its electrons to the interface and create locally a 2DEG. Interestingly, our
present calculations indicate that this by no means requires a full coverage of the
surface with H,O. In fact, a full coverage of the surface with H would
overcompensate the polarity discontinuity field. Further experimental work to
elucidate the actual surface coverages with H and OH in dependence on the partial
pressures in the gas would be quite interesting. At present we cannot yet fully

quantitatively determine what the maximum 2DEG carrier concentration that is
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achievable in this way. It is also unclear whether the same effect would add to the
2DEG charge density at the interface if the starting system with compensated H and
OH is already above the critical layer thickness. Our one calculation for a 4-LAO

layer and full H coverage indicates the effects are accumulative.

Density of state

Figure 8.8 Layer-projected density of states and their surface structure in the case of

surface partially covered by (a) OH and (b) H20 (dissociated into OH and H).
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Figure 8.8 (Continue) Layer-projected density of states and their surface structure in
the case of surface partially covered by (a) OH and (b) H20 (dissociated into OH and

H).

8.6 Ti-Al Interdiffusion Effects

In this section, we consider various effects of interdiffusion. First we start with
replacing one Al in the first LaO layer next to the interface by Ti in the 2x2 2D
supercell. After relaxing the structure, we found that the Ti was slightly displaced

away from the interface. This agrees with observations by Zaid et al. (Zaid et al.,
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2016). This can be seen in the structural panel (left) and buckling panel (middle) in
Figure 8.9.

The effect on the PDOS can be seen in the right panel of Figure 8.9. The
macroscopically averaged electrostatic potential is shown along with that of other
cases, to be discussed in Figure 8.10. The potential for the case of an added Ti,; in the
first AlO; layer is shown by the red-dotted curve, labeled Tia;. While potential slopes
in this curve remain visible near the interface and near the surface, compared with the
no interdiffusion case (solid line), the potential in the central region of the LAO layer
now looks flat, whereas it had a monotonic slope toward the surface in the abrupt
interface case without interdiffusion. One could conclude that the added Tiay, i.€., a
4-valent atom on a 3-valent site, had the effect of compensating the valence
discontinuity at the interface. The remaining slopes near the surface are also clearly
seen in the PDOS in Figure 8.9. The Fermi level lies above the STO CBM. We can
see that the Ti in the mixed layer however did not produce a defect level in that layer.
The Ti-like PDOS in this layer lies well above the Fermi level with peaks at about 1
eV above the Fermi level and it has donated its electron to the interface. This implies
that the interdiffused Tia; did not convert to Ti’" as is often assumed. Instead because
of the higher electrostatic potential of this layer, it turned out to be preferable to let
this extra electron move to the interface. So, in some sense it contributes to the
electronic reconstruction. Only, instead of the charge coming from a p-type surface it
came from the Tia; site in the mixed LaO interface layer. The sheet density of the

2DEG in the interface in this case is 1.1x10"* e/cm?.
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Figure 8.9 Structural model (left), buckling of layers (ZcationZoxygen) (middle), and
PDOS (right) for the 25% Ti, 75% Al layer model. For the mixed layer, the Ti

displacement is indicated in red, the Al displacement in orange.

We now consider the PDOS in Figure 8.9. in the four topmost layers starting
from the surface. We here see a decreasing PDOS in the energy range —1 eV to —2 eV
from the surface inward. These states persist all the way down to the first LaO layer
above the mixed Ti-AlO, layer but are not present in the LaO layer near the interface.
In that sense there is an abrupt change in the upper valence band state of the second
and third LaO layer (counting down from the surface). It looks in other words like a
localized surface state. This is similar to the models without interdiffusion discussed
in section 8.3. In some sense, what the added Ti did was shift the interface closer to
the surface so it is now only two LAO layers below the surface instead of three. This

slope in potential over the near-surface layers can also be seen in Figure 8.10.
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Figure 8.10 Macroscopically averaged electrostatic potentials for three Ti-Al
interdiffusion models compared with the case of no interdiffusion. The vertical dashed

lines show the position of the surface and interface layers.

Next, instead of adding Ti, we studied swapping a Ti from the STO side with an
Al in the LAO. The results are shown in Figure 8.11. On the right of this figure, we
show the model indicating in which layer the Tis; and Aly; are placed. In the middle
we show the layer buckling after relaxation and on the right the PDOS. The
corresponding electrostatic potential profiles are shown in Figure 8.10. We considered
two cases: in both the Tis occurs in the AlO, layer closest to the interface. In model
(a), the Aly; is placed deeper into the STO region, one TiO, layer removed from the
interface layer; in model (b) it is placed in the interface TiO; layer. First we note that
both the Al and Ti were displaced away from the interface. Their displacements

relative to the O in their plane were 0.15 A for the Tia compared to 0.14 A for the Al
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in the same layer. For the Al on the STO side, the displacement relative to the

oxygen was —0.03 A compared to —0.02 A for Ti in that layer.
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Figure 8.11 Structural model (left), buckling of layers (middle), and PDOS (right) for
two Ti-Al intermixing models. The bar graphs show Az = zyyygen = Zcation With z the
distance normal to the interface. In (a) the Aly; is placed in the subinterface TiO,

layer; in (b) it is in the interface layer.

The results are similar to the previous case where we only added Ti. One can
see that the Tix; PDOS in the Al layer is located at about 2 eV above the Fermi level,

well above the CBM of STO. Thus their electron is transferred to the STO. However,
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the TiO; layer on the STO now lacks an electron by having one Ti replaced by Al, and
thus no electrons accumulate in the STO. This is true in both models, neither of which
show a 2DEG. In the case where the Al is placed deeper into the STO, one can see
that the electrostatic potential is higher in that layer by the energy shift of the local
PDOS.

The dipoles related to the swap and corresponding atomic displacements are
such that the potential slope is reduced or taken care of within the near-interface
region, as can be seen in Figure 8.10. The three cases all show a more or less flat
potential in the LAO region near the interface and a sloped potential near the surface.
We can also see changes in the potential on the STO region of the interface.
Depending on how deep the Al is placed, the potential slope in the interface region
becomes more spread out. As expected the interdiffusion widens the interface region.

In summary, the Ti; in the LAO appears in each case to donate its electrons to
the interface or STO region rather than forming Ti’" in its own layer. However, if we
also place Al on the STO side as would occur in actual interdiffusion without Ti
enrichment, then the Al on the STO side compensates the added electrons and no
2DEG results. Nonetheless, the linear potential variation of the models without
interdiffusion is no longer seen. The dipoles induced by the atomic displacements
modify the potential profile and eliminate the overall slope in the near-interface
region. However, a potential slope remains in the surface region and leads to a
surface-state-like decay of the AlO, PDOS. In other words, there is a surface band

bending effect.
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8.7 Sr-La Interdiffusion Effects

In this section, we present our results for Sr-La interdiffusion effects as studied

in the same 3-LAO layer 2x2 2D supercell case. The results are shown in Figure 8.12.

In the first example we place SrLa in the LAO layer right next to the interface and
LaSr in the first SrO layer next to the TiO, interface layer. In terms of the structure,
we find that Sr;, moves less toward the surface from its oxygen layer than the La in
the same layer. In other words, relative to the La, the Sr moves closer to the interface.
This trend is opposite to that of Tia; in the previous section. The PDOS shows that no
2DEG forms.

As a second Sr-Al swap case we placed the Sr, in the LaO layer farther away
from the interface, in fact in the middle LaO layer, but kept the Lag; in the SrO layer
next to the TiO,. The Sr;, was still found to move toward the interface relative to the
La but slightly less so than in the near-surface layer, studied in the previous case.
Remarkably in this case we do find an interface state in the TiO, interface layer and
formation of a 2DEG. Apparently just shifting the Sri, one layer farther away from
the interface results in a somewhat different electrostatic potential profile which
allows some of the surface charge to transfer to the TiO,. It should be noted that in
this case the Srp, lies in the middle of the 3-layer LAO layer film and in some sense
allows the surface to communicate with the interface, whereas in the previous case,
the slope potential and any charge transfer were restricted to the near-interface region.

The net sheet density in this case however is found to be only 6.0x10"* e/cm’.
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Figure 8.12 Structural model (left), buckling of layers (middle), and PDOS (right) for
two Sr-La interdiffusion models. The bar graphs show Az = z,een = Zearion With z the

distance normal to the interface. In case (a) Srp, occurs closer to the interface than in

case (b).

The potential profile for both Sri, positions is shown in Figure 8.13. For the
case of Sr close to the interface, shown by the dashed red line, the profile is smooth
and shows a flat region in the center of the LAO layer. For the Sry, farther away from
the interface, shown by the dashed-dotted blue line, the profile is more complex with
a vanishing slope at about 49 A and another one at about 44 A. Overall the slopes in

potential in the LAO region are reduced compared to the model without any
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interdiffusion (shown as solid black line) but the effect of the valence discontinuity is

not entirely removed.
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Figure 8.13 Macroscopically averaged electrostatic potentials for two cases of Sr-La

interdiffusion compared with the case of no interdiffusion. The vertical dashed lines

show the positions of the interface and surface layers.

In summary of this section, the situation for a Sr-La swap is slightly more
complex. Essentially the dipoles help adjust the potential slope in the near-interface
region. However, the Sr;, may also contribute to the 2DEG formation if it lies in the
middle of the LAO region. The variations in electrostatic potential layer by layer in
that case seem to facilitate some transfer from surface to interface. The potential in
the mixed Sr-La layer is raised and thereby the surface state extends deeper into the

LAO region from the surface and allows charge to be transferred to the interface.
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However, the contribution to the sheet density was found to be smaller than for the

other mechanisms discussed in the previous sections.

8.8 Conclusions

In this chapter we studied various models of LAO/STO interfaces with the goal
of evaluating different possible mechanisms to avoid the polar discontinuity with or
without formation of a 2DEG or electronic reconstruction. Our main conclusions can
be summarized as follows.

First, we studied abrupt LAO/STO interface models with bare surfaces and
without any interdiffusion. In agreement with previous work we find a critical layer
thickness for formation of a 2DEG of 4 layers of LAO. We also determined
quantitatively the electron density in the 2DEG and studied its spread over the STO
layers. We find a 2DEG concentration on the order of 10" e/cm’® in qualitative
agreement with experiment and also studied how this affects the slopes of the
potential that remain near the interface. The 2DEG concentrations for the various
cases studied are summarized in Table 8.1.

We also analyzed the contributions of the lattice relaxation to this problem. The
displacements are such as to reduce the potential slope. A larger sheet density is found
for the 5-LAO layer case than the 4-LAO layer case and this result in a different
orbital character of the states contributing to the 2DEG. In the 4-LAO layer case, only
d.-like states are occupied while in the 5-LAO layer case, d,,-like states are occupied
near the interface but in addition d..- and d,.-like states are also partially occupied in

the deeper STO layers.
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Table 8.1 Summary of occurrence of 2DEG and its interface sheet density o for

various cases.

System 2DEG e (10" e/em?)
3-LAO layer No -
4-LAO layer Yes 1.43
5-LAO layer Yes 2.14
3-LAO + (1/8)H coverage Yes 1.20
3-LAO + (1/2) H coverage Yes 2.88
3-LAO+ full H coverage Yes 3.01%
4-LAO+ full H coverage Yes 9.00
3-LAO + (1/4)Tia Yes 1.10
3-LAO + (1/4)Tia +Alr No -
3-LAO + (1/4)Sry, at interface + Lag; No -
3-LAO + (1/4)Srp, in middle LAO + Lag; Yes 0.6

*In this case, a surface 2DEG of 6.2x10"° e/cm” is also present.

Next, we studied surface termination effects or surface passivation effects by
water absorption. We did this for the situation of a below critical thickness LAO layer
of only 3 unit cells thick. We find first that H,O absorbed on Al prefers to split into
OH on Al and H on surface O. We found that H on O donates its electrons to the
interface rather than forming surface states in the AlO, layer. However, this is only
true if the H concentration is not too high. Here we studied only two limiting cases, a
low coverage of 1/8 H restricted by the size of cell we can deal with and a high
coverage of 1 H per surface O. In the latter case, the potential slope problem is
reversed and a significant electron density is found in surface states below the LAO

CBM.
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Adsorption of OH on the Al on the other hand leads to a p-type surface and with
acceptor-like surface states above the LAO VBM. This does not help to reduce the
polar discontinuity potential and in fact compensates the H 2DEG if both are present
simultaneously.

Finally we studied both Ti-Al and Sr-La interdiffusion effects. We found that
Tia and Aly; tend to be displaced away from the interface. These dipoles already
would help reduce the potential slope resulting from the polar discontinuity. On the
other hand, Ti,, is found not to convert to Ti3" but rather to donate its electrons to the
STO. If there is excess Ti and the STO remains unmixed, the polar discontinuity is
avoided and a sizable 2DEG concentration is achieved. On the other hand, if the T;a;
is compensated by an Aly; in the STO TiO, interface layer, then the extra Al on the
TiO; layer contributes a compensating hole so that no net 2DEG forms. A significant
surface potential bending remains in the LAO layer leading to a surface-state-like
decay of the LaO and AlO, layer PDOSs.

For Sr-La interdiffusion we found that both Sr;, and Lag; tend to be displaced
toward the interface. Both Sr and La are merely donors in their respective crystals and
so do not contribute relevant energy levels near the VBM or CBM. The nuclear
charge swaps simply compensate and no 2DEG forms if both are close to the
interface. However, we found that they nonetheless affect the electrostatic potentials
in the layers in which they reside. Thereby they can influence the potential profile and
for example for Sri, placed in the middle of the 3-layer LAO, we found that it helped
transferring charge from the surface to the interface so that now a 2DEG formed even

for a layer thickness below the normal critical layer thickness.
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Although some interesting and unexpected effects of the interdiffusion were
found here, we caution that a full study of this would require a statistical averaging
and taking into account how much actual interdiffusion takes place and how the
interdiffused atoms are distributed over the layers. Such information is recently
becoming available from MEIS studies by Zaid et al. (Zaid et al., 2016). However,
the gradual interdiffusion profile is too complex to treat directly with first-principles
simulations. A small concentration in a any given layer would require a much larger
2D cell than we here can afford with present computational power. Second, some of
the effects we found here could compensate each other. Therefore the value of the
present results lies more in the qualitative findings. A fully quantitative treatment of
these various effects on the 2DEG electron density requires probably a simpler
modeling approach in which some of these qualitative aspects are incorporated. Still,
some of our predictions are worth further testing experimentally, in particular the
prediction that Tis; on the LAO side after interdiffusion would stay Ti*". In both
cases, of course it contributes to the overall 2DEG electron density but our calculation
predicts the latter should stay confined to the STO rather than making the whole LAO

film n-type doped.



CHAPTER IX
CORE-LEVEL BINDING ENERGY SHIFTS AS A TOOL

TO STUDY SURFACE PROCESSES ON LaAlO;/SrTiO;

9.1 Introduction

From chapter VIII, surface termination effects are known to play a key role in
the formation of an interface two-dimensional electron gas (2DEG) at thin film
LaAlOs/SrTiO3 (LAO/STO) heterostructures. This was most clearly demonstrated by
the work of Cen ef al. (Cen et al., 2008; Cen ef al., 2009; Cheng ef al., 2011; Cheng et
al., 2013) and Xie et al. (Xie et al., 2010). They showed that the 2DEG could be
locally induced by means of an atomic force microscopy tip several layers under the
surface of an LAO layer on STO with thickness below the critical thickness for
formation of the 2DEG. It can be reversibly erased as well by altering the bias of the
tip and leads to the possibility of patterned scribing and erasing of conducting stripes
at the LAO/STO interface, in other words, reconfigurable electronics. This was
explained (Bi ef al., 2010) in terms of surface processes, the so-called “water-cycle”,
which is based on the fact that H,O on the surface is dissociated into separate OH
adsorbed on Al and H on O. The tip is then proposed to remove OH in the writing
cycle, and remove H in the erasing cycle, thereby modifying the balance of H and OH
on the surface. An excess of H' on the surface is supposed to add electrons to the

2DEG while an excess of OH™ would reduce the 2DEG electron concentration. In a
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previous chapter, we indeed showed that even a small concentration of adsorbed H on
the LAO surface of the LAO/STO system can induce a 2DEG below it, while OH
instead creates a p-type surface state. On the other hand, we also found that too high a
concentration of H on the surface would also create an excess electron concentration
in H related surface states and could even bend the potential opposite to what occurs
in the LAO/STO overlayer system. Several questions about these processes remain
open: for example, could re-absorption instead of desorption also play role, how much
H and OH is on the surface as function of the partial pressures in the vapor phase in
contact with the surface, at what temperature do these species desorb from the
surface, what is their binding energy?

X-ray photoemission spectroscopy (XPS) provides a powerful technique to
monitor surface composition. The core-level specificity to each element provides
immediate chemical information on the composition. Moreover, small changes in
binding energy for the same species depending on different environments provide
fine-tuned information on the chemical neighborhood of each detected element. For
example, atoms at surfaces with different coordination than in the bulk are known to
show a surface core-level shift. Similarly, atoms in different valence states typically
have different core-level binding energies. For example this allows one to distinguish
Ti3" from Ti*". For the present problem it allows us possibly to distinguish surface
oxygen bound to H from bare surface oxygen or oxygen in an OH species bonded to
surface Al or O in various carbonaceous species from bulk oxygen.

In this chapter, we performed experimental XPS studies of both the Ols and
Cls core levels as function of growth conditions of the LAO fillm and annealing

conditions. We find a satellite peak in the Ols spectrum at about 2.2 eV higher
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binding energy from the main peak is removed at about 500 °C. Changes occur also in
the C,, spectrum. Concurrently we perform first-principles calculations of the core-
level binding energy (CL-BE) shifts to explore how fine-tuned information we can
possibly extract from these measurement. We first show that the absolute core-level
binding energies can be obtained when properly including core-hole final state effects.

Both changes in screening and changes in the electrostatic potential may
influence the core level binding energy shifts. We map out the core-level binding
energies for different O species and their different near neighborhood environments.
Combined with these core-level binding energy calculations, we also calculate the
energetics or atomic binding energies to explore the energetic probability of different
adsorption/desorption processes. By comparing theory with experiment we will show
that the conventional explanation, which associates the 2.2 eV Ols satellite peak with
easier removable OH groups from the Al sites than the H from surface O-sites is
incompatible with the calculations. Instead we argue that this is related to
carbonaceous species containing O, specifically carboxylic acids and possibly esters,

physisorbed on the surface.

9.2 Method

9.2.1 Experiment
All the measurements were done on LAO layers deposited on STO
substrates using Pulsed Laser Deposition (PLD). For more specific details see Refs.
(Zaid et al., 2016; Wei and Sehirlioglu, 2012). X-ray Photoelectron Spectroscopy
(XPS) was conducted at the Air Force Research Laboratory (AFRL) at the Wright

Patterson Air Force Base in Dayton, OH. Films grown were exposed to air for at least
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24 hours in between deposition and XPS measurements. This is typical for the
exposure conditions between deposition and subsequent electrical characterization.
Thin films grown via PLD were subjected to XPS with a Kratos Axis Ultra
spectrometer outfitted with an in-situ heated stage. Samples were irradiated with a
monochromatic AlKa beam with 4v = 1486 eV in ultra high vacuum (UHV) at close
to 10" Torr. Survey scans for each sample were conducted at pass energy of 160 eV,
while high resolution scans for Ols and Cls were conducted at pass energy of 20 eV.
Samples were also subject to charge compensation to neutralize the positive charge

buildup on the irradiated surface.

9.2.2 Computational approach
The basic underlying theory of our computational method is density
functional theory (DFT) in the generalized gradient approximation (GGA), for which
we use the Perdew-Burke-Ernzerhof (PBE) parametrization. (Perdew et al., 1996)
The Vienna Ab-initio Simulation Package VASP code (Kresse and Furthmiiller,
1996; Kresse and Hafner, 1994), implementing the projector augmented plane wave
method (PAW) (Blochl, 1994; Kresse and Joubert, 1999) is used to solve the DFT
Kohn-Sham equations. Some calculations are also performed using the full-potential
linearized muffin-tin orbital method (FP-LMTO) as implemented by Methfessel and
van Schilfgaarde. (Methfessel ef al., 1999; Kotani and van Schilfgaarde, 2010).
Absolute core level binding energies are not well described by one-electron
Kohn-Sham levels. This is because of two reasons: first, the GGA does not exactly
cancel the self-energy error; secondly, a core-hole is a local excitation, which is

accompanied by screening or final-state effects, often called the core-levelrelaxation
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energy. In a many-body perturbation theoretical framework, these could be described
by the self-energy operator, for example in the GW approximation. (Hedin and
Lundqvist, 1970) An alternative is to exploit the local nature of the excitation,
treating it as an impurity and thus calculating the excitation energy directly as a
difference between two total energies. This is called the ASCF approach. The core

level binding energy in this approach is given by
E, (i)=E(N-1,i)—E(N),

= j).gl.(n,.)dnl.,

1

~e(1/2),
_ &) +£,(0)
S

9.1)

Here E(N-1; i) is the total energy of the N-1 electron system with the electron
removed from state i, E(N) is the ground state total energy of the N-electron system.
We used Janak's theorem (Janak, 1978), according to which €,=0FE/dn,, with e(n,)
the one-particle Kohn-Sham energy level viewed as a function of the occupation
number n; of that level. This leads to Slater's transition state €{1/2) or using the
average of the core level energy with and without core hole as an approximation for
the binding energy. In an all-electron method, we can explicitly create the core hole.
We have done this with the FP-LMTO approach, (Methfessel et al., 1999) as
implemented in the Im-suite (from https://www.questaal.org/). In this approach, when
a core-hole is created, an electron is added to the lowest available empty state, i.e. the
conduction band minimum (CBM), to preserve charge neutrality. The core-level
binding energy calculated from this total energy difference clearly corresponds to the
excitation of the electron from the core state to the CBM. This means the proper

energy reference level to be used is the CBM. The total energies do not depend on the
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reference level for the potential because both the one-electron levels and effective
potential use the same reference and thus it cancels out when calculating the total

kinetic energy from

T=>"¢ —'fn(r)ueff (d’r 9.2)
However, the one-electron levels €; do depend on the reference level. Commonly this
is chosen as the average electrostatic potential, volume averaged over the unit cell. To
compare with the total energy difference, both need to be referred to the same
reference level. Thus we need to shift the reference energy from the average
electrostatic potential to the CBM in order to compare the two expressions. Using this
approach we get the Ols core level binding energy to be 540.0 eV relative to the
CBM reference level, either directly from the total energy difference or from the
Janak’s theorem approximations.

Alternatively, one can represent the system with core-hole by means of the Z+1
approximation in the projector augmented wave (PAW) method. In the PAW method
after the valence electrons have been made self-consistent for the atom placed in a
specific environment (but keeping core-electrons frozen) one can reconstruct the
actual potential inside the atomic sphere and calculate its Kohn-Sham core levels and
hence determine €;. In the VASP code, the reference level for the core levels is again
the average electrostatic potential. Shifting to the CBM as reference level, we obtain
540.4 eV in close agreement with the LMTO all-electron approach.

We note that this absolute core level binding energy is different from the
experimental value, which for the LAO system is at about 530 eV. This however
reflects just a change in reference level. The absolute zero of energy in the

experimental XPS electron kinetic energy does not correspond to the CBM of LAO
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but to the Fermi level of the sample holder. From here on, we will focus entirely on
core level binding energy shifts. Specifically, we will compare all core-level binding
energies to that of the center layer O atom in our LAO slab.

Core level binding energy (CL-BE) shifts arise from two effects: first, the
electrostatic potential can vary from site to site, depending on the local charge state
and chemical environment, second the screening of the core hole in the final state can
vary. For example for atoms at the surface or in adsorbed species sticking of the
surface, there are fewer nearest neighbors around to contribute to the screening.
Therefore, even for CL-BE shifts, not just the absolute energies, it is important to
include the final state core-hole effects. When comparing core level shifts from
different systems, a more suitable reference level is the vacuum level. Thus for
loosely bound or physisorbed species such as carbonaceous species, we will use the
CL-BE relative to the vacuum level of the molecules calculated separately. We then
align the vacuum level with that of the LAO slab to determine the CL-BE of O atoms
in the molecules relative to that of the O in the middle of the slab in bulk-like LAO.
To this end we also need to determine the position of the CBM in our LAO slab
relative to the vacuum electrostatic potential.

In the case of physisorbed molecules, we found, it is more suitable to use only
initial state core-level shifts. In fact, in the weakly bound molecules, the core-level
extraction is not compensated by a screening electron being added to the lowest
unoccupied molecular orbital (LUMO) as our VASP calculations would assume.
Instead, the molecule really becomes ionized as charge transfer from the solid system
to the molecule is not facilitated so easily. We will compare binding energies of the

Cls core levels in various functional groups in molecules relative to those in C
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bonded only to C or H in two ways: either assuming an electron is transferred to the
LUMO and using the final state effect or simply using only initial state shifts We will
show that the latter gives better agreement with experiment. The same approximation
is thus used for the Ols core level shifts in the physisorbed molecules.

Further details of our computational method are as follows. We use a symmetric
4.5 layer LAO slab, meaning 4 layers of AlO, and 5 of LaO, with AlO, surface
terminations, with a 3x3 surface unit cell. The in-plane lattice constant is fixed at the
PBE relaxed lattice constant of bulk LaAlOs3. The interplanar distances as well as any
other atomic coordinates are fully relaxed. A vacuum region of 20 A thick separates
the slabs in the periodic boundary condition model. For various absorption models we
adsorb the same species on both surfaces. The pure LAO slab contains 207 atoms. A
plane wave cut-off 500 eV, sufficient to deal with the deepest O PAW potentials is
adopted and a 3x3x1 Monkhorst-Pack k-point mesh is used to sample the Brillouin
zone. We have also used a LAO/STO/LAO slab model with 3-LAO layers on either

side of a STO slab, as used previously in chapter VIII.

9.3 Experiment and Initial Discussion

Four films of different thicknesses, 2 unit cells, and 5 unit cells, grown at
different oxygen partial pressures, 1x10* Torr and 1x10°® Torr, each, were analyzed
at both room temperature and up to temperatures of 1000 °C. The spectra are of two
representative samples are shown in Figure 9.1.

All spectra can be deconvoluted into a main peak and two satellite peaks on the
higher binding energy side, a 2.2 eV and 1.2 eV satellite. The reduction of the +2.2

eV shoulder of each Ols peak was observed at 500 °C, with a near total reduction of
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the shoulder after 3 hours. No significant further changes to the reduced Ols peak
were observed even after heating to 1000 °C. An overview of the relevant peak
positions and their corresponding concentrations as determined from the survey scan

are given in Table 9.1.

Table 9.1 Binding energies (B.E.) in eV and atomic concentrations in % of the

relevant deconvoluted peaks.

Temp PO, O-oxide +1.2ev +2.2 eV Cls
Room 10° B.E. 529.44 530.50 531.28 284.8
Atm. % 34.09 9.06 9.66 18.74

10" B.E. 529.39 530.65 531.38 284.8

Atm. % 29.92 8.97 6.11 29.38

500 °C 10° B.E. 529.47 530.65 - 284.8
Atm. % 40.20 12.06 0.00 16.02

10" BB, 529.40 530.65 - 284.8

Atm. % 38.97 10.36 0.00 21.87

A tentative initial interpretation of these data is that OH groups bonded to Al
would be less strongly bonded to the surface than H on the surface O. The 2.2 eV-
peak would then be associated with OH groups and the 1.2 eV peak with surface O
bonded to H. A similar interpretation has been given in literature. (Holloway, 2009;
Sunding et al., 2011; Niu et al., 2000; Biesinger et al., 2009) These arise from the
decomposition of H,O and thus one would assume there to be equal amounts of OH
and H on the surface and most likely a fairly high surface coverage. One may note
that the 2.2 eV peak is stronger relative to the 1.2 eV peak in the 10 Torr sample. In

the latter, one would expect there to be more oxygen vacancies, including on the



158

surface. This would imply that some of the OH from the decomposition of H,O could
fit into an oxygen vacancy and thus be indistinguishable from a surface O with
adsorbed H. This would be expected to reduce the Al-OH related peak. However, this

prediction is in contradiction with the interpretation, discussed above.

O 1s Region 0O 1s Region
LAQ/STO: 10 Torr; S u.c. LAQ/STO: 10 Torr; Su.c.
Oouss Ocuae
529.4 eV 529.4 eV
+1.2eV +1.2eV i
530.6 eV - 5306eV, A
b A LA
. A
Vo Vo
+2.2eV [/ +2.2 eV oy
s316ev, & fl} ss16ev, 1l
i oo
vl b
) ! :”J :
bl o
2 S ER 2 ¢ ol |
5 ,/ Y 4: g it /‘J i
4 ‘ i = = .L - Room Temp-
© ' | © 1 : '
[ I h - 1 p ]
= i | = h ! i
= i \ 2 o
< i ' < ! ! A
LA LA
[ | 1 H K
S A
o B B
b !ﬂ‘: = '? :
g b
L B P
b byl
| gl /f : P
3 ! I" ! H /:‘vj H
| ' ! H [ '
A I
W, / 500°C, 3 hr i 500°C, 3w
— — r——l 3 ) S—
= T ¥ T

534 ‘ 531 : 52lS ’ I 555 ‘ 534 ’ | SGIH ' ‘ 5;8 ‘ 525
Binding Energy (eV) Binding Energy (eV)
Figure 9.1 XPS spectra of LAO films grown at 10 Torr (left) and 10 Torr (right)

before (top) and after (bottom) annealing at 500 °C.

In addition, higher core-level binding energies have been related to formation of
oxides with cations in their higher oxidation state (e.g., instead of NiO, NiyOs;)
(Norton et al., 1977) which are sometimes also described as defective oxides. This
term here corresponds to oxides with cation vacancies where oxygen atoms are

adjacent to Ni vacancies (Biesinger et al., 2009; Payne et al., 2012; Hagelin-Weaver
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et al., 2004). These peaks were also related to the hydride form of the oxides (e.g.
NiOHp,) (Norton et al., 1977). This corresponds to H adsorbed on the surface
oxygen as we study here. In LAO, neither A-site cations (La) nor B-site cations (with
Al forming the surface layer) change valence and no structural change associated with
different oxidation state is observed. Generally, deposition at 10 Torr results in
compositions with no detectable oxygen vacancies per our past EELS (Energy
Electron Loss Spectroscopy) study (Zaid et al., 2016) which provides more
unambiguous results in comparison with XPS if two different oxides and suboxides
exist (Norton et al., 1977). At 10° Torr, however, the deposited films have greater
amount of oxygen vacancies. In these heterointerfaces, the charge associated with the
oxygen vacancies are believed to be compensated by a change in the valence of Ti
cations near the interface as Ti-3d orbitals form the conduction band. Furthermore,
below we study the O-corelevel shifts at oxygens close to an oxygen vacancy and will
show that this cannot account for the observed shifts.

In the remainder of the paper, we scrutinize this interpretation in various ways.
First, we calculate the bonding energies of various species on the surface to compare
the bonding strength of H on surface O (O,-H) with that of OH on Al. We will show
that indeed the latter is slightly weaker bound. However, both are bonded rather
strongly, compared to k3T at 500 °C. Secondly, we calculate the core-level binding
energies and find that when the surface is highly covered, Al;-OH and O4-H have
similar CL-BE shifts closer to 1.2 eV than to 2.2 eV. We then hypothesize that the
latter may arise from carbonaceous O, i.e. oxygen occurring in organic molecules

physisorbed on top of the surface, already covered with H and OH. To test this
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hypothesis, we measure the Cls region of the spectrum and study its changes under
the same annealing conditions.

The Cls spectra before and after annealing are shown in Figure 9.2. The Cls
spectra show a main peak at about 284.8 eV, associated with C bonded only to other
C or H, and several high binding energy satellites, corresponding to C bonded to O in
different types of functional groups, which can be interpreted following Payne et al.
(Payne et al., 2009) We also test this interpretation by performing calculations of the
core-level shifts for Cls and Ols in various types of organic molecules. More detail

on this is discussed later in this chapter.
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Figure 9.2 Carbon 1s core level spectrum at room temperature and after annealing at

500 °C measured on a LAO/STO 5 unit cell layer LAO sample grown at 10 Torr.

9.4 Energies of Formation and Adsorption
In this section we report our findings on total energies of formation, atomic
binding energies and reaction energies. It is important to emphasize the difference

between the term binding energy in this section, which refers to the binding energy of
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molecules or atoms, from the term core-level binding energy (CL-BE) in the next
section, which refers to an electron-binding energy. We started by studying various
models of water adsorption on the LAO surface. Binding energies need to be referred
to appropriate reference chemical potentials. For example, we may define the binding
energy of H,O adsorbed on the Al by

E,;(H,0) =[E(LAO + H,0)- E(LAO)-214, ,]/2 9.3)
Here E(LAO + H,0) is the total energy of the system with an H,O molecule adsorbed
on one of the Al on both surfaces of the slab, E(LAQO) is the total energy of the bare

LAO slab and g ,is the total energy of a H,O molecule. Absolute chemical

potentials are used in conjunction with total energies for the slabs. Alternatively, we
can already subtract the reference energies of all the free atoms from the total energies
and also in the definition of the chemical potentials. Similarly, for OH adsorption, we
may define the binding energy as:
E,(OH) = [E(LAO + OH) - E(LAO)-24,,,1/2 9.4)
and or H adsorption,
E,(H) = [E(LAO + H) - E(LAO)-244,1/2 (9.5)
The question is: what to use as chemical potentials for H and OH? Rather than using a
H; molecule, which would be appropriate for a reducing H, atmosphere, we assume
that the surfaces are in contact with moist air, which contains O, and H,O. We thus
assume that H atoms desorbing from the surface would immediately react with O, and

form H,O. That means we assume
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1 1
Hy = E(IUHQO _Eﬂozj (9.6)

Similarly, we assume

1 1
Hon = Hy,o —Hu = EﬂHzo T2 Ho, 9.7)

These equation give g, =-4.79 eV whereas ,, (H,)=-3.34 eV. So, H has about

1.45 eV lower chemical potential than in a H, molecule and is hence much less

reactive. For OH, we find = -10.03 eV, in other words, a lower energy by 2.28 eV

than the OH molecule, unlikely to occur as a separate species. The energy of the OH
molecule was indeed calculated to be -7.75 eV. One could go beyond this treatment

by considering the chemical potential of oxygen to contain a term —k,7 In pO, and

thus take in to account the different chemical environments.

When considering combined adsorption of OH and H on different sites, we have
the choice of defining the binding energy with respect to the H,O molecule or with
respect to already separated OH and H species. When comparing with the adsorption
of an actual H,O molecule, it is more convenient to use the same reference species
H,O so that we can directly obtain the reaction energy for the reaction

Al, —H,0 — Al, —OH+O, —H+AE, (9.8)
The latter will be referred to as the water splitting reaction energy. If AE, <0 it means
the reaction is exothermic and proceeds to the right.

The different models calculated are shown in Figure 9.3. The first one (model
A) is a H,O molecule adsorbed on Al. The second (model B) is an OH adsorbed on Al

with an H adsorbed on the nearest neighbor O. In model C, we have only O on Al and
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two separated H on O,. Model D has only OH adsorbed on Al. In model E we
consider a H adsorbed on O only. In model F we consider Al;-O and O,-H separated
but either close or far from each other. Finally, in model G, we also consider the
energy of formation of an oxygen vacancy on the surface. The latter is defined by
E,(V,)) =[E(LAO +2V,)) - E(LAO)-244,1/2 (9.9)
The binding energies of these models are listed in Table 9.2 for the choice of chemical

potentials discussed above, i.e. under the assumption of equilibrium with O, and H,O.

Table 9.2 Binding energies (in eV) per adsorbed molecule(s) for models shown in
Figure 9.3 and oxygen vacancy formation energy, with respect to the chemical

potential references defined in the text.

Model description Ep
A H,O on Al -2.19
B Al,-OH and O,-H next to each other -3.08
C Al-O and 20,-H -1.55
D Al,-OH -0.76
E O+H -2.25
F1 Al-O and O,-H (close) -0.78
F2 Al;-O and O-H (far) 0.57

G surface Vo -0.21
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Figure 9.3 Various adsorption models studied.
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From these results, we can see that having O bonded to Al is not favorable,
rather OH stays together on Al;. We can also see that H,O wants to split into separate
OH on Al and H on Oy by 0.89 eV per water molecule. We can also consider the
adsorption of OH inside an existing surface oxygen vacancy

Vo+OH—->O0O, —-H (9.10)
The reaction energy for this process is -2.05 eV. Finally, we note that desorption of

OH from Al is significantly easier than desorption of H from a surface O.

9.5 Core-Level Binding Energy Shifts

The calculated CL-BE shifts are given in Table 9.2. The CL-BE shifts are all
calculated relative to those of a core-hole placed in the middle of the corresponding
LAO slab. We calculated CL-BE for the Ols core level for the following models.
First we consider an LAO slab with adsorbed OH on Al, and H on O, next to each
other (case B). Core holes were created in the center of the slab, for O in the adsorbed
OH molecule and for an O, with H attached. This represents the case of high coverage
where, as we found before, H,O is assumed to split but OH and H are expected to be
found close to each other on the surface. We find both CL-BE of at deeper for the
former. Second, we considered OH-Al, separately and O,-H separately on the surface
(cases D and E), corresponding to low coverage. When isolated the O,-H shifts deeper
to 2.46 eV, while the OH-AlI; shifts back toward the main CL-BE of bulk O. The only
CL-BE close to 2 eV found here, corresponds to O,-H, and in all cases, the O,-H has
higher CL-BE than the Al,-OH. This is in clear contradiction with the initial (and
commonly made) hypothesis. The role of the H and OH CL-BE seem to be exactly

reversed from what we need according to that hypothesis. Also, if OH is preferentially
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desorbed and the O,-H becomes thereby more isolated than it would shift to higher
BE and increase the 2.2 eV peak rather than decreasing it. The fact that both the OH
and H correspond to the 1.2 eV peak which is not affected under annealing suggest
that the surface stays fully covered with OH and H and that another interpretation
must be sought for the 2.2 eV peak.

We also modeled a core hole placed in an O, without H for comparison with
that with H. These O; without H have only small CL-BE shifts compared to bulk O.

In addition, we considered the possibility of a negative charge state of the OH
adsorbed on Al as expected to occur when the Fermi level is high in the gap. This
could occur in the presence of a 2DEG at a nearby STO/LAO interface. Note that
from chapter VIII, the OH adsorbed on Al; produces levels just above the VBM and
could thus become filled if the Fermi level lies above them. For the isolated Al;-OH,
this leads to a shift to higher BE but it is still near 1.24 eV only, so not explaining the
2.2 eV peak. Furthermore, to model the negative charge state, we add a homogeneous
background charge density to maintain the system neutral. In a slab calculation, this
background extends somewhat unphysically in the vacuum region rather than being
confined to the slab. This would possibly overestimate the CL-BE shift due to the
charging. For the O,-H and OH-Al; together, the electrons go from the donor O,-H to
the acceptor OH-Al, and thus the system is overall neutral, so this problem is avoided.

Next, we considered the role of Vo on the surface and place the core hole in a
nearby Oy and we also added Vo to the previous models of OH-Al; and O,-H and
examined the changes in core hole shifts on the latter when the Vo is nearby.
Compared to the same cases without Vo the CL-BE shifts seem to increase by the

presence of nearby Vo. This seems plausible because Vo should present an attractive
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electrostatic potential and thus shift levels down to deeper CL-BE. However, these

models are still not compatible with the 2.2 eV peak being associated with OH.

Table 9.3 Core-hole binding energy shifts of Ols state (in eV) relative to center (bulk

O) in the LAO slab or center of the STO slab in the LAO/STO/LAO cases. Positive

values mean higher binding energy.

slab slab termination core-hole site CL-BE shift
LAO Al;-OH+O,-H Os-H 1.19
OH-Al; 0.71
Al,-OH OH-Al; 0.02
Oy -0.68
Al,-OH! OH-Al, 1.24
Os 0.7
Os-H Os-H 2.46
Oy -0.14
Vo O, 0.1
VotAl-OH OH-Al; 0.54
O, -0.45
VotOs-H Os-H 3.17
Os -0.04
COH O on COH 6.88
O beneath COH 5.08
COH with O on COH 5.07
Al,-OH+0O,-H O beneath COH 3.57
LAO/STO Al,-OH+O,-H O,-H 1.93
OH-Al; 1.16
O 0.14
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Finally, the question may arise if the above results which were obtained on a
pure LAO slab would change if we take into account the presence of the nearby
2DEG at an LAO/STO interface. We thus considered explicitly an LAO/STO/LAO
with various terminations: OH-AI+H-O,, or each separate. In these cases, we
calculated the CL-BE shift relative to the O in the middle of the STO layer. This
seems to shift the core levels toward slightly lower CL-BE but not enough to explain
the 2.2 eV peak.

An alternative origin for the 2.2 eV peak might come from carbonaceous
species. In fact, Payne et al. (Payne et al., 2009) show that molecules with —COO
groups, that is —O—C=0 as in carboxylic acids or esters have a relative high binding
energy shift. As a first attempt to model O bonded to C bonded to the surface, we
considered a COH molecule chemisorbed on the surface. This leads to very high CL-
BE ecither for the O, underneath them or the O in the molecule itself. They are in
excess of 5 eV, and not found in the experiment. From this we conclude that
carbonaceous species, if responsible for the 2.2 eV peak should not be directly
adsorbed on the surface. Rather, we need to consider physisorbed molecules on the

already covered surface. We do that in the next section.

9.6 Core-Level Binding Energies in Physisorbed Molecules

In this section, we consider carbonaceous species or H,O physisorbed on the
already OH and H covered LAO surface. To deal with the physisorbed case, we
calculate the molecules in a separate calculation, not attached to the surface and align
the Ols levels to those in the slab by referring both to the common vacuum level. To

test this approach, we first calculate the Cls levels in different molecules. Following
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Payne et al. (Payne et al., 2009) we consider different organic groups involving O and
compare the Cls CL-BE with those in C only bonded to C or H.

For all carbonaceous isolated molecules, we consider a periodic boundary
conditions model with sufficient separation between the molecules and they are
treated in the I' point approximation. Their geometry optimizations are carried out at
the PBE level. This is done without any constraints, and the structure are considered
relaxed until the Hellmann-Feynmann forces less than 0.01 eV/A. Periodically
repeated images of isolated molecules are separated by 15 A and the vacuum levels
are obtained by plotting the average electrostatic potential in the three directions
inside this 15 A box. We compare the CL-BE shifts calculated either with initial state
shift only, or with the procedure used in the previous section. In the latter case, we
should note that the core hole is each time compensated by an added electron in the
lowest unoccupied molecular orbital (LUMO). In the initial-state-only calculation, the
advantage is that no charge is added which closer represents the physical situation, on
the other hand, no changes in screening due to the different molecular environment
are not taken into account. In any case, by calculating the LUMO we can refer all BE
to the vacuum level.

We consider the following molecules: methyl-alcohol (CH3-OH), ethyl alcohol
(CH;CH,-OH); dimethyl ether (CH3-O-CHs), diethyl ether (C,Hs)-O-(C,Hs); acetone
as an example of a ketone (CH;3-(C=0)-CHs;), ester (CH3-(C=0)-O-CH3;), carboxylic
acid (CH;-(C=0)-O-H) and carbonate CO;. We then calculate the core-level binding
energy in the C in pure CHs groups not bonded to any O, and average over the
different molecules. Next, we consider the two alcohols and average the Cls CL-BE

in the C-OH group. The C-O-C group occurs in both ethers and in the C at the end of
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the (O=C)-O-C group in the ester. The C in the middle of the (O=C)-O occurs in both
the ester R-(O=C)-O-R and the carboxylic acid R-(O=C)-OH and is also averaged.

Finally the C=0 without an additional O occurs in the ketone.

Table 9.4 Cls core-level binding energy shifts in different organic groups. The
column labeled screened, means CL-BE is calculated from gcj, averaged with and
without core-hole and electron added to LUMO, initial means only initial state shift.
Experimental values from Payne et al. (Payne et al., 2009). For the CH; we give the

actual calculated CL-BE with respect to vacuum, for the others the shift relative to

this one.

group screened initial Expt.
CH3 291.3 266.1 284.8
C-OH 1.0 1.3 1.5
C-0-C 1.2 1.3 1.5
C=0 0.6 2.6 2.9
0=C-0 1.7 3.6 3.8
COs 5.6 6.4 5.5

The results are shown in Table 9.4. Except for the CO; case, the results agree
better with experiment for the initial state shift calculation. This is because in the case
of the calculation including a final state shift, a charge transfer to the molecule is
assumed and this overestimates the screening. We note that the absolute values cannot
be directly compared to experiment because they use different reference levels.
Clearly the shifts increase with increasing number of O bonded to C or O bonded

more strongly (e.g. double bonded) to C. The alcohols and ethers provide different
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shift because the O is either bonded to another C (O shared between two C) or O is
shared between a C and a H. The deviations between different molecules containing
the same group are of order a few 0.1 eV, which shows that the idea of associating the
shift with different O environments makes sense. In fact the O is expected to pull
electrons away from the C and therefore increases the binding energy.

Next, we consider the corresponding Ols CL-BE shifts. Based on the previous
results for Cls shifts, we think the initial state shift calculations are more reliable but
nonetheless, we have given both for comparison. We can see that the shifts again have
a systematic trend with the number of carbons per oxygen. They are the lowest in the
ethers where two C are bonded to the O, then in the alcohol. The shift in the ketone is
also small. The largest shifts occur for the carbonate. Shifts of about 2.2 eV occur for
the single bonded O in the O=C-O group, either in the ester or the carboxylic acid.

These trends agree with the results of Payne et al. (Payne et al., 2009). The
results suggest that the Ols peak at 2.2 eV shifted from the main peak could be
explained by esters or carboxylic acids physisorbed on the LAO surface, already
covered by H and OH. The same functional group has a carbon contributing to the D
peak in the Cls spectrum (Figure 9.2). It also has a carbon corresponding to peak B in
the Cls spectrum. Both of these peaks indeed lose intensity under annealing at 500
°C.

In Table 9.6, we summarize concentration and full width at half maximum
(FWHM) corresponding to the different subpeaks of the Cls spectrum before and
after annealing. The main change in the Cls spectrum actually occurs in the C-peak
corresponding to ketones. But as we see in Table 9.5, the corresponding O peak does

not match the 2.2 eV Ols peak. The reduction in the B-peak may have contributions



172

from ethers and alcohols. However, there should be more or less a one-to one match
in the D-peak loss and the Ols 2.2 eV peak loss. In order to calibrate quantitatively
how much of this 2.2 eV peak can be ascribed to the corresponding loss in D-peak,
additional considerations are required. The total C and O loss in the spectrum would
have to be normalized in the overview spectrum relative to the La peak, which is
assumed to stay unchanged. We have not pursued to carry this out in detail. While the
D-peak is reduced upon annealing it does not completely disappear as does the O 2.2
eV peak. Nonetheless, we may conclude that the Ols peak could be ascribed
reasonably to esters and carboxylic acid physisorbed on the surface. These molecules
being weakly bonded only to the surface, it appears reasonable that they desorb much
easier than the chemisorbed H and OH.

Now that we have determined the origin of the 2.2 eV peak in the Ols spectrum
as carbonaceous in origin, it is interesting that the amount of such physisorbed species
seems to differ depending on the growth conditions of the film. The amount is larger
for the 10 Torr grown samples, which are more conductive because they have a
larger concentration of oxygen vacancies. No change is observed depending on the
thickness of the LAO film being below or above the critical thickness for formation of
a 2DEG. Thus it is not clear that conductivity of the surface plays a role in the amount
of carbonaceous species deposited. It appears that under the lower partial pressure of
O; a higher amount of Carbonaceous species are available in the growth environment,
or, possibly, the negatively charged surface oxygen vacancies could locally attract

greater amount of atmospheric carbon.
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Table 9.5 Core level binding energy relative to vacuum and core-hole binding energy

shifts of Ols state (in eV) in the different molecules relative to center of the slab

(already covered with OH and H) in the LAO slab after we align them with the

vacuum level (539.05 eV). Positive values mean higher binding energy.

molecule chemical formula O-site  screened shift initial shift
LAO bare ref. 539.05 0.00 505.34 0.00
water H,0 54039 1.34 50645 1.11
Methanol CH;-OH 539.99 094 506.39 1.05
ethanol CH;-CH,-OH 540.13  1.19 5064 1.06
dimethyl ether =~ CH3-O-CHj3 540.72  1.68 506.66 1.32
diethyl ether CH;-CH,-O-CH,-CH; 540.71  1.66 506.38 1.04
ketone CH;-(C=0)-CHj; 538.53 -0.50 506.08 0.74
ester CH;-(C=0)-0O-CH3; C=0 538.67 -0.38 505.96 0.62
C-O-C 54099 194 50786 2.2

carboxylic acid CH3-(C=0)-O-H Cc=0 53895 -0.10 50631 04

C-O-H 540.85 1.80 507.70 2.1

carbonate CO; C=0 54137 232 50997 4.63
C-O 541.47 242 509.80 4.53

Table 9.6 Concentrations ¢ in % and FWHM w (eV) of subpeaks of the Cls

spectrum.
Temp pO2 A B C D
°C (Torr) c w c w c w c w
Room 10 59.17 1.18 23.69 1.12 488 1.04 1226 226
Temp 10 63.66 1.12 2063 1.16 635 1.21 9.36 1.91
500 10 7280 149 2454 190 0.00 0.00 2.66 1.24
10 7636 133 21.15 1.75 0.00 0.00 249 1.22
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9.7 Conclusions

In this chapter, we combined an experimental XPS study of the adsorbed species
on LAO surfaces and their desorption under annealing with calculated analysis of the
atomic bonding energies and the core-level binding energies. We showed, that OH is
indeed less strongly bonded to the surface than H. However, both are too strongly
bonded to explain desorption at 500 °C. The core-level calculations show that the
peak shifted to 2.2 eV higher binding energy from the main O peak cannot be due to
either OH or surface O with H. Instead it is related to carbonaceous species such as
esters and carboxylic acids. Consistent losses in both the Cls and Ols spectra were
observed under the same annealing conditions to support this interpretation. In terms
of the calculations, we showed core-level binding energy shift calculations require a
careful analysis of the reference level questions as well as consideration of the final
state screening effects. For the chemisorbed species, we obtained good agreement in a
model in which screening changes are included and compensation of the core-hole by
electrons added at the lowest empty levels are assumed. For the molecules which are
physisorbed, we showed that we can nonetheless align these core level shifts with
those on the surface by referring all to a common vacuum level. On the other hand,
for the molecules we should not assume a transfer of electrons to the molecule LUMO
as this would overestimate the screening effects. Initial state core level shifts in this

case provided a better agreement with experimental data.
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X-ray photoelectron spectroscopy (XPS) is used to study the adsorbed species on LalAlOs/SrTiO; sur-
faces combined with computational modeling. Core level binding energy shifts are calculated from
first-principles for various terminations of LaAlO: (LAO) surfaces with adsorbed H and OH in different
concentrations and with or without the presence of oxygen vacancies on the surface. Final state relax-
ation effects in the presence of the core hole are included. Energies of formation and adsorption for the
various species and relevant reaction energies are calculated. These are used to interpret the changes in
XPS spectra of an LAO film under different growth and annealing trearments. We find a peak with 2 eV
binding energy shift toward higher binding energy in the Oy, spectrum cannot be associated with OH
as is commonly assumed. Instead it is assigned to carbonaceous species by studying the corresponding
changes in the Cys spectrum. The OH and H species are found to be too strongly bound to be remaoved at

LaAlO; 500°C.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Surface termination effects are known to play a key role in the
formation of an interface two-dimensional electron gas (2DEG) at
thin film LaAIO4/SrTiO3 (LAQ/STO) heterostructures. This was most
clearly demonstrated by the work of Cen et al. [1-4] and Xie et al.
|5]. They showed that the 2DEG could be locally induced by means
of an atomic force microscopy tip several layers under the surface
of an LAO layer on STC with thickness below the critical thickness
for formation of the 2DEG. It can be reversibly erased as well by
altering the bias of the tip and leads to the possibility of patterned
scribing and erasing of conducting stripes at the LAO/STO interface,
in other words, reconfigurable electronics. This was explained |G|
in terms of surface processes, the so-called “water-cycle”, which is
based onthe fact that H;O on the surface isdissociated into separate
OH adsorbed on Al and H on O. The tip is then proposed to remove
OH in the writing cycle, and remove H in the erasing cycle, thereby

* Corresponding author.
E-mail address: walter lambrecht@case.edu {W.RL. Lambrecht).

http:ffdx.doi.org(10.1016/j.elspec.2017.05.009
0368-2048/€ 2017 Elsevier B.V. All rights reserved.

modilying the balance of H and OH on the surface. An excess of H*
on the surface is supposed to add electrons to the 2DEG while an
excess of OH™ would reduced the 2DEG electron concentration. In
arecent paper, [ /] we indeed showed that even a small concentra-
tion of adsorbed H on the LAO surface of the LAQ/STO system can
induce a 2DEG below it, while OH instead creates a p-type surface
state. On the other hand, we also found that too high a concen-
tration of H on the surface would also create an excess electron
concentration in H related surface states and could even bend the
potential opposite towhat occurs in the LAO/STO overlayer system.
Several questions about these processes remain open: for example,
could re-absorption instead of desorption also play role, how much
H and OH is on the surface as function of the partial pressures in
the vapor phase in contact with the surface, at what temperature do
these species desorb from the surface, whatis their binding energy?

X-ray photoemission spectroscopy (XPS) provides a powerful
technique to monitor surface composition. The core-level speci-
ficity toeach element provides immediate chemical information on
the composition. Moreover, small changes in binding energy for the
same species depending on different environments provide fine-
tuned information on the chemical neighborhood of each detected
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element. For example, atoms at surfaces with different coordina-
tion than in the bulk are known to show a surface core-level shift.
Similarly, atoms in different valence states typically have different
core-level binding energies. For example this allows one to distin-
guish Ti?* from Ti?*. For the present problem it allows us possibly
to distinguish surface oxygen bound to H from bare surface oxygen
or oxygen in an OH species bonded to surface Al or O in various
carbonaceous species from bulk oxygen.

In the present study we performed experimental XPS studies of
both the Oy, and Cys core levels as function of growth conditions
of the LAO film and annealing conditions. We find a satellite peak
in the Oq5 spectrum at about 2.2 eV higher binding energy from
the main peak is removed at about 500°C. Changes occur also in
the Cy, spectrum. Concurrently we perform first-principles calcu-
lations of the core-level binding energy (CL-BE} shifts to explore
how fine-tuned information we can possibly extract from these
measurement, We first show that the absolute core-level binding
energies can be obtained when properly including core-hole final
state effects. Both changes in screening and changes in the electro-
static potential may influence the core level binding energy shifts.
We map out the core-level binding energies for different O species
and their different near neighborhood environments. Combined
with these core-level binding energy calculations, we also calculate
the energetics or atomic binding energies to explore the energetic
probability of different adsorption/desorption processes. By com-
paring theory with experiment we will show that the conventional
explanation, which associates the 2.2 eV 04, satellite peak with eas-
ier removable OH groups from the Al sites than the H from surface
O-sites is incompatible with the calculations. Instead we argue that
this is related to carbonaceous species containing O, specifically
carboxylic acids and possibly esters, physisorbed on the surface.

2. Methods
2.1. Experiment

All the measurements were done on LAO layers deposited on
STO substrates using Pulsed Laser Deposition (PLD). For more spe-
cific details see Refs. |8.9]. X-ray Photoelectron Spectroscopy (XPS)
was conducted at the Air Force Research Laboratory (AFRL) at the
Wright Patterson Air Force Base in Dayton, OH. Films grown were
exposed to air for at least 24h in between deposition and XPS
measurements. This is typical for the exposure conditions between
deposition and subsequent electrical characterization. Thin films
grown via PLD were subjected to XPS with a Kratos Axis Ultra
spectrometer outfitted with an in situ heated stage. Samples were
irradiated with a monochromatic AlKe: beam with iv=1486eV in
ultra high vacuum (UHV) at close to 10-1% Torr. Survey scans for
each sample were conducted at a pass energy of 160eV, while
high resolution scans for O1s and C1s were conducted at a pass
energy of 20eV. Samples were also subject to charge compensa-
tion to neutralize the positive charge buildup on the irradiated
surface.

2.2, Computational approach

The basic underlying theory of our computational method is
density functional theory (DFT) in the generalized gradient approx-
imation (GGA), for which we use the Perdew-Burke-Ernzerhof
(PBE) parameterization [10,11]. The Vienna Ab-initio Simulation
Package [VASP) code [12-14], implementing the projector aug-
mented plane wave method (PAW) [15,16] is used to solve the DFT
Kohn-Sham equations. Some calculations are also performed using
the full-potential linearized muffin-tin orbital method (FP-LMTO)
as implemented by Methfessel and van Schilfgaarde [17.18].

Absolute core level binding energies are not well described by
one-electron Kohn-Sham levels. This is because of two reasons:
first, the GGA does not exactly cancel the self-energy error, sec-
ondly, a core-hole is a local excitation, which is accompanied by
screening or final-state effects, often called the core-level relax-
ation energy. In a many-body perturbation theoretical frameworl,
these could be described by the self-energy operator, for example
in the GW approximation [ 19]. An alternative is to exploit the local
nature of the excitation, treating it as an impurity and thus calculat-
ing the excitation energy directly as a difference between two total
energies. This is called the ASCF approach. The core level binding
energy in this approach is given by

Es(f) = E(N —1, 1) — E(N),
~0
€i(ngddng,
) e o)
€(1/2),
_ 6l1) 4 €(0)
R

&

Here E(N—1, i) is the total energy of the N—1 electron system
with the electron removed from state i, E[N) is the ground state
total energy of the N-electron system. We used Janak’s theorem
[20], according to which ¢;=0E/dn;, with €;(n;) the one-particle
Kohn-Sham energy level viewed as a function of the occupation
number i; of that level. This leads to Slater’s transition state €;{1/2)
or using the average of the core level energy with and without
core hole as an approximation for the binding energy. In an all-
electron method, we can explicitly create the core hole. We have
done this with the FP-LMTO approach [17], as implemented in the
Im-suite |21]. In this approach, when a core-hole is created, an elec-
tronis added to the lowest available empty state, i.e. the conduction
band minimum (CBM), to preserve charge neutrality. The core-level
binding energy calculated from this total energy difference clearly
corresponds to the excitation of the electron from the core state to
the CBM. This means the proper energy reference level to be used
is the CBM. The total energies do not depend on the reference level
for the potential because both the one-electron levels and effective
potential use the same reference and thusit cancels out when calcu-
lating the total kinetic energy from T = Z?IGI - fd3r n(r)y (),
However, the one-electron levels ¢; do depend on the reference
level. Commonly this is chosen as the average electrostatic poten-
tial, volurne averaged over the unit cell. To compare with the total
energy difference, both need to be referred to the same reference
level. Thus we need to shift the reference energy from the aver-
age electrostatic potential to the CBM in order to compare the two
expressions. Using this approach we get the Oy, core level binding
energy to be 540.0eV relative to the CBM reference level, either
directly from the total energy difference or from the Janak theorem
approximations.

Alternatively, one can represent the system with core-hole by
means of the Z+ 1 approximation in the projector augmented wave
(PAW) method. In the PAW method after the valence electrons
have been made self-consistent for the atom placed in a specific
environment (but keeping core-electrons frozen) one can recon-
struct the actual potential inside the atomic sphere and calculate its
Kohn-Sham core levels and hence determine €;. In the VASP code,
the reference level for the core levels is again the average electro-
static potential. Shifting to the CBM as reference level, we obtain
540.4 eV in close agreement with the LMTO all-electron approach.

We note that this absolute core level binding energy is different
from the experimental value, which for the LAQO system is at about
530eV. This however reflects just a change in reference level. The
absolute zero of energy in the experimental XPS electron kinetic
energy does not correspond to the CBM of LAO but to the Fermi
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Fig. 1. XPS spectra of LAO films grown at 10-° Torr {left) and 10-* Torr (right) before (top) and after (hottom) annealing at 500°C.

level of the sample holder. From here on, we will focus entirely on
core level binding energy shifts. Specifically, we will compare all
core-level binding energies to that of the center layer O atom in
our LAO slab.

Core level binding energy (CL-BE) shifts arise from two effects:
first, the electrostatic potential can vary from site to site, depend-
ing on the local charge state and chemical environment, second the
screening of the core hole in the final state can vary. For example
for atoms at the surface or in adsorbed species sticking of the sur-
face, there are fewer nearest neighbors around to contribute to the
screening. Therefore, even for CL-BE shifts, not just the absolute
energies, it is important to include the final state core-hole effects.
When comparing core level shifts from different systems, a more
suitable reference level is the vacuum level. Thus for loosely bound
or physisorbed species such as carbonaceous species, we will use
the CL-BE relative to the vacuum level of the molecules calculated
separately, We then align the vacuum level with that of the LAO
slab to determine the CL-BE of O atoms in the molecules relative to
that of the O in the middle of the slab in bulk-like LAO. To this end
we also need to determine the position of the CBM in our LAO slab
relative to the vacuum electrostatic potential.

In the case of physisorbed molecules, we found, it is more suit-
able to use only initial state core-level shifts. In fact, in the weakly
bound molecules, the core-level extraction is not compensated by a
screening electronbeing added to the lowest unoccupied molecular
orbital (LUMO) as our VASP calculations would assume. Instead, the
molecule really becomes ionized as charge transfer from the solid
system to the molecule is not facilitated so easily. We will compare
binding energies of the C;5 core levels in various functional groups
in molecules relative to those in C bonded only to C or H in two
ways: either assuming an electron is transferred to the LUMO and
using the final state effect or simply using only initial state shifts

We will show that the latter gives better agreement with experi-
ment. The same approximation is thus used for the O, core level
shifts in the physisorbed molecules.

Further details of our computational methed are as follows. We
use a symmetric 4.5 layer LAQ slab, meaning 4 layers of AlO, and
5 of La0, with AlQ; surface terminations, with a 3 x 3 surface unit
cell. The in-plane lattice constant is fixed at the PBE relaxed lattice
constant of bulk LaAlO5. The interplanar distances as well as any
other atomic coordinates are fully relaxed. A vacuum region of 20 A
thick separates the slabs in the periodic boundary condition model.
For various absorption models we adsorb the same species on both
surfaces. The pure LAO slab contains 207 atoms. A plane wave cut-
off 500 eV, sufficient to deal with the deepest O PAW potentials
is adopted and a 3 x 3 x1 Monkhorst-Pack k-point mesh is used
to sample the Brillouin zone. We have also used a LAO/STO/LAO
slab model with 3 LAO layers on either side of a STO slab, as used
previously in Ref. [7].

3. Results
3.1. Experiment and initial discussion

Four films of different thicknesses, 2 unit cells and 5 unit
cells, grown at different oxygen partial pressures, 1 x 104 Torrand
1% 10-®Torr, each, were analyzed at both room temperature and
up totemperatures of 1000°C. The spectra are of two representative
samples are shown in Fig. 1.

All spectra can be deconvoluted into a main peak and two satel-
lite peaks on the higher binding energy side, a 2.2eV and 1.2eV
satellite, The reduction of the +2.2 eV shoulder of each O1s peak
was observed at 500 °C, with a near-total reduction of the shoulder
after 3 h. No significant further changes to the reduced O1s peak
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Table 1
Binding energies (B.E.) in eV and atomic concentrations in % of the relevant decon-
coluted peaks,

Temp. Po, O-oxide +1.2eV +2.2eV (&P
Room 107 BE. 529.44 53050 53128 2848
Atm. ¥ 34.09 9.06 9.66 18.74
104 BE. 529.39 53065 53138 2848
Atm % 29.92 8497 6.11 29.38
500°C 107 BE. 529.47 53065 2848
Atm % 4020 1206 0.00 16.02
104 BE. 529.40 53065 2848
Atm % 38.97 1036 0.00 2187

were observed even after heating to 1000°C. An overview of the
relevant peak positions and their corresponding concentrations as
determined from the survey scan are given in Table 1.

Atentative initial interpretation of these data is that OH groups
bonded to Al would be less strongly bonded to the surface than H
on the surface 0. The 2.2 eV-peak would then be associated with OH
groups and the 1.2 eV peak with surface O bonded to H. A similar
interpretation has beengivenin literature [22-25]. These arise from
the decomposition of Hy0 and thus one would assume there to
be equal amounts of OH and H on the surface and most likely a
fairly high surface coverage. One may note that the 2.2eV peak
is stronger relative to the 1.2 eV peak in the 10-¢ Torr sample. In
the latter, one would expect there to be more oxygen vacancies,
including on the surface. This would imply that some of the OH
from the decomposition of H;0 could fit into an oxygen vacancy
and thus be indistinguishable from a surface O with adsorbed H.
This would be expected toreduce the Al-OH related peak. However,
this predictionis incontradictionwith the interpretation, discussed
above.

In addition, higher core-level binding energies have been related
to formation of oxides with cations in their higher oxidation
state (e.g., instead of NiO, NiyO3) | 26| which are sometimes also
described as defective oxides. This term here corresponds to oxides
with cation vacancies where oxygen atoms are adjacent to Ni
vacancies | 27,25,28]. These peaks were also related to the hydride
form of the oxides (e.g. NiOHg3) [26]. This corresponds to H
adsorbed on the surface oxygen as we study here. In LAO, nei-
ther A-site cations (La) nor B-site cations (with Al forming the
surface layer) change valence and no structural change associated
with different oxidation state is observed. Generally, deposition
at 104 Torr results in compositions with no detectable oxygen
vacancies per our past EELS (Energy Electron Loss Spectroscopy)
study [8] which provides more unambiguous results in compar-
ison with XPS if two different oxides and suboxides exist [26].
At 10-%Torr, however, the deposited films have greater amount
of oxygen vacancies. In these heterointerfaces, the charge associ-
ated with the oxygen vacancies are believed to be compensated
by a change in the valence of Ti cations near the interface as Ti-3d
orbitals form the conduction band. Furthermore, below we study
the O-corelevel shifts at oxygens close to an oxygen vacancy and
will show that this cannot account for the observed shifts.

In the remainder of the paper, we scrutinize this interpretation
in various ways. First, we calculate the bonding energies of various
species on the surface to compare the bonding strength of H on
surface O (Os—H) with that of OH on Al. We will show that indeed
the latter is slightly weaker bound. However, both are bonded
rather strongly, compared to kgT at 500 “C. Secondly, we calculate
the core-level binding energies and find that when the surface is
highly covered, Al;-OH and O,=H have similar CL-BE shifts closer to
1.2 eV than to 2.2 eV. We then hypothesize that the latter may arise
from carbonaceous O, i.e. oxygen occurring in organic molecules
physisorbed on top of the surface, already covered with H and OH.

To test this hypothesis, we measure the Cy. region of the spectrum
and study its changes under the same annealing conditions.

The Cy; spectra before and after annealing are shown in Fig. 2.
The Cy spectra show a main peak at about 284.8 eV, associated with
Cbonded only toother Cor H, and several high binding energy satel-
lites, corresponding to C bonded to O in different types of functional
groups, which can be interpreted following Payne et al. [29]. We
also test this interpretation by performing calculations of the core-
level shifts for Cq and O, in various types of organic molecules.
More detail on this are discussed later in the paper.

3.2. Energies of formation and adsorption

In this section we report our findings on total energies of forma-
tion, atomic binding energies and reaction energies. It is important
to emphasize the difference between the term binding energy
in this section, which refers to the binding energy of molecules
or atoms, from the term core-level binding energy (CL-BE) in
the next section, which refers to an electron-binding energy. We
started by studying various models of water adsorption on the LAO
surface. Binding energies need to be referred to appropriate refer-
ence chemical potentials. For example, we may define the binding
energy of H2O adsorbed on the Al by

[E(LAO + Hy0) — E(LAO) — 2gty1,0]
> @

Here £[{LAO +H;0) is the total energy of the system with an H;0
molecule adsorbed on one of the Al on both surfaces of the slab,
E(LAO)is the total energy of the bare LAQ slab and g4y, is the total
energy of a H;0 molecule. Absolute chemical potentials are used
in conjunction with total energies for the slabs. Alternatively, we
can already subtract the reference energies of all the free atoms
from the total energies and also in the definition of the chemical
potentials. Similarly, for OH adsorption, we may define the binding
energy as:

EstHo0) =

£5(0H) = [E(MO+0H)—2E(LAO)—2,L£DH] 3)
and for H adsorption,

F(LAO + H) — E(LAO) — 2,
EH(H):[l + H)— ELAC) —2un] (4)

2

The guestion is: what to use as chemical potentials for H and
OH? Rather than using a Hy molecule, which would be appropriate
for a reducing Hy atmosphere, we assume that the surfaces are in
contact with moist air, which contains Oz and Hz0. We thus assume
that H atoms desorbing from the surface would immediately react
with Oz and form HzO. That means we assume

Il 1 \
M = = (HHIO — 50, /) (5)
Similarly, we assume
1 1
HOH = M0 = i = FHH,0 + FHo, (6)

These equations give py=—4.79 eV whereas py(Hz)=—3.34eV. So,
H has about 1.45eV lower chemical potential thanin a H; molecule
and is hence much less reactive. For OH, we find poy=—10.03 eV,
in other words, a lower energy by 2.28 eV than the OH molecule,
unlikely to occur as a separate species. The energy of the OH
molecule was indeed calculated to be —7.75eV. One could go
beyond this treatment by considering the chemical potential of
oXygen to contain a term —kzT Inpg, and thus take in to account
the different chemical environments.

When considering combined adsorption of OH and H on differ-
ent sites, we have the choice of defining the binding energy with
respect to the H;O molecule or with respect to already separated
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Fig. 2. Carbon 1s core level spectrum at room ternperature and after annealing at 500°C measured on a LAOJSTO 5 unit cell layer LAO sample grown at 10~ Torr.

Table 2

Binding energies (in eV) per adsorbed molecule(s) for models shown in Fig. 3 and
oxygen vacancy formation energy, with respect to the chemical potential references
defined in the text,

Table 3

Care-hole binding energy shifts of O-1s state (ineV) relative to center (bulk O} inthe
LAO slab or center of the STO slab in the LAO/STO[LAO cases. Positive values mean
higher binding energy.

Model Description Eg Slab Slab termination Core-hole site CL-BE-shift
A Hy0on Al -2.19 LAO AL—OH+O;—H O—H 119
B Al;—0OH and Os—H next to each other —3.08 OH—Als 0.71
C Al;—0 and 2 0;—H —1.55 Al;—0OH OH—AI; 0.02
D Al;—0OH -0.76 O -0.68
E O—H ~2.25 Al—OH""! OH—A; 1.24
F1 Al;—0 and O;—H (close) 0.78 0O 0.7
F2 Als—0 and O;—H (far) 057 0—H o~H 246
G surface Vg 0,21 [s8 ~0.14
Vo Os .10
Va+Al—OH OH—AI; 0.54
OH and H species. When comparing with the adsorption of an actual Os -045
X Vo+O—H 00— 3.17
H,0 molecule, it is more convenient to use the same reference ps 0.04
. : 5 . ) -~
species HyO so that we can directly obtain the reaction energy for coH O onCOH 6.88
the reaction O beneath COH 5.08
COH with O onCOH 5.07
Aly; — H;O — Aly; — OH +0H + AE; (7) AL—OH+0,—H O beneath COH 3.57
The latter will be referred to as the water splitting reaction energy. LAOSSTO AL—OH+O—H g;l_l.{'\l :?:
1f AE-<0 it means the reaction is exothermic and proceeds to the o N 014
s 0.

right.

The different models calculated are shown in Fig. 3. The first one
(model A)is a H, O molecule adsorbed on Al. The second (model B) is
anOH adsorbed on Al with an H adsorbed on the nearest neighbor 0.
Inmodel C, we have only O on Al and two se parated H on Os. Model D
hasonly OH adsorbed on Al In model E we consider a H adsorbed on
O only. In model F we consider Als-O and Os—H separated but either
close or far from each other. Finally, in model G, we also consider
the energy of formation of an oxygen vacancy on the surface. The
latter is defined by
[E(LAO + 2Vjp) — E(LAO) + 2jip] (8)

2
The binding energies of these models are listed in Table 2 for
the choice of chemical potentials discussed above, i.e. under the
assumption of equilibrium with O, and H, 0.

From these results, we can see that having O bonded to Als is
not favorable, rather OH stays together on Als, We can also see

Eror(Vo) =

that H,O wants to split inte separate OH on Al and H on Os by
0.89 eV/water molecule. We can also consider the adsorption of OH
inside an existing surface oxygen vacancy

Vo+OH - O -H (9)

The reaction energy for this process is —2.05eV. Finally, we note
that desorption of OH from Al; is significantly easier than desorp-
tion of H from a surface Os.

3.3. Core-level binding energy shifts

The calculated CL-BE shifts are given in Table 3. The CL-BE shifts
are all calculated relative to those of a core-hole placed in the mid-
dle of the corresponding LAQ slab, We calculated CL-BE for the Oy
core level for the following models, First we consider an LAO slab
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Fig. 3. Various adsorption models studied.

with adsorbed OH on Alg and H on O; next to each other (case
B). Core holes were created in the center of the slab, for O in the
adsorbed OH molecule and for an Os with H attached. This repre-
sents the case of high coverage where, as we found before, H,0 is
assumed to split but OH and H are expected to be found close to
each other on the surface. We find both CL-BE of Os—H and OH—Als
to be near 1eV but somewhat deeper for the former. Second, we
considered OH—Al; separately and Os—H separately on the surface
(cases D and E), corresponding to low coverage. When isolated the
0,—H shifts deeper to 2.46 eV, while the OH—AI; shifts back toward
the main CL-BE of bulk O. The only CL-BE close to 2 eV found here,
corresponds to Os—H, and in all cases, the Os—H has higher CL-BE
than the Als-OH. This is in clear contradiction with the initial (and
commonly made) hypothesis, The role of the H and OH CL-BE seem
tobe exactly reversed from what we need according to that hypoth-
esis. Also, if OH is preferentially desorbed and the Os—H becomes
thereby more isolated than it would shift to higher BE and increase
the 2.2 eV peak rather than decreasing it. The fact that both the OH
and H correspond to the 1.2 eV peak which is not affected under
annealing suggest that the surface stays fully covered with OH and
H and that another interpretation must be sought for the 2.2eV
peak.

We also modeled a core hole placed in an Og without H for com-
parison with that with H. These O; without H have only small CI-BE
shifts compared to bulk O.

In addition, we considered the possibility of a negative charge
state of the OH adsorbed on Al; as expected to occur when the Fermi
level is high in the gap. This could occur in the presence of a 2DEG
at a nearby STO/LAO interface. Note that from our previous work
|7], the OH adsorbed on Al; produces levels just above the VBM

and could thus become filled if the Fermi level lies above them.

For the isolated Alg-OH, this leads to a shift to higher BE but it is
still near 1.24eV only, so not explaining the 2.2 eV peak. Further-
more, to model the negative charge state, we add a homogeneous
background charge density to maintain the system neutral. In a slab
calculation, this background extends somewhat unphysically in the
vacuum region rather than being confined to the slab. This would
possibly overestimate the CL-BE shift due to the charging. For the
0Oy—H and OH—AI; together, the electrons go from the donor O;—H
to the acceptor OH—Als and thus the system is overall neutral, so
this problem is avoided.

Next, we considered the role of Viy on the surface and place the
core hole in a nearby O; and we also added V;, to the previous mod-
els of OH—Als; and O,—H and examined the changes in core hole
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shifts on the latter when the Vg is nearby. Compared to the same
cases without Vg the CL-BE shifts seem to increase by the pres-
ence of nearby Vy. This seems plausible because Vi should present
an attractive electrostatic potential and thus shift levels down to
deeper CL-BE. However, these models are still not compatible with
the 2.2 eV peak being associated with OH.

Finally, the question may arise if the above results which were
obtained on a pure LAO slab would change if we take into account
the presence of the nearby 2DEG at an LAO/STO interface. We thus
considered explicitly an LAO/STO/LAO with various terminations:
OH=AIl; + H=0s, or each separate. In these cases, we calculated the
CL-BE shift relative to the O in the middle of the STO layer. This
seems to shift the core levels toward slightly lower CL-BE but not
enough to explain the 2.2 eV peak.

An alternative origin for the 2.2 eV peak might come from car-
bonaceous species. In fact, Payne et al. [29] show that molecules
with —C00 groups, that is —0—C=0 as in carboxylic acids or esters
have arelative high binding energy shift. As a first attempt to model
O bonded to C bonded tothe surface, we considered aCOHmolecule
chemisorbed on the surface. This leads to very high CL-BE either for
the O; underneath them or the O in the molecule itself. They are in
excess of 5eV, and not found in the experiment. From this we con-
clude that carbonaceous species, if responsible for the 2.2 eV peak
should not be directly adsorbed on the surface. Rather, we need
to consider physisorbed molecules on the already covered surface.
We do that in the next subsection.

3.4. Core-level binding energies in physisorbed molecules

In this subsection, we consider carbonaceous species or HyO
physisorbed on the already OH and H covered LAO surface. To deal
with the physisorbed case, we calculate the molecules in aseparate
calculation, not attached to the surface and align the Oy, levels to
those in the slab by referring both to the common vacuum level.
To test this approach, we first calculate the Cy; levels in different
molecules. Following Payneet al. [ 29], we consider different organic
groups involving O and compare the Cy; CL-BE with those in C only
bonded to Cor H.

For all carbonaceous isolated molecules, we consider a periodic
boundary conditions model with sufficient separation between the
molecules and they are treated in the I" point approximation. Their
geometry optimizations are carried out at the PBElevel. This is done
without any constraints, and the structure are considered relaxed
until the Hellmann-Feynmann forces less than 0.01 eV/JA. Periodi-
cally repeated images of isolated molecules are separated by 15A
and the vacuum levels are obtained by plotting the average elec-
trostatic potential in the three directions inside this 15A box. We
compare the CI-BE shifts calculated either with initial state shift
only, or with the procedure used in the previous section. In the

Table 5

Table 4

Cy. core-level binding energy shifts in different organic groups. The column labeled
screened, means CL-BE is calculated from ¢, averaged with and without core-hole
and electron added to LUMO, initial means only inirial state shift. Experimental
values from Payne er al. | 29]. For the CHy we give the actual calculared CL-BE with
respect to vacuum, for the others the shift relative to this one.

Group Screened Initial Expt
CH; 201.3 266.1 2848
C—0H 1.0 1.3 15
—0—C 12 13 15
=0 0.6 26 29
0=C—0 17 36 38
€Oy 5.6 6.4 55

latter case, we should note that the core hole is each time com-
pensated by an added electron in the lowest unoccupied molecular
orbital (LUMO). In the initial-state-only calculation, the advantage
is that no charge is added which closer represents the physical sit-
uation, but on the other hand, no changes in screening due to the
different molecular environment are not taken into account. In any
case, by calculating the LUMO we can refer all BE to the vacuum
level.

We consider the following molecules: methyl-alcohol (CH3-
OH), ethyl alcohol (CH3CH;-OH); dimethyl ether (CH3-O-CHs),
diethyl ether (C;Hs)-0-(C;Hs ); acetone as an example of a ketone
(CH3—{(=0)}-CH3), ester [CH3;—({C=0}-0—CH3), carboxylic acid
(CH3—{ C=0)}-0—H)and carbonate CO3. We then calculate the core
level binding energy in the C in pure CH; groups not bonded to
any O, and average over the different molecules. Next, we consider
the two alcohols and average the Cy; CL-BE in the C—=OH group.
The C—0—C group occurs in both ethers and in the C at the end
of the (0=C}0—C group in the ester. The C in the middle of the
(0=Cy0 occurs in both the ester R—{0=C}—0—R and the carboxylic
acid R={O=C}=0H and is also averaged. Finally the (=0 without an
additional O occurs in the ketone,

The results are shown in Table 4. Except for the CO3 case, the
results agree better with experiment for the initial state shift calcu-
lation. Thisis becausein the case of the calculation including a final
state shift, a charge transfer to the molecule is assumed and this
overestimates the screening. We note that the absolute values can-
not be directly compared to experiment because they use different
reference levels. Clearly the shifts increase with increasing number
of O bonded to Cor O bonded more strongly (e.g. double bonded) to
C. The alcohols and ethers provide different shift because the O is
either bonded to another C (O shared between two C)or O is shared
between a C and a H. The deviations between different molecules
containing the same group are of order a few 0.1 eV, which shows
that the idea of associating the shift with different O environments
makes sense. In fact the O is expected to pull electrons away from
the C and therefore increases the binding energy.

Core level binding energy relative to vacuum and core-hole binding energy shifts of 0y state (ineV) in the different molecules relative to center of the slab {already covered
with OH and H} in the LAO slab after we align them with the vacuum level (539.05 eV). Positive values mean higher binding energy.

Molecule Chemical formula O-site Screened shift Initial shift
LAO bare ref. 530.05 0.00 505.34 0.00
Water H:0 540,39 1.34 50645 in
Methanol CH;—0H 539.99 0.94 506.39 1.05
Ethanol CH;—CH,—0H 540,13 119 506.4 1.06
Dimethyl ether CH:—0—CHs 540.72 1.68 506.66 132
Diethyl ether CH;—CH;—0—CH;—CH; 540.71 1.66 506.38 1.04
Ketone CHy={(=0—CH: 538.53 -0.50 506.08 0.74
Ester CHy—{(=0—0—CH; =0 538.67 ~0.38 505.96 062
0 540.99 194 507.86 22
Carboxylic acid CH;—{C=0—0—H C=0 538.95 -0.10 506.31 0.4
—0—H 540.85 180 507.70 2.1
Carbonate €0 =0 541.37 2.32 509.97 4.63
—0 541.47 242 509.80 453
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Table 6

Concentrations ¢ in % and FWHM w (eV) of subpeaks of the Cy; spectrum.
Temp (°C) Po, (Torr) A B C D

c w c w c W c w
Room 108 59.17 118 23.69 112 438 1.04 12.26 226
Temp 104 63.66 112 20.63 116 6.35 121 9.36 191
500 107 7280 1.49 2454 1.90 0.00 0.00 2.66 124
10 76.36 1.33 2115 175 0.00 0.00 249 122

Next, we consider the corresponding Oy CL-BE shifts, Based on
the previous results for Cys shifts, we think the initial state shift
calculations are more reliable but nonetheless, we have given both
for comparison. We can see that the shifts again have a systematic
trend with the number of carbons per oxygen. They are the lowest
in the ethers where two C are bonded to the O, then in the alcohol.
The shift in the ketone is also small. The largest shifts occur for the
carbonate. Shifts of about 2.2 eV occur for the single bonded O in
the O=C—0 group, either in the ester or the carboxylic acid. These
trends agree with the results of Payne et al. [29).

The results suggest that the Oy peak at 2.2eV shifted from
the main peak could be explained by esters or carboxylic acids
physisorbed on the LAO surface, already covered by H and OH. The
same functional group has a carbon contributing to the D peak in
the Cys spectrum (Fig. 2). It also has a carbon corresponding to peak
B in the Cy; spectrum. Both of these peaks indeed lose intensity
under annealing at 500 °C. In Table & we summarize concentration
and full width at half maximum (FWHM) corresponding to the dif-
ferent subpeaks of the Cy; spectrum before and after annealing. The
main change in the Cy; spectrum actually occurs in the C-peak cor-
responding to ketones. But as we see in Table 5 the corresponding
0 peak does not match the 2.2 eV 04, peak. The reduction in the B-
peak may have contributions from ethers and alcohols. However,
there should be more or less a one-to one match in the D-peak loss
and the Oy 2.2V peak loss. In order to calibrate quantitatively
how much of this 2.2 eV peak can be ascribed to the correspond-
ing loss in D-peak, additional considerations are required. The total
C and O loss in the spectrum would have to be normalized in the
overview spectrum relative to the La peak, which is assumed to
stay unchanged. We have not pursued to carry this out in detail.
While the D-peak is reduced upon annealing it does not completely
disappear as does the O 2.2 eV peak. Nonetheless, we may con-
clude that the 0q; peak could be ascribed reasonably to esters and
carboxylic acid physisorbed on the surface. These molecules being
weakly bonded only to the surface, it appears reasonable that they
desorb much easier than the chemisorbed H and OH.

Now that we have determined the origin of the 2.2 eV peak in
the Oy spectrum as carbonaceous in origin, it is interesting that
the amount of such physisorbed species seems to differ depend-
ing on the growth conditions of the film. The amount is larger for
the 10~ Torr grown samples, which are more conductive because
they have a larger concentration of oxygen vacancies. No change is
observed depending on the thickness of the LAO film being below
or above the critical thickness for formation of a 2DEG. Thus it
is not clear that conductivity of the surface plays a role in the
amount of carbonaceous species deposited. It appears that under
the lower partial pressure of O3 a higher amount of Carbonaceous
species are available in the growth environment, or, possibly, the
negatively charged surface oxygen vacancies could locally attract
greater amount of atmospheric carbon.

4. Conclusions

In this paper, we combined an experimental XPS study of the
adsorbed species on LAO surfaces and their desorption under
annealing with calculated analysis of the atomic bonding energies

and the core-level binding energies. We showed, that OH is indeed
less strongly bonded to the surface than H. However, both are too
strongly bonded to explain desorption at 500°C. The core-level
caleulations show that the peak shifted to 2.2 eV higher binding
energy from the main O peak cannot be due to either OH or sur-
face O with H. Instead it is related to carbonaceous species such
as esters and carboxylic acids. Consistent losses in both the Cy
and Oy, spectra were observed under the same annealing condi-
tions to support this interpretation. In terms of the calculations, we
showed core-level binding energy shift calculations require a care-
ful analysis of the reference level questions as well as consideration
of the final state screening effects. For the chemisorbed species, we
obtained good agreement in a model in which screening changes
areincluded and compensation of the core-hole by electrons added
at the lowest empty levels are assumed. For the molecules which
are physisorbed, we showed that we can nonetheless align these
core level shifts with those on the surface by referring all to a com-
mon vacuum level. On the other hand, for the molecules we should
not assume a transfer of electrons to the molecule LUMO as this
would overestimate the screening effects. Initial state core level
shifts in this case provided a better agreement with experimental
data.
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Keywords: Manganese can incorporate into perovskite SrTiO; at either on the Sr-site (A-site) or Ti-site (B-site) depending
SrTiO; on the growth conditions. However, there is no clear explanation on what conditions lead to A-site or B-site
First-principles caleulations oceupations and what are the loeal structures around Mn. In this work, first-principles caleulations were carried
r};‘;};‘:"m out to study Mn in SrTiO; under different growth conditions. The calculations showed that Mn prefers to

substitute for Ti site under a wide range of growth conditions; indicating that the substitution it is diffieult to
avoid even when one intentionally tries to dope Mn into the A-site. Due to a large size difference, Mn cannot fit
in the Sr site. Instead, a charged interstitial Mn has rather low formation energy, especially under O-poor
conditions. In addition, Mn; can bind with Sr vacancy which has the compensating charge with a very high
binding energy to form Mn- Vg, complex. Mn-Vg, has an eqguivalent chemical compaosition to Mng,. Therefore,
one might view Mni-Vg, as an off-center Mng,. In this view point, Mn A-site has a large cation off-centering
consistent with experimental observations. We further relate our local structure models with the experiments by
caleulating the Mn K-edge x-ray absorption near-edge spectroscopy (XANES) spectra associated with Mnqy,
Mng, (on regular Sr lattice), and Mn- Vs, or off-center Mng, defects to compare with the measured Mn K-edge
XANES spectra. Our resulls show good agreement with the measured spectra.

1. Introduction

Manganese-doped SrTiO; (STO) has been widely studied experi-
mentally and theoretically due to its excellent physical properties,
including dielectrie, electronic and magnetic properties [1-4]. Mn
atom is known to exist in two oxidation states, i.e., Mn®* and Mn**.
The oxidation state suggests that Mn might incorporate at either Sr°*
or Ti'* site. Nevertheless, other factors, such as the mismatch in size
with the host atom and coordination number of the local structure, also
play roles. Recently, different dielectric and structural properties of
Mn-doped STO have been observed in the samples grown under
different conditions [4.5]. This suggests that Mn might substitute into
different sites in STO. It is expected that when Sr** (A-site) is
substituted by a smaller Mn®* jon, Mn should shift off-center from
the A-site by a significant amount. This could lead to several favorable
properties, such as large polarization response, low temperature di-
electric relaxation, polar behavior, dilute magnetic, and magneto-
electric multiglass [6-9]. On the other hand, Ti'* (B-site) should be
nicely fit with Mn** with a small distortion around Mn™* because their
jonic radii are comparable. This is expected to suppress the dielectric
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0272-8842/ © 2017 Flsevier Ltd and Techna Group S.r.l. All rights reserved.

permittivity as observed by Tkach et al. [5] However, it remains unclear
if the site substitution of Mn can be effectively controlled by limiting
the eation composition during growth, i.e., using the compositions Sr,_
Mn,TiO3 or SrTiy. ,Mn, O, for on A-site and B-site, respectively. By
using the extended x-ray absorption fine structure (EXAFS) spectro-
scopy, Levin et al. revealed that the samples, which are prepared by
solid state reaction with the composition intended for Mn to substitute
on A-site (Sry. ,Mn,TiO;) with sintering temperature at 1500 °C under
nitrogen or oxygen gas for 5 h, show some Mn oceupying B-site [7]. In
addition, some controversies on the key factors responsible for the
ohserved anomalous magnetic and dielectrie properties in Mn-doped
STO samples have been reported [9-12]. This could be attributed to
the substitution of Mn at different sites in different samples. Regarding
theoretical study, by using first-principles calculations with hybrid
functional, Yang et al. suggested that Mn substituted for Ti (Mn;) can
effectively narrow the band gap of STO, but the band gap does not
change when Mn substitutes for Sr (Mng,) [13]. This difference in band
gap narrowing might be the effect of different band filling between
Mny; and Mng,. They also reported that Ti-site (or B-site) is the most
energetic preferred site under O-rich conditions. In contrary, another
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theoretical work based on molecular dynamie simulation combined
with ab-initio calculations suggested that Mn preferred to substitute
for Sr [1]. Therefore, the substitution of Mn on Sr or Ti site under
different growth conditions needs to be clarified. In addition, other Mn-
related defects, such as Mn interstitial and Mn complex defects, have
not been studied in previous works. Here, we employed first-principles
caleulations, like what previously used to study Mn in PbTiO; [14], to
investigate Mn-related defects in STO. The most favorable sites of Mn
in §TO under different growth conditions are examined and the fully
relaxed structures were used to simulate the Mn K-edge XANES
spectra [15—-17] to compare with the available measured Mn K-edge
XANES spectra from literature [11]. Valant et al. dope Mn into STO by
ball milling under different conditions: (1) (ST Mn?* )TiOs sample
fired at 1500 °C in N, atmosphere for 10 h (named A1500N,) and (2)
Sr{Til,yMn“y)Oa sample fired at 1150 °C in air for 10h (named
B1150air) and measured their XANES spectra. This result can help
us to directly compare the simulation with the experiment to identify
the Mn site in each sample.

2. Method

We utilized first-principles caleulations based on spin-polarized
density functional theory (DFT) within the generalized gradient
approximation (GGA) parameterized by Perdew, Burke, and
Ernzerhof (PBE) [18]. To describe the electron-ion interactions, the
projector-augmented wave (PAW) method as implemented in VASP
codes was used [19-21]. The energy cutoff for expanding the plane
wave basis set was set at 500 eV. The calculated lattice parameter of
STO is 3.952 A in good agreement with the experimental value [22]. To
study the Mn-related defects in STO, a supercell approach with a 135-
atom cell, which is a repetition of the conventional cubic-perovskite
unit cell by 3 x 3 x 3, was carried out. For k-space integrations, we used
the Monkhorst-Pack scheme [22] with a shifted sampling k-point mesh
of 2 x 2 x 2. All atoms in the supercell were allowed to relax until the
residual Hellmann-Feynman forces [24] became less than 1072 eV/A.

To determine the likelihood of defect formations, we calculated a
defect formation energy (4H,) defined by [25-27],

AH, = E (D7) = E,(bulk) + Y Anggey + qlFp + Fypy + A7) o)

where E,, (D) is the calculated total energy of a supercell containing a
defect D in charge state g, E;(bulk) is the calculated total energy of a
defect-free supercell, Any is the number of atom species X being added
to (removed from, if negative) a supercell to create the defect D, py 18
the corresponding atomic chemical potentials described below, Ej is
the Fermi level referenced to the valence band maximum (Evgs), which
is corrected by the 4V as deseribed in Ref. [4].

Under thermodynamic equilibrium, the following conditions must
be satisfied to obtained a homogeneous single erystal STO during
growth,

ftg, + tir, + 3, = E. (STiOy). (2)
Other undesired phases, such as metallic-Sr, metallic-Ti, O, gas as
well as other oxide phases, including 8rQ, 810, TiO, TiO, and Ti,03,
might also form. To prevent undesired phases, following constraints
must be taken into consideration:
sy, < Ly (Sr—metallic),
Hgy < E, (Ti—metallic),
2y + 3p, < E, (Ti,0;),

My, F Ho < Eyi(STO),
fogy + s < E (TiO),
tg < Eypr(O22.

Hge + 2pg < Epy(SrOy),
s+ g < B (TIOy),

(3)

Egs. (2) and (3) leave us with a set of possible us,, pri, and pg for
STO equilibrium growth; illustrated with the shade area in Fig. 1. In
Fig. 1, uo is projected onto the pg, and pg plane and all chemical
potentials were referenced to their natural phases, ie., metallic-Sr,
metallic-Ti, and O, gas are all set to 0. The labels A — D in Fig. 1

Ceramics International xex (xxxx) xex-—xxe
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Fig. 1. Chemical potential domain for thermal equilibrium growth of $1Ti0; erystal. The
chemical potentials of Sr and Ti are plotted on the x and y axes, respectively, while the
chemical potential of O is related by the constrain explained in the text. The shaded area
represents the allowed chemical potentials satisfied the constraints in Egs. (2) and (3).

represent the points at the boundary associated with four extreme
conditions, i.e., (Sr-rich/O-poor), (Ti-rich/O-poor), (Sr-poor/O-rich),
and (Ti-poor/O-tich), respectively. Because the formation energies are
functions of chemical potentials, these points representing four ex-
treme conditions and the formation energy at other chemical potentials
can then be estimated. When a defect containing Mn, the formation of
undesired metallic-Mn as well as Mn-oxide phases should be avoided.
Therefore, pia, was limited by MnO» and metallic-Mn phases for O-rich
and O-poor growth conditions, respectively.

To simulate XANES spectrum, the fully relaxed local structures of
Mn-related defects in STO obtained from VASP codes were used as an
input coordinates for FEFF8.2 codes [28,29]. FEFF8.2 is employed to
calculate Mn K-edge XANES spectrum based on the multiple-scattering
expansion within the muffin-tin potentials. The Hedin-Lundqvist was
used as the exchange-correlation potential with an imaginary part of
0.5¢V to simulate the experimental broadening. The radii for self-
consistent potential and full-multiple scattering calculations were set at
0.55 and 0.80 nm, respectively.

3. Result and discussion

In Fig. 2, the formation energies of simple Mn defects, namely, Mn
substitution for Sr (Mng,), Mn substitution for Ti (Mny;) and Mn
interstitial (Mny), are plotted as a function of Fermi energy under four
extreme conditions as described before. In the plot, only the charge
state with the lowest energy for each defect at a given Fermi energy is
shown. (The charge state of the defect can be determined from the
slope of the line.) The Fermi-energy range is extended to the calculated
band gap of ~1.98 eV. Note that the caleulated band gap is lower than
the experimental band gap of 3.25 eV [30] due to the well-known DFT
problems. Our calculations found that Mng, is a donor with defect
transition level at e( + 2/ + 1) = 0.25 eV, while Mny; is a charge neutral
for the entire possible Fermi energy range. Mn; is a donor with two
transition levels at e( + 4/ + 3) = 0.20eV and e( + 3/ + 2) = 1.57 V.
The local structures of Mny;, Mng,, and Mn; defects are illustrated in
Iig. 3(a)=(c). It appears that Mn substitutes for Sr (or Ti) atom does
not lead to a large local strueture distortion or large off-center shift.
However, for Mng,, this is not the lowest energy configuration which
will be explained later. The lowest-energy site for interstitial Mn (Mn;)
is at the center of Sr—8r bond. After inserting the Mn in between two Sr
host atoms, the two atoms slightly relax outward. Mnr; and Mn; are
energetically most favorable (hence, the dominant) defects under both
O-rich and O-poor growth conditions, respectively. Note that, the
breaking symmetry of Mn on Sr site (shift Mn away from the Sr site)
can lower the energy, however, its formation energy remains higher
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Fig. 2. Defect formation energies as functions of Fermi energy under different growth conditions, ie., A, B, C, and D from left to right panels, respectively. The slope of each line
indicates the charge state of the defect. The dashed black line represents the sum of the formation energies of Mn; and Vs, defects.

than that of Mn; and Mny; defects. Therefore, Mng, cannot be the they found that the (Sr;.,Mn)TiO3 samples show the co-existence of
lowest energy defect at any growth conditions considered. However, Mn on A-site and B-site. Our calculations showed that Mny; is likely to
experimental results showed that under certain growth conditions, exist in most growth conditions and difficult to be avoided, which agree
(Sry_.Mn)TiO; samples (A-site substitution) can be achieved with well with the experimental finding. However, Mng, has high formation
distinct properties from the usually observed Mny; [5,117. In addition, energy and its existence need further explanation as will be explained

Fig. 3. The local structures of (a) Mnq;, (b) Mng;, (¢) Mn;, and (d) Mn;-Vs, complex or off-center Mns,.
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Fig. 4. Comparison between the calculated and measured Mn K-edge XANKS spectra.
The measured Mn K-edge XANES spectra [ 11] of (8r,_,Mn,)JTiO; sample (A1500N;) and
S$t{Ti; .Mn,JOs sample (B1150air) are marked by (a) and (d). The calculated Mn K-edge
XANES spectra associated with Mn;-Vs, (or off-center Mng,), Mng,, and Mny; are labeled
by (b), (¢}, and (e), respectively.

next.

Interstitial Mn (Mn;) is a charged defect because Mn is a donor,
which can be stable in +4, +3 and +2 charge states. As a charged defect,
it can be compensated by an opposite charge native defect; forming a
neutral complex. For intrinsic point defects, the potential compensat-
ing native point defects are Sr vacancy Sr (Vi) and Ti vacancy (Vi),
both of which are acceptor. The caleulated the formation energies of Vs,
and Vi are shown in Fig. 2. The formation energy of Vg, is lower than
that of Vi, under several growth conditions. Therefore, Vg, can be the
compensating defect in (Sry.,Mn,)TiOs samples. We investigated the
complex defect formation between Mn; and Vs, i.e., Mn- Vs, complex
and found that the complex is a deep donor with two defect transition
levels at e(+ 2/0) = 1.25 €V. To determine the stability of the complex,
we caleulated the binding energy defined by

EpA — BY = E(A) + EAB) — E,(A — B) @

where E; and E«B) are the formation energies of the defects A and B,
and LA - B) is the formation energy of the A-B complex. If the
complex has a large binding energy, it is more likely to form. As shown
in Fig. 2, the dashed line represents the sum of the formation energies
of Mn; and V.. The binding energy of Mn;-V,; complex is the difference
between the dashed black line and the magenta (Mn;-V,,) line. We
found that the binding energy of the complex is more than 2.6 eV which
is high; indicating that such complex is likely to exist in a high
concentration and very stable.

The local structures of Mn;-Vs, complex is shown in Fig. 3(d). The
interstitial Mn atom move toward Vg,, but not into the center of it. This
structure can also be viewed as a largely distorted Mng,, where Mn
atom is largely shifted away from the regular Sr site; resulting in a large
off-centering Mng,. This structure is in good agreement with the
experimental observation [7,11]. (In principle, slightly shift Mn off-

Ceramics International xex (xxxx) xex-—xxe

center during the Mng, calculation should lead to this structure shown
in Fig. 3(d) after relaxation. However, our actual calculation did not
give this result, instead we obtained a slightly distorted Mns,).

To directly compare our calculated results with the experiment, we
caleulated the Mn K-edge XANES spectra associated with Mng, (on
regular lattice), Mny;, and MniVg, or off-center Mng, defects. Our
calculated results are illustrated in Fig. 4 along with the experimental
Mn K-edge XANES spectra obtained from (Sry.,MngO3 and Sr(Ti.
“Mn )0, samples that are experimentally assigned to be as
with Mn substitutions for A-site and B-site, respectively [11]. It is clear
that the features of the calculated XANES spectrum of Mng, defect (on
regular Sr lattice) is significantly distinet from that of the measured
XANES spectrum of (Sri..Mn,)Os sample. On the other hand, the
features of the calculated XANES spectrum of Mn;-Vg, complex (or off-
center Mng,) are similar to that of the measured XANES spectrum of
(Sr1.,Mn, )05 sample. The calculated XANES spectrum of Mny, is in
good agreement with the measured XANES spectrum of Sr(Ti;..Mn,)
03 sample. Our XANES calculations confirm the assignment of Mn in
Sr(Ti;.,Mn,)O; sample to be Mny; and the assignment of Mn in (Sry.
«Mn, )05 sample to be Mng-Vs, complex (or off-center Mns;).

ociated

4. Coneclusion

We use first-principles DFT calculations to investigate Mn-related
defects in STO under different growth conditions. We found that Mnmy
is the lowest energy defect under most growth conditions. Therefore,
Mnq; defect can be observed in most of the Mn-doped STO regardless
of how the elemental composition is forced, ie., both (Sr,_ Mn)TiO,
and Sr(Ti;_,Mn, )05 samples. In addition, our calculations show that a
substitutional-vacaney complex MngVg,, which has the same chemical
composition as Mng, but with Mn atom largely shifted off-center, can
form in certain growth conditions with reasonably low formation
energy. This off-center Mng, explains the observed A-site substitution
in (S, Mn)TiO; samples. Our caleulated XANES spectra associated
with Mnyy, and off-center Mng, agree nicely with the measured XANES
spectra of Sr(Ti_ Mn)O; and (Sr,  Mn,)Ti0O,; samples, respectively.
This confirms the experimental assignment of Mn substitution for B-
site and A-site with detailed energetic description to support the
assignment.
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The electronic structure of a single Na monolayer on the surface of single-crystal HfSe; is investigated using
angle-resolved photoemission spectroscopy. We find that this system exhibits an almost perfect “nearly-free-
electron™ behavior with an extracted effective mass of ~1m,, in contrast to heavier masses found previously for
alkali-metal monolayers on other substrates, Our density-functional-theory calculations indicate that this is due
to the large lattice constant, causing both exchange and correlation interactions to be suppressed, and to the weak
hybridization between the overlayer and the substrate. This is therefore an ideal model system for understanding

the properties of two-dimensional materials.

DOI: 10.1103/PhysRevB.94.201121

Understanding and controlling electrons in reduced
dimensions, for example, at the interfaces between disparate
semiconductors, underpins modern electronic devices [1-4].
In recent years, this has found renewed prominence through
the study of electrons naturally confined in atomically thin
layers, such as in graphene or monolayer transition-metal
dichalcogenides, opening prospects to achieve novel
functionality such as ultrafast electronic [5], spintronic,
or valleytronic devices [6-11]. To progress towards these
goals, it is critical to understand the behavior of electrons in
two-dimensional (2D) solids, and the influence of many-body
interactions between them.

Angle-resolved photoemission spectroscopy (ARPES) is a
powerful tool to achieve this. It directly measures the electronic
structure of materials, and can provide valuable information
on carrier masses and the interactions between electrons in the
system. This has been applied to numerous two-dimensional
(or quasi-two-dimensional systems), including surface states
of noble metals (e.g., Cu [12,13], Ag and Au [14,15]),
semiconductors [16-20], and metal oxides [21,22], and alkali
metals grown as two-dimensional layers on metallic substrates
[23-28]. Despite many of these systems being generally
considered weakly interacting, there is hardly any example of a
system which displays true nearly-free-electron behavior man-
ifested by a parabolic band dispersion with an effective carrier
mass m* = 1m,). For example, even for an alkali metal, in
the cases of Na monolayers on Cu(111) [24] and Ni(100) [25]
surfaces, the effective mass was reported to be at least 30%
heavier than the bare electron mass. This was attributed
to a hybridization between the Na-derived electronic states
and those of the underlying substrate. Moreover, exchange
interactions can even lead to a lowering of the effective mass

"Corresponding author: worawal@ g.sut.ac.th
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below unity [29,30], making achieving true free-electron-like
behavior very rare. In this Rapid Communication, we show
how just such behavior is manifested in a single Na layer
stabilized on a semiconducting HfSe, substrate. We attribute
this to particularly weak hybridization with the substrate due
to a large out-of-plane lattice constant, and to a particularly
weak exchange and correlation interaction.

1T-HifSe, single crystals, which we use as a substrate, were
grown using the flux method. This compound crystallizes
in the Cdl, structure with a hexagonal unit cell with in-
plane and out-of-plane lattice constant of a = 3.74 A and
c=614 A [31,32], respectively [see Fig. 1(a)]. To obtain a
clean surface, the crystal was cleaved in ultrahigh vacuum at a
pressure better than 4 < 1071 Torr. ARPES measurements
were performed immediately after cleaving, and following
the deposition of sodium (Na) on the sample surface from a
SAES alkali-metal source. The measurements were performed
at beamlines 4.0.3 and 10.0.1 of the Advanced Light Source
(USA) using Scienta R4000 hemispherical electron analyzers.
Photon energies were set to be in the range between 50 and
80 eV. The sample temperature was maintained at between 40
and 80 K throughout the experiment.

Figures 1(b) and 1{c) show ARPES data measured after Na
atoms were deposited on the cleaved surface of single-crystal
HfSe, for 5 min. A dispersive band with a parabolic shape
is clearly observed. By fitting momentum distribution curves
(MDCs) of this parabolic band, we extracted the effective
mass to be m* = (1.00 + 0.04)m,, which is within error
identical to the free-electron mass. The corresponding
Fermi surface has a cireular shape, again consistent with
a free-electron gas. From this measured Fermi surface, we
extract a surface carrier density from the Luttinger area,
mop = k%27 = 8.72 x 10" em™. We also note the possible
presence of asecond smaller band near E » marked by an arrow
in Fig. 1(b) (see Fig. S1 in the Supplemental Material [33]

©2016 American Physical Society
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FIG. 1. (a) The atomic structure of HfSe; surface (top view). (b) Parabolic band dispersion of heavily evaporated Na atoms on the surface of
HfSe;. (¢) Corresponding Fermi surface map of the band in (b). (d) Angle-integrated photoemission spectra of freshly cleaved and Na heavily
evaporated HfSes, showing the core levels of Hf and Na (photon energy = 50 and 80 eV, respectively). (), (f), and (i) show the valence bands
of freshly cleaved. intermediately dosed (2 min of dosing). and heavily dosed HfSe; (5 min of dosing), respectively. (h} shows the zoom-in
data of the HfSe, band dispersion in (f), as indicated: the dashed line shows a faint Na band dispersion. (g) shows the Fermi surface map of
intermediately dosed HfSes: note that this map is a different sample with similar dosing.

for higher contrast); this may be due to a possible intercalation
of a small fraction of Na atoms into the first van der Waals
gap in HfSe», similar to the case of MoS, [18].

Our observations of a dispersive band and a clearly defined
Fermi surface are indicative of a uniform and well-ordered
metallic layer atop our semiconducting HfSe; substrate. To es-
timate the Na coverage, we perform additional measurements
for shorter Na deposition times. As shown in Figs. 1(e)-1(h),
after depositing Na on the surface for 2 min, the HfSe» valence
bands present in the freshly cleaved material [Fig. 1(e)] are still
clearly visible, but shifted to a higher binding energy concomi-
tant with filling of the HfSe;-derived conduction band states
(charge transfer from the Na to the HfSey populates the con-
duction band with carriers). The total electron density extracted
from the Luttinger area of these conduction band pockets is
estimated to be around 3.8 x 10 em ™. Assuming a constant
deposition rate, and assuming that each Na donates one elec-
tron, this would give a Na coverage of 9.4 x 10'* atoms cm ™2
for the 5 min deposition. This is very close to the experi-
mentally extracted Luttinger count identified from the heavier
dose above, implying that the results shown in Figs. 1(b)
and 1(i) are from approximately 1.1 monolayers (ML) of Na
on HiSe,.

This is further confirmed by comparing the angle-integrated
core-level spectra before and after Na evaporation, as shown
in Fig. 1(d). Before evaporation, Hf (4 f5;; and 4 f7/2) peaks
can be clearly observed at a binding energy of around
14-17 ¢V [32.34]. After the heavy Na evaporation, Na
(2psj2 and 2pyj2) peaks at ~30 eV binding energy become
pronounced [35] while the spectral weight of the Hf 4 f peaks
is almost completely suppressed. This confirms a uniform
coverage of the Na overlayer. Additional Hf- and Se-derived
core levels are still observed at higher binding energies
[e.g., between 35 and 60 eV, Fig. 1(d)]. Due to the extreme
surface sensitivity of photoemission performed at these photon
energies, these results (i.e., suppression of intensity for HfSe»
bands at both the Fermi level and at higher binding energy) are
entirely consistent with a single monolayer coverage of Na.

We now turn to our key observation that this Na monolayer
hosts carriers with an effective mass so close to that of a
free electron. In particular, this can be contrasted with similar
systems such as a single monolayer of Na on Cu(111) where
the measured effective mass has been determined to be as
heavy as 1.3m, [24]. This was suggested as a possible result
of hybridization with the Cu substrate. We note that, in that
case, the much smaller in-plane lattice constant of Cu(111)

201121-2
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FIG. 2. (a) Atomic structures of monolayer Na on HfSe, (below) and bare monolayer Na (above) which is used for calculating the band
structure in (b). (¢) shows the zoom-in bands in the indicated box on top of the experimental data from Fig. 1(a).

(221 A [36]) as compared to bulk sodium (e = 3.77 A) may
cause a greater overlap of the wave functions of Na and
Cu, implying such a hybridization can easily occur, Here,
however, the in-plane lattice constant of the substrate (HfSes;
a = 3.74 A)is very similar to that of the Na lattice. Moreover,
HfSe; is a layered material, dominated by weak van der
Waals bonding between layer: in other transition-metal
dichalcogenides [18,37,38]. As such, hybridization between
the Na- and HfSe,-derived states can be expected to be
substantially weaker.

Based on this assumption of such a weak interaction, we
perform first-principles calculations of the band structure of
an isolated Na monolayer (see Fig. 2). The calculations were
carried out within the framework of density functional theory
with projector augmented wave potentials (PAW) [39] as
implemented in the VASP code. The Perdew-Burke-Ernzerhof
(PBE) approximation is used for the exchange correlation
terms [40,41]. The electron wave functions were described
using a plane wave basis set with an energy cutoff of 520 eV.
To calculate the 2D electronic band structures of the Na
monolayer, a periodic slab of monolayer Na[001] (P63 /mme
hexagonal structure) with 20 A vacuum spacing between layers
to prevent interlayer interactions was used. The positions of
Na atoms were relaxed until the Hellmann-Feynman forces
become less than 0.001 eV/A [42] while the in-plane cell
vectors are kept at the theoretical relaxed bulk value a =
3.76 A (experiment 3.77 A) which is approximately the
same as the HfSe,; this should therefore be a reasonable
representation of our situation realized experimentally, as
previous low-energy electron diffraction (LEED) studies show
that Na overlayers form commensurate with the underlying
substrate [e.g., Cu(111) and Ru(0001) [43-45]]. For k-space
integrations, we used the Monkhorst-Pack scheme [46] with
11 x 11 x 1 k-point sampling,

The calculated bands are shown in Fig. 2(b). These show a
clearly dispersive band, which has an effective mass, m_, =~
0.98m,. This is in excellent agreement with our ARPES data,
as shown in Fig. 2(c), where the calculations are overlaid

on the data. This suggests that the larger lattice constant of
this substrate as compared to previously investigated examples
could be key in stabilizing the free-electron-like behavior in a
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FIG. 3. (a) and (b) show calculated band dispersions of bare
monolayer Na with various lattice constants between 1.5 and 4.2 A.
The insets show the zoom-in bands at the Fermi level and the
band bottoms. (c¢) shows the effective masses extracted from the
calculations in (a) and (b).
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monolayer of Na. We note, also, that the high carrier densities
canbe expected to lead to very strong electronic screening, and,
as such, the exchange interaction (which can make the effective
mass lighter) will remain small in comparison to the kinetic
energy. This is in contrast to other two-dimensional electron
gases (2DEGs) stabilized in much more poorly screening
materials, such as at the interfaces/surfaces of oxides and
low-doped dichalcogenides [19,29,30]. We note that, as the
lattice constant is reduced in our calculations (Fig. 3), and
where screening can be expected to become less efficient, the
effective mass of an isolated layer of Na can indeed become
smaller than 1. At the smallest values, below 2.1 A, however,
an increase in correlation energies cause the correlation term
to dominate over exchange, leading to a steep increase in the
effective mass.

Our findings show that, even for a simple model system of
an alkali-metal single layer, there is a possibility to engineer
band structures via a judicious choice of material substrates. In
other words, a two-dimensional material cannot be considered
in isolation. Its electronic structure can be influenced directly,
via hybridization with the supporting medium, but also via
many-body effects, e.g., by balancing and controlling the ratio
of the exchange and correlation energies both to each other
and to the kinetic energy. Understanding the fundamentals
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of this process will be key to designing desired properties
in two-dimensional materials, e.g., negative electronic com-
pressibility [19] and fast band-gap renormalization [47 48].
Here, we show that by using a transition-metal dichalcogenide
semiconductor as a support for a metallic Na single layer,
we demonstrate that it is possible to minimize both of these
effects, realizing the unusual situation of an almost ideal
nearly-free-electron system with m* ~ lm,.
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. Novel behavior has been observed at the interface of LaAlO;/5rTiO; heterostructures such as two

. dimensional metallic cenductivity, magnetic scattering and superconductivity. However, both the

. origins and quantification of such behavior have been complicated due to an interplay of mechanical,

! chemical and electronic factors. Here chemical and strain profiles near the interface of LaAlO/SrTiO,

. heterostructures are correlated. Conductive and insulating samples have been processed, with
thicknesses respectively above and below the commonly admitted conductivity thresheld. The
intermixing and structural distertions within the crystal lattice have been quantitatively measured near
the interface with a depth resolution of unit cell size. A strong link between intermixing and structural
distortions at such interfaces is highlighted: intermixing was more pronounced in the hetero-couple
with conductive interface, whereas in-plane compressive strains extended deeper within the substrate
of the hetero-couple with the insulating interface. This allows a better understanding of the interface

¢ local mechanisms leading to the conductivity.

! 'Ihe pioneering work by Ohtomo and Hwang' reported the formation of an electron gas with a large charge carrier
. density at the interface between two band insulators, LaAlQ; (LAO) film on SrTiO; (STO) substrate. However the
: mechanisms of charge transfer and transport in this system are still not clearly established. This first observation
: of a metallic sheet formation was attributed to a decrease in valence of Ti cations located in the first unit cell of
STQO. This led Ohtomo and Hwang to propose an initial hypothesis involving the build-up of an electrostatic field
across the thickness of the polar LAO film deposited on the non-polar STO substrate. It was suggested that the
electrostatic field was screened by lattice polarization up to 3 unit cell (w.c.) size films. An electronic reconstruc-
tion was assumed to occur when a thickness of four unit cells was reached, allowed by a charge transfer from the
LAQ film surface to Ti cations just below the interface. Since then, some discrepancies between the charge carrier
* densities and mobilities predicted by this model and those measured experimentally have been reported®~, as has
. the high sensitivity of the conductivity to growth parameters’ %, This broadens the field of possible mechanisms
¢ responsible for the development of this surprising metallic behavior. Other structural and chemical changes have
been revealed near the interface, including the dilatation of STO cells and polar distortions'¢**, cation intermix-
ing!##2 2427, oxygen vacanciest?42%-* and lanthanum deficiency in the film®\ The specific roles of these local
modifications on the interfacial conduction are yet not fully understood.

: ‘The objective of this paper is to provide insight into the role of intermixing and local structural distortions
¢ oncharge transport. We approach this by correlating the chemical and strain profiles of two heterostructures
i prepared in the same experimental conditions above and below the critical thickness of four unit cells for the
: insulator/metal transition. The presumed confinement of the charge carriers in a sheet with a thickness of a few
© unit cells requires an analytical tool with a depth resclution below the cell dimension (~0.4 nm). Medium-Energy
Ton Scattering (MEIS) offers this depth resolution due to the high energy loss of medium-energy ions when
interacting with solids. This ion spectroscopy has been recently used in LAO/STO systems to demonstrate
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Figure 1. Representative HAADF images of LaAlO; films grown pseudomorphically on SrTiO,. HAADF of
(a) 10 u.c. (b) 3u.c. (¢) 5u.c.-thick films deposited on a SrTiQ, substrate. The same process conditions were used
to deposit the films. The interfaces are shown by a red arrow. No misfit dislocations could be detected at LAQ/STO
interfaces along the entire distance observed via Nion UltraSTEM. The left inset in (a) highlights the off-center
displacement of Ti near the interface.

qualitatively cation intermixing' "%, MEIS was also used to establish strain profiles in non-oxide semiconductor
nano-objects™**. Here we present, for the first time, quantitative profiles of the strontium and lanthanum con-
centrations correlated with profiles of the cell parameter variations around these atoms for both insulating and
conductive hetero-structures, Epitaxial strains taking into account the chemical gradients cannot explain the
magnitude of cell distortions measured. Charge defects have to be considered, with distinct spatial distributions
between the insulating and conducting heterostructures.

Results and Discussion

Interface characterizations. Interface morphology, Ti valence and oxygen vacancies. Epitaxial films
with 3 and 5 u.c. thickness were grown by Pulsed Laser Deposition. The oxygen partial pressure during depo-
sition was fixed at 10 * Torr, and the temperature reached 750 °C. The parameter misfit between the substrate
(as70=3.905A) and the film (a, .= 3.791 A using a pseudo cubic description) did not induce strain relaxations
via interfacial misfit dislocations as no dislocations could be detected along the foil observed for both samples,
as seen on Fig. 1.

The 5 u.c. sample exhibited a conductive interface while for the 3 w.c. film the resistance exceeded our instru-
mental limits (=100 MQ)) (Electrical measurements are reported in the Supplementary Fig. $1). Thus, consistently
with previous studies*!**1-%, the critical thickness lies between 3 and 5u.c. These samples are good candidates to
investigate structural and/or chemical differences between conductive and insulating samples.

In the original hypothesis from Nakagawa et al.* the diverging electrostatic potential in the growing polar
film is removed by the transfer of half an electron per unit cell into the first STO layer below the interface. A
theoretical average valence of Ti*** would be thus expected resulting in a 2D carrier density of 3.3 x 10™cm 2.
Electron Energy Loss Spectroscopy (EELS) profiles across the interface of the selected samples were used to
deduce the contribution of T#** to the Ti-L,L, absorption edges. A minimum valence of Ti*** (/095 wag
found located in the first unit cell below the interface of both samples (Fig. 2). This would lead to a maximum
theoretical density of free charge carriers of 6.6 x 10" (+/—3.28 x 10'%) cm 2 if we assume that all the carri-
ers originate from Ti'" reduction. Experimental measurements of Hall coefficient on the 5 u.c. sample below
10K (reported in the Supplementary Information) revealed a 2D charge carrier density (=3 x 10"cm™?) that
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Figure 2. Ti-L,;edge EELS taken at the LaAlO,/SrTiO; interface. EELS spectrum at the interface of the (a)
3u.c. (b) 5u.c. sample. The contributions of Ti*" and T** to the Ti edge were deduced from a linear combination
of two reference spectra, a green one for Ti'" (SrTiO, away from the interface of the (a) 3u.c. (b) 5u.c. sample)
and ared one Ti** (Bulk Ti,0,) recorded on the same spectrometer. The method of least squares has been

used to fit the experimental and the simulation spectra. The blue dots spectra correspond to the experimental
EELS measurement at the very first unit cell below the interface, The black curves represent the best simulation
that fitted the experimental spectrum. One observes that the Ti oxidation state is quite similar between the
conductive and insulating samples grown in the same conditions.

was comparable to theoretical density (3.3 x 10" cm?). However, 2D ¢charge carrier density at room tempera-
ture (n > 1.2 % 10'5¢m 2), was much higher than the density calculated based on EELS valence measurements.
This suggests that the conduction was not purely bidimensional. The hypothesis of a quasi 2D conduction zone
restricted to the first layers above and below the interface, still underestimates the charge carrier density with
respect to the Hall measurements (EELS measurements of Ti oxidation state measured 1 u.c. above and under the
interface are presented in the Supplementary Fig. $2). This would confirm the three dimensionality of the con-
duction. This delocalization of the carriers normal to the interface was suggested to explain the weak contribution
of Ti** on the EELS measurements at the interface??”*, The similar Ti valences measured below the interfaces
in the conducting and insulating samples does not play in favor of charge injection by a polar catastrophe?-%,
at least for such film thicknesses. This highlights the role of the carrier mobility to explain the observed discrep-
ancies in terms of electrical conduction.

At the partial pressure of 10 * Torr used during the PLD growth, no signature of oxygen vacancies could be
detected in the O-K edge recorded in the substrate and around the interface by EELS, as observed on Fig. 3. The
interfacial O-K EELS spectra reflect intermixing rather than oxygen vacancies'"!. Although alow level of oxygen
non-stoichiometry is not excluded, it would be insufficient to explain the sheet resistance measured and the dif-
ferences between the 3 and 5 u.c. samples.
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Figure 3. EELS fine structure of the O-K absorption edge across two LaAlO,/SrTiO; heterostructures.

(a,b) Experimental spectra recorded at the (a) 3u.c. (b) 5u.c. sample hetero-interface (red triangles) and deeper
into the SrTiO; substrate of same sample (green dots). (c) Experimental spectrum for LaAlO; away from the
interface. Experimental spectra are clearly influenced by cation intermixing rather than extrinsic donors™.

‘Therefore we have focused our work on two mechanisms suspected to play a significant role in the insulator/
conductor transition of the hetero-structure: intermixing and structural distortions.

A-site intermixing.  The investigation of La — Sr intermixing around the interface has been carried out by
Medium Energy lon Spectroscopy (MEIS) with a 100keV He' beam in the random mode configuration for the
3 and 5u.c. samples. In this “random” mode, the orientation of the sample was chosen to avoid a channeling of
the beam by dense atomic planes and to minimize the probability of a second scattering for the scattered He" on
their way out. The energy E of the backscattered He " particles varies with the target element weight, its depth and
the scattered angle, .. This “random” mode was selected to extract the chemical profiles of Sr and La. Further
explanations can be found in the Supplementary Information.

Figure 4a,b show the random maps (E, 6, N) recorded for the 3 and 5u.c. samples respectively, where N
expresses the count number. The N = f(E) curves extracted from these maps at a fixed 8, are shown in Fig. 4¢,d
where the red dots correspond to the experimental data. For both samples of 3 u.c. and 5u.c. thickness, La was
distributed over a larger depth than the film thickness and the Sr signal started above the substrate surface clearly
exhibiting La < Sr intermixing.

The La — Sr intermixing was quantified by simulations of composition gradients with unit cell resolu-
tion. For each layer the ratio x= La/(La + Sr) was optimized to permit the best fit to the experimental curves
(see Supplementary Fig. $3). The resulting variations of x across the interface are shown in Fig. 4e. Strontium was
found in each layer up to the surface for both films, and the La counter-diffusion depths (224-5u.c) were similar
for the two samples. The substitution of La by Sr was slightly larger in the 5u.c. film than in the 3 u.c. film at any
depth, whereas within the substrate, only the first layer contained more La in the 5 u.c. sample than in the 3w.c.
one. The cumulative Srcontent in the film was greater than the cumulative La content in the substrate for 5u.c.
film, while the opposite was true for the 3u.c. film.

The atomically-resolved MEIS depth profiles clearly demonstrated La and Sr intermixing, These exchanges of
cations with different oxidation states can stabilize the interface and thus can lead to compensation of the dipole
energy which otherwise would form at an ideal, abrupt-interface***-*. A La’* — Sr*" cation exchange around
the interface would generate donor-type point defects Lag, and compensating electrons € in the conduction band
(CB) of STO. When all cations are considered, intermixing creates a La,Sr, _ AL Ti, O, layer, where Al would act
as an acceptor dopant. Asymmetry in the intermixing depths on A and B sites occurred as shown experimentally
by EELS measurements on Fig. 5, which is consistent with observations in the literature®: Al intermixes with Ti
at shallower depths and lower ratio than La does with Sr. Therefore x >y implies a net donor doping effect below
the interface; however with compensating carrier content (x-y) smaller than the value (x) that would be expected
for hypothetical La,Sr, _ TiO, layer. It has to be mentioned that the deeper diffusion of La measured by EELS
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Figure 4. MEIS data in random mode. Incident particles: 100keV He™ ions. (a,b) MEIS random maps (E,, 6, N)

Energy / keV
g

4125 120 -115

Energy / keV/

30 425 20 115

Seattering angle (%)

Distance from inf

terface / u.c.

" Scattering angle / * d
‘Exparmental data Simulation - Abrupt interface
8000 imulation - Abrupt inferfacel 9000 Simulation - Intermixed
Simulation - Intermixed = Experimental data
7000 i #1000 La
6000 r\ 7000 ,C“\I
b
&= 5000 | ] r #
5 .4 5 so00-| ! l
£ 4000 e [ & £ - J
= le 2 4000 J
E 3000 oo 'f
2000 \ J 2000 o
H 4l b
10004 1000] E #/ 1
X / .
04— - w . , \ —— \.\“’".’ -
84 86 88 20 a2 84 B0 82 B4 86 88 90 92 2
Energy / ke’ Energy / keV
e
1.0 4 [ |
I\ —&— 3 u.c. sample
1 ~8 \ —m—5u.c. sample
A N \ LaAlO/SrTiO, interface
| \
0.6 % n | L
@
+ 1 | |
© [\
= | i
TS . & = !
| |
W \ |
0.2 e ae— -\ N |
| 1| Tt
g
0.0 T T T T T T T T T 1
-5 -3 -2 -1 i 2 3 4 " 6

of the samples with a film thicknesses of (a) 3 wc. (b) 5u.c. Top (-bottom) layers of highest (-lowest) energies
correspond to He ' particles backscattered on La (-Sr) respectively. Red lines locate the position (at a fixed
scattering angle) of the profiles extracted. (¢,d) Random MEIS experimental and simulated spectra of the (¢)
3u.c. sample with a backscattering angle of 115,4° (d) 5 u.c. sample with a backscattering angle of 114,5°, The
blue curves simulate MEIS theoretical spectra for non-intermixed and fully stoichiometric LAQ/STO

224

www.nature.com/scien reports/

heterostructures. Experimental spectra are plotted with red dots, whereas the best simulated hetero-structures
are represented by a green curve. (e) La/(La-+Sr) profile throughout the first atomic layers. The x coordinates
locate the cations by the number of unit cells to the interface (+1 = first u.c. in STO, —1 =first u.c. in LAO ...).
The film contains a cumulative amount of 0.9 +/— 0.05 Sr in the 5u.c. sample (thus 4.1 +-/—0.05La} and
0.5 +/—0.05 Sr in the 3 w.c. one (thus 2.5 +/— 0.05 La). The La counter-diffusion depths were similar for the two
samples, with 0.8 La for 5u.c., and 0.7 La for 3 u.c. films.
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Figure5. Cationic intermixing A-sites vs B-sites. (a—c) Diffusion profiles of Ti and La from EELS analyses for
the (a) 3u.c. (¢) 5u.c. sample. The x coordinates locate the cations by the number of unit cells to the interface
(+1=first u.c.in $TO, —1=first u.c. in LAO ...). Ti diffused up to the film surface for both samples. Assuming
a full occupancy of B-sites, Al would diffuse down to 3/4 u.c. into the substrate of the LAO(3 u.c.)/STO sample,
and slightly deeper (4/5 u.c.) into the substrate of the LAO(5 u.c.)/STO sample. La atoms diffused down to about
5u.c within the substrate of the 3 u.c. sample whereas it was found deeper (6/7 u.¢.) into the thicker sample STO.
The shallower diffusion depth of B cations compared to A cations results in Lag,. donor dopants that are not fully
compensated by Al acceptor dopants and can provide charge carriers. It can be noticed that La cations are
detected at deeper depth by EELS than by MEIS. This is explained by the straggling of He * particles that
decreases the sensibility of this ion beam analysis with the depth of the analyzed region. (b—d) EELS fine
structure of the O-K edge recorded in the first u.c. under the film surface of the (b) 3 u.c. (d) 5 u.c. sample. The
observed O-K pre-peak, between 529 and 531 eV, is characteristic of the Ti-O n* hybridization® which
confirmed the presence of Ti atoms within the very first unit cell of each samples.

(Fig. 5) compared to MEIS (Fig. 4) is explained by a weaker accuracy of MEIS quantification in the deeper layers
dueto stronger He " straggling.

Howeverone main finding undermines the scenario of a donor-doped under-layer. The difference in the
values of x=La/(La + Sr) ratio just below the interface for 5u.c (x=0.4 4/ 0.05) and 3 w.c (x=0.3 +/— 0.05) is
not sufficient to explain the discrepancy interms of electrical properties between these two samples. Therefore
correlations of intermixing with the strain levels have been investigated.

Local Strain.  Experimental stain profiles. The strain profiles have been obtained in a blocking mode config-
uration. In this mode the sample was oriented to maximize a second scattering of the He ' particles for a given
scattering angle, preventing them to escape the sample. Figure 6a,b present (E, i, N) maps for the 3u.c. and Su.c.
samples taken in a scattering geometry that promoted blocking in the [101] direction. The He " energy range was
selected to analyze both Sr and La scattering centers. A shadowing effect in the distribution of the scattered ions
distribution is observed, characteristic of these “blocking dip” patterns. The series of profiles N = f(fl,)) at given
energies have been extracted to quantify the shift of the maximum dips as a function of energy. Then energies
were converted into depth values with unit cell resolution (Further details are in the Supplementary Information).
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Figure 6. MEIS data in blocking mode. (a,b) MEIS blocking map (E,, i, N) of the sample with a film
thickness of (a) 3u.c. (b) 5 u.c. (¢,d) MEIS [101] blocking dips of the 5u.c. sample, as a function of depth
corresponding to (¢) La atoms (d) Sr atoms located in the film (purple curves) and in the substrate (green
curves). Dash-dotted lines are the position of the blocking dips for an unstrained cubic STO (c/a = 1). Dashed
lines indicate the position of the blocking dips maxima for each unit cell. In the substrate, deviations of these
positions from the dash-dotted line reveal structural distortions.

The series of extracted profiles are displayed in Fig. 6¢,d for La and Sr. The scattering angle, f, inducing the
blocking maximum (minimum of intensity) in the [101] direction, was located for each profile by fitting the dip
regions with parabola. The variations of (i, were then translated into variations of c/a ratio. The [101] blocking
dips in the substrate at 13 w.c., for the 5u.c, film, and at 14 u.c,, for the 3 w.c. film, from the interface were assumed
to belong to an unstrained cubic STO. The corresponding blocking angles were taken as the reference, 6, (ref).

Figure 7a,c present the variation in ¢/a for the 3 and 5u.c. films calculated from #, as a function of depth for
He ' backscattered on La (purple dots) and Sr (green dots). For both samples, the curves could be divided into
three regions. The deeper probed parts of the substrate were unstrained (c/a=1). Then an intermediate region
was observed with ¢/a > 1 in the substrate starting from 9 u.c. for the thinner sample and from 5 u.c. for the
thicker one and extending up to 2 u.c. below the interface. The maximum ¢/a was observed at depths of 5u.c. and
4u.c into the substrate for the 3u.c. and 5u.c. films, respectively. Finally the region extending from 2 u.c. below
the interface up to the film surface exhibited c/a < 1. The differences between the two samples laid mainly in the
thicknesses of these regions as will be discussed later.

We note that for a given depth, the ¢/a ratios calculated from scattering on La and Sr do not match. For block-
ing in [101] direction, this indicates that the distance between two A-site cations located on the diagonal of the
(010) face is affected by intermixing. In the film, the Sr,-La,, distance is longer than the Laj ,-Laj, one, whereas in
the substrate the Lag,-Sry, distance is shorter than the Srg,-Srg, one. Differences in cation radii as well as electrical
charges of the hosted atoms could have induced distortions in the cell as well as a buckling of the layer. Such dis-
tortions around the hosted cations have been predicted by modelling (see the following sections).
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Figure7. Profiles obtained from MEIS data in blocking mode. The x coordinates locate the cations by the
number of unit cells to the interface (-1 = first w.c. in STO, —1 =first u.c. in LAO ...}. Bach data point indicates
the distance separating this cation to the A cation located in the above cell. (a-c) Profiles of c/a for samples with
film thicknesses of (a) 3 u.c. (¢) 5u.c. Purple circles represent the ¢/a values around La atoms. Green circles
represent the ¢/a values around Sr atoms. Red squares represent the theoretical ¢/a values for intermixed
heterostructure assuming a sole elastic epitaxial strain. Relaxed cell parameters in this intermixed region were
determined from their respective chemical profile obtained experimentally by MEIS random mode. The
turquoise dash-dotted line indicates the theoretical c/a value for a fully epitaxial growth of LAO, (agro=a.40)
and without intermixing. (b-d) Difference between the c/a values measured experimentally - from He ™
scattered from Sr and La atoms - and those calculated from epitaxial strain are plotted for the (b) 3 u.c. sample
(d) 5u.c. sample.

Origins of the strain.  In order to investigate further the nature of the strain, we have evaluated the contribution
of epitaxial strain to the total strain in these hetero-structures. These epitaxial strains were calculated from a
purely elastic model based on unstrained cell parameters deduced, in the intermixed region, from Vegard's law
between STO and LAO (Calculations are described in the Supplementary Information). The strength of this
approach is that the intermixing profiles, obtained from MEIS random mode on the same samples, were used for
these elastic calculations. The depth variations of ¢/a, as predicted from epitaxial elastic strain and based on the
chemical profile depicted in Fig. 4e are plotted in red squares in Fig. 7a,c. The c/a ratio measured experimentally
with MEIS blocking dips around the interface are clearly larger than the values predicted by purely elastic strains.
‘Thus, epitaxial elastic strain cannot be the only factor that explains the strain level measured.

Figure 7b,d plot the differences between the experimental MEIS strain profiles and the theoretical epitaxial
strains. The difference reached a maximum around the interface. Several mechanisms can lead to additional strain
in such systems such as Jahn-Teller distortions due to the change in valence of Ti cations, ferroelectric-like distor-
tions due to off-centering of cations and other distortions due to ionic defects such as strontium vacancies. The
Ti*' concentration was seen to be the highest near the interface. Since the d orbitals, empty for Ti'", are occupied
by one electron for Ti* ', removal of the degeneracy of the t,, energy levels (d,,, d,,, d,, orbitals) is expected. A first
scenario would favor a stabilization of the d,, and d,, orbitals due to an elongation of the octahedron of the first
STO cell subjected to in-plane compressive stresses from the film. The additional c-lattice expansion measured
compared to the strain provided by epitaxial elastic strain could be explained by this Jahn-Teller-like effect*->.
However a second scenario would imply a pure Jahn-Teller effect that stabilizes the d,, orbitals and induces a con-
traction of the TiO, octahedron'’. The observed elongation of the cell does not exclude such a contraction of the
octahedron, through a buckling of Sr-O-8r chains'', where the oxygen anion planes depart from the cation ones,
as was emphasized using first-principles calculations®.
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Figure 8. Modeling results. (a) Calculated c/a in non-intermixed layers of LAO on a 5 layer STO calculated in
asymmetric slab geometry. (The x coordinate “3” for the black curve indicates the La-Sr distance across the
interface and corresponds to the x coordinate “1” in Fig. 7). (b) Relaxation around a strontium vacancy located
in the first w.c. under the interface. The V§, is indicated by a dashed circle. One can see the buckling of the layer
above it and the O moving away from it. One can also see the La and Sr directly above the V{, to move toward it.
The Ti-Ti distances in the c-direction surrounding the vacancy containing layer is 0.1 A smaller than in the layer
below it without vacancy.

Nevertheless the low concentration of Ti** indicates that other additional origins for this cell distortion must
be searched. Ferroelectric-like distortions were also hypothesized to be directly driving the interface electrical
characteristics®. While they might contribute around the interface, as Ti cations on HAADF images were seen off
centered in the 10 u.c. film (Fig, 1a), they cannot explain the distortions seen deeper in the substrate.

A third factor that can influence the lattice strain is the presence of cation vacancies. Owing to their high for-
mation energies, titanium vacancies Vi will not be considered**. Strontium vacancy formation is coupled to the
creation of oxygen vacancies via Schottky reactions, Frenkel pairs being energetically less favorable®. vy, — v
defect complexes could be formed during the processing of the STO substrate, after the melt-growth, upon cool-
ing the ingot. V{, concentration in the substrate could either exceed their equilibrium concentration at room
temperature due to their low diffusion rates, V,, being more mobile, or can be annealed to near equilibrium con-
centrations. Strontium vacancies could also be formed on the substrate surface sublayer due to Sr-La intermixing,
At the oxygen partial pressure used, the La donors are partially compensated by Vg, (ionic compensation)®, the
film being a sink for the expelled Srions. The lower level of electron compensation at such oxygen partial pressure
could explain the high valence measured for Ti cations. Freedman et al."* found that a strontium vacancy induces
an overall expansive strain although the nearby relaxation may differ. As in-plane parameters are more con-
strained, this may result in an expansion of the cell dimension in the growth direction®*, The reduction of the
2D charge confinement along the c-axis at LAO/STO interface when the substrate is subjected to in-plane com-
pression has been reported ™%, and explained by a dilution of the interfacial charge carrier density, with the
mobile charges transferred deeper in the STO substrate.

Modeling of the structural relaxation around hetero-interface by first-principles calculations.
Structural relaxation around abrupt interfaces.  For comparison with the measured strain profiles, we first calcu-
lated the structural relaxation for perfect non intermixed structures as reference. Figure 8a reports the c/a ratio
in each layer. Here “a” is the common in-plane lattice constant throughout the cell which is set by the unstrained
STO lattice constant. The “¢” for each unit cell layer is determined either from the A-cation (La or Sr) distance per-
pendicular to the interface (black curve, to be compared with La or Sr profiles of Fig. 7) or the B-cation (Al or Ti)
distance perpendicular to the interface (red curve) or from the average of these A-A and B-B distances (dashed
green line). Within linear elastic theory, as explained in the Supplementary Information, the c/a ratio can be cal-
culated for a pure non-intermixed LAO pseudomorphically (biaxially) strained on STO. This predicts a c/a=0.95,
(see blue dashed line in the film region of Fig. 7a,c) which one can see in Fig. 8a is close to the value obtained
from the first-principles calculation in the middle of the LAO layer. In agreement with Pentcheva ef al.*', we find
abuckling of the layers, with the oxygens moving toward the surface relative to the cations in each layer. However,
we see that at the free surface layer the local ¢/a is significantly smaller (0.93 on the average curve) because of sur-
face relaxation that induced a significant decrease of the buckling for top surface AlO, layer. Details can be found
in Fongkaew et al.*>. The c/a calculated from elastic theory, shown as red squares in Fig. 7, assumes that the local
lattice constant is purely determined by Vegard's law based on the degree of intermixing experimentally measured
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in each layer but does not include this relaxation effect. Adding this effect would make the slope slightly stronger
downward toward the surface and would improve the agreement with experiment slightly.

We now address the discussion of the ¢/a overshoot in the STO region near the interface compared to the elas-
tic model. The calculations suggest that the c/a measured as distance between A cations (black curve in Fig. 8a)
decreases from the interface toward the STO. This occurs for both 3u.c. and 5 wc. heterostructures, although the
highest c/a occurs right at the interface for the 3u.c. (or 4u.c.) case and one layer deeper in the STO in the 5u.e
case. This difference is related to distinct buckling modes. In the 3u.c. case, the Sr move away from the interface
relative to the O in the same layer, whereas in the 5w.c. case, they move toward the interface. Our modelling shows
that, in addition to the variation of the c¢/a due to intermixing which is modeled by the elasticity theory in Fig. 7
(red squares), there is a trend due to the relaxation of the layers which helps to explain the increased c/a near the
interface. Our calculations unfortunately do not allow us to gauge in much detail how this varies as function of
distance into the STO for different cases because the thickness of the STO in our model calculation is too small
to allow for such an analysis.

Structural relaxation around intermixed interfaces. In order to approach the intermixed case, we have studied
the behavior near a Ti and a Sron the LAC side®. On one hand, if we swap a Ti and Al across the interface, both
move farther away from the interface, as shown in Figures 10 and 11 of Fongkaew et al.*%. This means the Ti-Ti
distance and hence ¢/a measured locally from B cations across the interface would increase while the Ti- Al with
the next AlO; layertoward the surface would decrease. This could explain the trend of the Fig. 7b,d curves depart-
ing from linear elasticity theory.

On the other hand, if we replace Sr by La in a layer near the interface in STO and vice versa, we find that the
buckling of the layer is reduced for the swapped atoms. In the film, Sr moves out less toward the surface than La.
In other words, relative to La, Sr is closer to the interface. This means that the ¢/a measured from the Sr atoms in
the film would be larger than from the La atoms. This is in agreement with the measured MEIS profiles (Fig. 7)
showing a larger interlayer distance measured from Sr; , blocking curves than from La, , ones. The effects of these
various intermixings on the charge density accumulated at the interface in the 2DEG, the potential profiles and
electronic structure are discussed by Fongkaew et al.,

Structural relaxation near a stronfium vacancy. 'The relaxed structure near a Sr vacancy at the interface has also
been modeled. The main result of this modeling is that near the Srvacancy there is an outward relaxation of the
oxygens mainly in interface TiO, layer above it. The Ti-Ti distance in the ¢-direction for the layer without VY, is
3.77 A, while in thelayer with VI, it reaches 3.967 A. Both these tendencies agree with Freedman ef al.* who have
studied the long-range and short-range strain distortions caused by Sr-vacancies using a shell force-constant
madel including electrostatic effects. Our calculations however show a local decreasing of ¢/a (as measured from
either the A or B atoms) rather than a crystal expansion as indicated by Freedman’s calculations. However our
model does not allow us to reliably determine the long- range strain effect because of the high concentration of V{,
in the model. In Fig. 8b we can clearly see the O above the V¢, moving away from the vacancy, and one can also
see the Laand Sr directly above and below it to move toward the vacancy. This local distortion may be compen-
sated by a long-range overall expansive strain (as indicated by Freedman calculations).

Conducting versus insulating interfaces. It has been shown that the levels of intermixing and titanium
reduction did not differ sufficiently between the 3 and 5u.c. samples to explain the large discrepancies measured
intheir electrical conductivities. The main difference lies in the strain field developed into the two STO substrates.
Figure 7b,d show that, if regions with c/a > 1 extends deeper in the substrate of the 3w.c. sample, the area enclosed
between c/a > | and c/a= 1 in the substrates are similar for the two samples. This indicates a difference in the
distributions of the Sr vacancies more than in their concentrations. The lower dipolar field built in the thinner
film induces a weaker V| attraction toward the interface than in the 5u.c. sample, explaining the deeper region
with cfa > 1 in the 3 w.c. assembly. This in turn would increase the dilution of the charge carrier and reduce the
conductivity with respect to the 5u.c. sample.

In the conductive samples the density of electrons transferred to the interface is not sufficient to cancel the
electrical field, and structural distortions or point defects are still present to screen the remaining field. The
in-plane compression strains observed are reported to reduce the concentration and mobility of the charge carri-
ers. The point defects are known to act as trapping or scattering centers.

This study suggests a competition between electronic compensation and donor doping on the one hand, and
polar distortions and point defects on the other hand, to balance the elect rostatic field formed due to polarization
discontinuity in the polar film, the structural relaxation playing a crucial role on the electronic conduction of such
heterostructures.

Conclusion

MEIS was used to correlate the intermixing and the structural distortions with an atomic depth resolution within
LAQ/STO heterostructures above and below the critical thickness for insulator/conductor transition. In addition,
the oxidation state of Ti atoms and the O vacancies were characterized by EELS. Neither electronic reconstruction
nor anionic vacancies alone can explain the carrier density observed. Intermixing is demonstrated in the two sam-
ples, excluding a donor doping scenario as single mechanism. The measured c/a ratio are larger than those pre-
dicted by epitaxial strains obtained from an elastic calculation taking intermixing into account. This indicates that
compressive electrostatic forces developed around the interface, and extended deeper into the substrate in the 3u.c.
sample, reducing the confinement and diluting the interfacial charge carrier A complex competition between donor
doping, structural distortions and reconstruction, and ionic compensation is revealed. This paper highlights the
complexity of the scenario occurring at the interface responsible for the conductivity in LAO/STO heterostructures.
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Methods
Film Growth. LaAlO, (LAO) films on SrTiO, (STO) (001) substrates were grown by Pulsed- Laser Deposition
(PLD). Prior to the film growth, the SrTiO; (STO) substrates were etched with a chemical solution of ammonium
fluoride and hydrofluoric acid at pH = 6 to obtain a TiO,-terminated surface and then annealed at 950 °C for one
hour in an oxygen-rich atmosphere. The surface morphology was checked with AFM (Agilent Technologies). In
the PLD chamber the base pressure of the chamber was 107 Torr and was increased to an O, partial pressure of
107! Torr via an MKS Mass Flow Controller and Cold Cathode. The growth was performed at a temperature of
about 750 °C with an initial ramping rate of about 10 °C/min up to 500 °C and then about 30 *C/min up to the
deposition temperature. The LAO target was ablated using a 248 nm KrF excimer (Coherent Inc.) laser with a
fluence of about 1.2]/cm’ and a repetition rate of 2 Hz. LAQ films were grown at a rate of 15 pulses per layer and
the growth rate was followed in situ by oscillations in Reflection High-Energy Electron Diffraction (RHEED)
patterns (STAIB Instruments). After deposition, films were brought to room temperature at cooling rates of about
10°C/min then about 5°C/min.

Following this protocel, films 3and 5 unit cells (w.c.) thick were grown on TiO,-terminated STO substrates to
optimize the resolution in MEIS, compared to thicker films.

Scanning Transmission Electron Microscopy and Electron Energy-Loss spectroscopy. The
growth epitaxy and interface coherency in the experimental conditions used for PLD were analyzed on both sam-
ples by Scanning Transmission Electron Microscopy (STEM) using a Nion UltraSTEM 200 operating at 100kV
and a High-Angle Annular Dark-Field (HAADF) detector with an inner collection angle of 70 mrad. The micro-
scope was equipped with a spherical aberration corrector, which enabled a probe-size of under 0.1 nm to be
obtained. EELS spectra were acquired with a Gatan Enfina spectrometer and a custom-made EELS camera. The
energy resolution attained for this set of experiments was 0.5eV.

The O-K, Ti-L, 1, and La- M, ; absorption edges were recorded to probe the oxygen vacancy concentration
throughout the sample, titanium oxidation state around the LaAlO,/SrTiO, hetero-interface, and the diffusion of
A-site cations vs B-site cations.

Electrical characterization. Electrical transport measurements were made in a physical property meas-
urement system (PPMS, Quantum Design Inc.) with temperature varying from 2K to room temperature. Sheet
resistance, carrier density and Hall mobility were obtained by Hall effect measurements in a four-probe Van
der Pauw configuration. The electrical contacts to LAO/STC interface were achieved by direct wirebonding of
aluminum wire to the sample. After confirming the Ohmic behavior of contacts, four-probe sheet resistance and
Hall resistance of 5 u.c. sample were measured using standard lock-in technique with less than 1 mV excitation at
13 Hz. For the insulating 3 u.c. sam‘ple, lock-in measurement of resistance was not possible. DLC. current-voltage
measurements indicated a resistance higher than >100MQ.

MEIS. Medium Energy lon Spectroscopy (MELS) was performed to investigate the chemical and strain pro-
files of the LAO/STO heterostructures near the samples surface, using a He' collimated beam of 100keV hitting
the film surface at a given incident angle relative to the crystal cell directions. The energy E and angle f,. of the
scattered He™ that escape the solid are analyzed simultaneously using a toroidal electrostatic analyzer with an
energy resolution AE/E =3 « 10~* and an angular resolution of 0.1°. The incident angle was carefully chosen to
induce two specific scattering geometries, the random and blocking modes. Further details can be found in the
Supplementary Information.

Modeling. First-principles calculations were performed within the density functional theory using FBE
exchange correlation generalized gradient approximation®** and projector augmented wave potentials*** in
the VASP code®. The supercells were set up in a symmetric way with 5.5 (001) oriented STO layers and either
3,4, or 5 unit cell LAO layers on either side, followed by a sufficiently thick vacuum region. The systems were
fully relaxed until all forces are smaller than 0.02 meV/A and the plane wave cut-off used was 500 eV. For k-space
integration, the Monkhorst-Pack scheme with 7 < 7 < 1 k-point sampling was employed.
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First-principles  (generalized gradient approximation) calculations are presented for symmetric
LaAl0,/S$1Ti0; /LaAlO; (001) orientation slab models with varying thickness (3, 4, 5 unit cells) of the LaAlO,
(LAO)layers. The buckling of the layers and their effect on the slope of the layer-averaged electrostatic potential
and layer-projected densities of states are studied. We find the buckling of the LAO layers to increase from the
interface toward the surface, while the buckling of the AlO, layers decreases toward the surface. The critical
layer thickness for obtaining electrons in the Ti-& band of the SITi0; (STO) is determined to be 4 layers within
this model. Beyond this point, the sloped potential is confined to the 4 layers of LAQ nearest to the interface. The
electrons in the Ti-d states extend throughout the 5.5-1ayer-thick STO region of onr calculation. The sheet charge
density of electrons in the STO conduction bandis determined and found to be of order (1-3) = 10** ¢/cm?,in fair
agreement with experimental values and an order of magnitnde smaller than required by the polar discontinuity
model. We also find still a significant change in the sheet density between the 4-LAO layer and 5-LAO layer
model. It results in only d,,-like states being occupied for the 4-LAO layer case but other ¢, bands becoming
occupied for the 5-LAO layer case. The effects of H adsorption on surface O and OH adsorption on the surface Al
are investigated for a model with 1/8 coverage of H and 1/4 coverage of OH. The former leads to electron doping
of the STO layer while the latter leads to a p-type surface. When both together are present, they cancel each other.
For high H coverage, we find that only a certain fraction of the electrons donated by H can be accommodated at
the interface while the remaining go to the surface and lead to a reversal of the slope of the potential in the LAO
region, The addition of 25% Ti on Al sites into the first layer of LAO already leads to a cancellation of the field in
the LAO layer, It does not lead to Ti*" embedded in the LAO site but rather the Ti donates its additional electron
10 the interface two-dimensional electron gas (2DEG) confined to the STO TiO, layers. A swap of Al with Ti in
the layers closest to the interface does not produce a 2DEG because the Al in the TiO; interface layer provides
holes compensating the electron doping from the Ti. Interdiffusion of Sr and La between the layers nearest to the
interface does not lead to a 2DEG. These species are just electron donors in their own respeclive materials. In
a swap compensating dipoles result from the different nuclear charges but the electronic states near the gap are
not affected. Thus no 2DEG formation occurs. On the other hand a Sr;, placed in the middle of the LAO layer
is found to facilitate electron transfer from the surface to the interface and could lead to a 2DEG. However, the

latter had only a small sheet density.

DOI: 10.1103/PhysRevB.92.155416

I. INTRODUCTION

The two-dimensional electron gas (2DEG) formation at
the LaAlO3;/StTiOs (or LAO/STO) interfaces has received
a great deal of attention since its discovery by Ohtomo and
Hwang [1]. Several mechanisms have been proposed for
this phenomenon: (1) electronic reconstruction to avoid the
polar discontinuity, (2) oxygen vacancies in the STO or LAO
layers, (3) interdiffusion of Ti or Sr into the LAO layer
and vice versa, or combinations of the above mechanisms.
It is now well established that the role of oxygen vacancies
in the STO depends strongly on the growth conditions, in
particular the oxygen partial pressure during pulsed laser
deposition. However it can be controlled by annealing and is
assumed to make a negligible contribution for sheet carrier
densities of order 10" e/cm?. There has also been ample
evidence for some degree of interdiffusion, most recently
through a medium-energy ion scattering (MEILS) study by Zaid
et al. [2]. The gradual change in ¢/a ratio observed in these
measurements could be well explained by models including a
gradually changing interdiffusion model.

1098-0121/2015/92(15)/155416(12) 155416-1

PACS number(s). 73.20.At

The original polar discontinuity model [1] is based on the
idea that in STO each layer SrO or TiO; is neutral but in LAO
the nominal charge per unit cell alternates between —1 for the
La0 and +1 for the AlO, layers. This discontinuity would set
up a field with an ever increasing potential in the LAO layer,
until the potential difference exceeds the band gap and charge
is transferred from the surface to the interface. Within this
model, a net eharge of 142 electron per unit cell corresponding
to about 3 % 101 a/cm? is required at the interface to cancel
the field. On the other hand, experimentally one usually finds
a significantly lower charge density. This model also predicts
a corresponding hole gas at the surface, which has not been
observed. Evidence for a sloped potential in the LAO region
has not been established conclusively experimentally either.
‘While in principle explaining the presence of a critical layer
thickness for observing a 2DEG, the quantitative determination
of the critical layer thickness is complicated by the possibility
of relaxation of each layer [3,4], the fact that the gap is
underestimated by the usual semilocal density functional
calculations, and so on. Janotti and Van de Walle [5] took a
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somewhat different viewpoint assuming that the discontinuity
is immediately met at the interface by the interface bond
configuration but proposed that the interface charge may
subsequently be partially transferred to the surface depending
on the configuration considered and the surface passivation.
They used this model to address the question of why less than
1/2 electron per unit cell area is often found at the interface.
Other possible explanations are that part of the charge at the
interface is not detected in transport because it resides in less
mobile interface states [6]. A related question is why a 2D hole
gas is not observed at the surface. Several possibilities have
been offered for this asymmetry between the n- and p-type
interface [S5,7,8]. Another possibility is that the holes form
self-trapped polarons in these oxides [9].

It is by now more or less accepted that the above mentioned
mechanisms are not mutually exclusive but may each con-
tribute to the 2DEG formation to a varying degree depending
on growth conditions and so on. The role of defects has been
addressed recently by Yu and Zunger [10]. They explained the
occurrence of a critical layer thickness in terms of the energy
of formation of oxygen vacancies on the LAO surface which
becomes negative when the layer exceeds a critical thickness.
However, this dependence of the energy of formation of the Vi,
on the position of the Vi relative to the interface results itself
from the sloped potential, as was pointed out in several earlier
papers [8,11,12]. However Yu and Zunger proposed that the
discontinuity for thicknesses below the critical thickness is
already removed by the antisite defects of Ti on Al sites at the
surface transferring its electron to an Al on Ti sites across the
interface on the STO side. So, itis thennot clear why Vi would
still form at the surface if interdiffusion is already removing
the sloped potential.

On the other hand, in the classic polar catastrophe expla-
nation, the slope in the LAO region is not removed since
the Fermi level becomes pinned slightly below the valence
band maximum (VBM) of the AIO; surface layer of LAO and
slightly above the conduction band minimum (CBM) at the
STO (TiO,) interface layer. Lee and Demkov [13] claimed that
the polar catastrophe model could quantitatively explain the
charge density at the interface. Using the LDA + U method,
they found that it resides in interface states of the Ti below the
STO CBM.

The surface termination is also known to play an important
role. This is most clear from the experiments by Cen ef al.
[14-18] in which it was shown that regions of 2DEG
at the buried interface can be induced by modifying the
surface adsorbates with an appropriately biased atomic force
microscopy (AFM) tip.

The literature on the LAO/STO at this point in time has
become too extensive to review comprehensively, so the above
is only a sampling of the key ideas relative to the origin of
the 2DEG. In this paper, we first revisit the original polar
catastrophe idea by modeling LAO overlayers on STO of
various thickness and studying both the jonic relaxations, the
partial densities of states, and the planar-averaged electrostatic
potential profile. We determine quantitatively the interface
sheet carrier density in the conduction band of the STO and
interface region. These results are presented in Secs. IIl A and
III B. Subsequently, we study the effects of surface termination
with H, OH, and both together in Sec. II1C. Next, we consider
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interdiffusion of Ti-Al and Sr-La in Secs. IIID and IIIE.
Interdiffusion of the Ti and Al sides in the near-interface layers
was recently observed by MEIS [2]. These various models
clarify the behavior of the interface charge density and the
way in which the polar catastrophe, or more precisely the
slope in electrostatic potential, is mitigated and are a step
along the way to build a quantitative model for determining
the relative contributions of each type of mechanism. The
main conclusions of our study, highlighting our findings, are
summarized in Sec. IV. Before we present our results, a brief
description of our computational models and methods is given
in Sec. II.

11. COMPUTATIONAL METHOD

The calculations are carried out within the framework of
density functional theory and using a plane wave basis set with
projector augmented wave potentials (PAW) [19,20] using the
VASP code [21,22]. The PBE-GGA approximation is used for
the exchange correlation potential [23,24]. The electron wave
functions were described using a plane wave basis set with
the energy cutoff of 500 eV. This energy cutoff is sufficient
to provide a well-converged basis set to describe oxides when
using ultrasoft pseudopotentials [25].

To study the LAO/STO(001) interface, the supercells were
set up in a symmetric way with 5.5 (001) oriented STO layers
(meaning 6 TiO, layers and 5 SrO layers) and either 3, 4,
or 5 unit cell LAO layers on either side, followed by 20 A
of vacuum. This allows us to include the surface effects with
different terminations. We focus exclusively on the TiO./La0
interface, which is the n-type interface in which the 2DEG
is experimentally observed. Several previous studies have also
considered the SrO/A1O, p-type interface, for example Ref. [8]
and references therein. The symmetric geometry with two
identical interfaces is chosen so as to avoid spurious fields from
the periodic boundary conditions. The thickness of the vacuum
region is sufficient to avoid spurious slab-slab interactions. For
the first part of the study we pick a 1 x 1 2D surface cell. For
the surface adsorption studies or the interdiffusion models we
choose a 2 x 2 2D cell. In that case, the surface AlO, layer
has 8 O atoms and 4 Al atoms. Thus, we can go downtoa H
surface concentration of 1/8 and OH concentration on Al of
1/4. Additional calculations with full surface coverage were
done on the 1 > 1 surface cell. Similarly for the interdiffusion
we alsoused a2 » 2 2D cell, so that we can model for example
a 25% Ti, 75% Al layer. In addition, we can choose to simply
add Tiinstead of Al or swap Al and Ti from the STO to
the LAO side of the cell and we can choose which layer to
place the swapped atoms in: closer to the interface or further
away. Similar considerations apply to Sr-La interdiffusion. The
actual models studied will be presented along with the results.

For structure relaxation, the in-plane lattice constant of
the slab was constrained at the calculated value of STO bulk
(a = 3.8695 A). All coordinates of atomic positions were
fully relaxed until the residual Hellmann-Feynman forces [26]
become less than 0.02 eV/A. For k-space integrations, we
used the Monkhorst-Pack scheme [27] with 7 »x 7 x 1 k-point
sampling.
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FIG. 1. (Color online) Buckling of layers in LAQ/STO models. The bar graphs show AZ = Zugygen — Zeaicn With g the distance normal to

the interface and positive toward the surface.

III. RESULTS
A. Structural relaxation in models without interdiffusion

‘We start by examining the ionic relaxation as function of
LAO overlayer thickness. These results are shown in Fig. 1.
‘We present the results as a buckling of the mixed cation anion
layers, in other words, the relative z coordinate [normal to the
(001) planes] of the cation minus that of the anion in each
layer. One may see that, in agreement with early results of
Pentcheva and Pickett [3,4], the surface AlO, layer remains
unbuckled. However, as we approach the interface, the AlO;
layer buckling increases. On the other hand, the buckling
of the LaC layers is stronger and is reversed: it increases toward
the surface although not entirely linearly with distance from
the interface. We note that the displacement of positive cations
toward the surface relative to the negative anions means that
dipoles in each layer are formed which counteract the slope
of the potential. Thus the potential slope, resulting from the
valence discontinuity, is in part avoided by relaxing the layers.

B. Elecironic structure in models without interdiffusion

Next, we eonsider the layer-projected densities of states in
Fig. 2. We can see that for the 3-LAO layer case, the layer-
projected densities of states (PDOS) in the LAO are shifted
from layer to layer displaying the expected electric field from
the polar discontinuity. This sloped potential leads to a strong
decay of the states near the top of the valence band in the
LAO away from the surface. This occurs over about a 1 eV
range below the surface VBM. It shows that the LAO VBM
becomes almost like a surface state and reflects simply the
band bending.

The VBM of the surface LAO in the 3-LAO layer, however,
stays below the CBM of the STO and hence no charge transfer
oceurs between the two. For the 4-layer and 5-layer cases there
is a charge transfer. One can also see that the charge density in
the STO is spread over all TiO, layers in our model. So, it is
spread out over several layers near the interface. In Fig. 2 we
show the results only for the 3-LAO and 5-LAO layer cases.

Those for the 4-LAO layer case look similar to the 5-LAO
layer case but with the Fermi level slightly closer to the STO
CBM in the interface layer. We see no evidence for a localized
interface state splitting off below the CBM in these figures.
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FIG. 2. (Color online) Layer-projected density of states of (a) 3-
LAO layer and (b) 5-LAO layer.
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FIG. 3. (Color online) Layer-projected density of states, focus on
interface layer of 4- and 5-LAO layers, including spin polarization.

‘We also examine more closely whether an interface state
occurs at the interface by performing spin-polarized calcula-
tions. In this case, we find for the 5-LAO layer case a separate
small peak in the PDOS for majority spin. This is shown in
Fig. 3. It agrees qualitatively with the conclusions of Lee and
Demkov [13]. These authors used LSDA + U in which the
Hubbard U further shifts the occupied interface state down
into the gap. We see that this already occurs without Hubbard
U. In other words by placing a small amount of charge in the
bottom of the conduction band it becomes favorable to induce
a magnetic moment by splitting the up and down spin bands.
The total magnetic moment of the cell was found to be 0.12 g 5
for the 5-LAO layer and 0.08 up for the 4-LAO layer case.
This corresponds to two interfaces, so per interface the values
should be halved. This occurrence of a weak magnetization
is somewhat surprising because the density of states near the
conduction band minimum is not very high, so one would not
expect the Stoner criterionto be fulfilled. In fact, for the 4-LAO
layer case, the up and down spin PDOSs stay essentially the
same but for the 5-LAO layer case, a sharper interface state of
only majority spin splits off.

Next, we determine the interface sheet electron density of
free carriers in the STO conduction band. The conduction
band 2D charge densities at the interface were determined

(b)
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S s . 160 0
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FIG. 5. (Color online) Charge density in energy range between
STO middle of the gap and Fermi energy averaged over the xy plane
for the 4-LAQO layer model.

by first extracting the charge density accumulated only over
states from some level in the gap up to the Fermi energy, then
planar-averaging it over the xy planes parallel to the interface
and then integrating only over the layers near the interface and
in the STO region. This is illustrated in Figs. 4 and 5.

In Fig. 4 we show a 3D plot of the structure with the electron
density integrated between a lower energy limit £, chosen in
the gap and the Fermi energy Er. As can be seen this charge
density has a large contribution near the free surface. This is
because E, cuts through the LAO valence band PDOS near
the surface. Here, we would actually be rather interested in the
hole density, i.e., the integral from the Fermi level to an upper
level above the local VBM.

For our present purpose of determining the interface
electron density, we next planar-average it over xy planes
as shown in Fig. 5 and simply integrate over z only over
the middle region from about 50 A to 75 A. The zero of the
distance perpendicular to the layers is chosen in the middle of
the vacuum region. In practice, we include only the layers in
LAO where the lower energy limit already lies above the VBM.
However, it does include the whole STO region and thus gives
truly the sheet density whether it is localized near the STO
interface or spreads out over a few STO layers. The resulting
net sheet densities are 1.43 x 10'* and 2.14 x 10" ¢/cm? for
the 4-LAO layer and 5-LAO layer cases, respectively. These
are in good agreement with experimental values of Thiel et al.

FIG. 4. (Color online) Structure and charge density in energy range between STO middle of the gap and Fermi energy (3D plot) for (a)
4-LAQ layer and (b) 5-LAQ layer. The yellow surface is an isosurface of the charge density; the blue shows the inside of this surface where the

unit cell cuts through it.
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FIG. 6. (Color online) Macroscopically averaged electrostatic
potentials of the 3-, 4-, and 5-LAO layer cases. The potentials are
averaged over the xy plane and filtered by a running average in the
z direction to filier out layer-by-layer variations. The vertical dashed
lines show the position of the O in the TiO, interface layer and the
position of the O in the AlO; surface for each case are marked by
short vertical dashed lines.

[28] and indeed much smaller than the nominal charge of 1/2 e
per interface unit cell area as assumed in the polar discontinuity
model. From Fig. 5, only shown for the 4-layer case, we can
also see that the charge density is slightly higher near the
interface but decays rather slowly into the STO region.

Returning to Fig. 4 we may notice that the charge density
also provides information on the orbital character of the
interface charge. In the 4-LAO layer case, it clearly consists of
dyy-like states throughout the STO region. In the 5-LAO layer
case, the isosurfaces inside the STO look more cubic, because
now the ¢, and dy,, i.e., the other 1., orbitals, also contribute.
This is related to the fact that we have a significantly higher
interface sheet density in the 5-LAO layer case. In fact, the thin
STO layer confinement effects are more strongly affecting the
dy; and dy, states than the d,, states. Thus, for low carrier
concentration, we only fill the &, bands, while for the higher
concentration we start to fill both but near the interface, the
states are still predominantly dsy-like. Similar observations on
the nature of the interface states were made in Ref. [6].

Next, we also examine the layer-averaged electrostatic
potentials (in Fig. 6) and examine the slope in the LAO layer.
This gives a field of 0.21 eV/f\ for the 3-layer case. Within the
framework of the polar discontinuity model, this field should
be given by E = 4za/c. Using a statie dielectric constant of
& = 28 from Ref. [29] this gives ao = 3.2 x 10" g/cm?, as
expected from the discontinuity model. This charge results
from the total nuclear plus electronic charge and reflects the
true discontinuity in electric field arising from the juxtaposition
of nominally alternatingly positive (L.a0) and negative (A10)
layers on top of the STO neutral layers. However, we see that
once the gap is closed and some charge is transferred from the
surface tothe interface as in the 4 and 5 layer cases, the slope is
reduced. However, it is not reduced to zero as is also clear from
the PDOS in Fig. 2. This is consistent with the significantly
lower conduction band interface charge or sheet density we

PHYSICAL REVIEW B 92, 155416 (2015)

found above. Part of the potential slope is reduced also by the
dipoles resulting from the ionic displacements discussed in the
previous section,

Furthermore we can see that near the interface, the slope in
the 5-layer case is similar to the 4-layer case but the potential
then flattens out as we approach the surface. In that sense the
somewhat larger net interface charge indeed avoided the polar
catastrophe. If one would add more layers of LAO, presumably
the sloped potential region would only occur near the interface
after which the potential would remain flat. In the present case,
the next layer is however already close to the surface where
another dipole potential obviously is present to the vacuum
level outside the layer.

The above detailed analysis clarifies what actually happens
in the purely electronic reconstruction model in terms of
“avoiding the polar catastrophe.”

C. Surface terminations

Next we consider the effects of surface terminations. In
Fig. 7(a) we show the layer-by-layer PDOS for a 2 x 2 cell
with one H on the surface O in the AlO, surface layer. This
means that it corresponds to a 1/8 surface coverage with H. A
structural model of the surface configuration is included at the
top of the figure. The PDOS shows that the H forms bonding
and antibonding states with the surface O-2s and O-2p. We
can see these H bonding below the O-2p band at —8 eV.
The ones below the O-25 occur at —21 €V just below our
energy range cutoff and are thus not visible in the figure. The
corresponding antibonding state lies high in the conduction
band. There are however no extra states below the Fermi energy
near the surface. Thus the additional electron from H finds its
way to the lowest available empty states which are at the CBM
of STO in the TiO, layers. These calculations were performed
for an LAO thickness of only 3 unit cells. In other words,
even below the critical thickness, covering the LAO surface
with a hydrogen coverage of only 1/8 already provides the
necessary charge for eliminating the polar catastrophe. In fact,
the slope in the potential on the different LaO or A10; layers
is seen to be almost zero. In this case, the charge density at
the inferface determined as explained in the previous section
is 1.20 x 10" g/em®. On the other hand, we also studied a
full coverage of H using the 1.x 1 2D cell model. In that
case, we find that the interface charge increases only to 3.01 x
10'3 2/cm®. However, there is now a significant charge density
near the surface. This is shown in Fig. 7(b). In fact, in this case
the polar catastrophe i overcompensated. One may now see
that the potential slope is reversed and the potentials shift down
from the interface to the surface. This leads to a downward
shift of the LAO conduction band, which now also becomes
partially filled. This implies that we now would have both
the surface and interface layers to become conducting. The
electron density in the surface layer was also determined in a
similar manner to that in the interface and amounts to 6.2 x
10" e/cm®. This calculation for full H coverage was also
repeated for a 4-LAO layer model. Similar results are obtained
but now the 2DEG sheet density increased to 9 < 102 e/cm?.
This indicates that the H effects are accumulative with the
charge already there from surface to interface charge transfer.
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FIG. 7. (Color online) Layer-projected density of states and their
surface structure in the case of (a) 1/8 H atom coverage and (b) full
coverage by H atoms.

For the 3-LAO layer model with a half H coverage we obtain
2.88 x 10" e/cm?.

These results indicate that even a small amount of H
adsorption on the surface is sufficient to eliminate the potential
slope. The interface 2DEG density can be further increased in
proportion to the H concentration. However the interface 21D
electron gas sheet density cannot be increased much beyond
the 10" e/cm? level without overcompensating the fields and
crealing an opposite polar catastrophe, which now also leads
to a surface conducting layer.

Next, we consider OH attached to the surface Al. Again,
this is done for the 2 x 2 2D cell and 3 layers of LAO. The

8
E-E, (V)

FIG. 8. (Color online) Layer-projected density of states and their
surface structure in the case of surface partially covered by (a) OH
and (b) H>O (dissociated into OH and H).

result is shown in Fig. 8(a). It leads to a surface state just above
the VBM which stays empty. This can be explained as follows.
We add 8 states for the O-2s and O-2p below the VBM but
we add only 7 electrons. So, the Fermi level crosses through
the VBM or rather between the VBM and the surface state
which then becomes a p-type surface. However, we still have
astrongly sloped potential and no electrons in the interface, so
no 2DEG formation. As expected, when we have one of each,
OH and H [as shown in Fig, 8(b)], the two effects compensate
each other and we obtain essentially the same sloped potential
as before for the bare surface for the 3-LAO layer case, i.e., no
2DEG formation at the interface.

These results are relevant for the surface modification
effects as studied by Cen er al. [14,18]. These authors proposed
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FIG. 9. (Color online) Structural model (left), buckling of layers (Zeaton — Zoxygen) (middle), and PDOS (right) for the 25% Ti, 75% Al layer
model. For the mixed layer, the Ti displacement is indicated in red, the Al displacement in orange.

a model for their AFM tip surface manipulation studies. The
assumption is that in the native state, the surface is covered
by equal amounts of H and OH resulting from water in the
atmosphere which is split and adsorbed separately as OH on
Aland H on surface O Our calculations indeed indicate that the
total energy for HoO adsorbed on an Al is higher than an OH
and H separately adsorbed on Al and surface O, respectively,
by 1.8 eV per H>O molecule. This is obtained from separate
studies of OIT and H and H,0 adsorption on a pure LAO slab.
For absorption on the LAO/STO/LAQO slab we find a somewhat
smaller but still positive energy of 0.6 eV. Thus the interface
seems (o have some effect on this reaction energy. However,
in any case the separate adsorption of H and OH and splitting
of the water molecule is preferred.

One may now assume that the tip removes OH and
thereby activates locally the H to donate its electrons (o the
interface and create locally a 2DEG, Interestingly, our present
calculations indicate that this by no means requires a full
coverage of the surface with H,O. In fact, a full coverage
of the surface with H would overcompensate the polarity
discontinuity field. Further experimental work to elucidate the
actual surface coverages with H and OH in dependence on
the partial pressures in the gas would be quite interesting. At
present we cannol yet fully quantitatively determine what the
maximum 2DEG carrier concentration that is achievable in this
way. It is also unclear whether the same effect would add to
the 2DEG charge density at the interface if the starting system
with compensated H and OH is already above the critical layer
thickness. Our one calculation for a 4-LAO layer and full H
coverage indicates the effects are accumulative.

D. Ti-Al interdiffusion effects

In this section, we consider various effects of interdiffusion.
First we start with replacing one Al in the first LaO layer next
to the interface by Ti in the 2 x 2 2D supercell. After relaxing
the structure, we found that the Ti was slightly displaced away
from the interface. This agrees with observations by Zaid et al.
[2]. This can be seen in the structural panel (left) and buckling
panel (middle) in Fig. 9.

The effect on the PDOS can be seen in the right panel of
Fig. 9. The macroscopically averaged electrostatic potential is
shown along with that of other cases, to be discussed in Fig. 10.
The potential for the case of an added Tiy, in the first AlO,
layer is shown by the red-dotted curve, labeled Tia;. While
potential slopes in this curve remain visible near the interface
and near the surface, compared with the no interdiffusion case
(solid line), the potential in the central region of the LAO
layer now looks flat, whereas it had a monotonic slope toward
the surface in the abrupt interface case without interdiffusion.
One could conclude that the added Tia,, i.e., a 4-valent atom
on a 3-valent site, had the effect of compensating the valence
discontinuity at the interface. The remaining slopes near the
surface are also clearly seen in the PDOS in Fig. 9. The Fermi
level lies above the STO CBM. We can see that the Ti in the
mixed layer however did not produce a defect level in that
layer. The Ti-like PDOS in this layer lies well above the Fermi
level with peaks at about 1 eV above the Fermi level and it
has donated its electron to the interface. This implies that the

5r

— without imerdiffasion (3-LAO layer)

AL(Al, placed in the subinterface layer)
= TisAL(Alg placed in the interface lyer)
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FIG. 10. (Color online) Macroscopically averaged electrostatic
potentials for three Ti-Al interdiffusion models compared with the
case of no interdiffusion. The vertical dashed lines show the position
of the surface and interface layers.
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FIG. 11. (Color online) Structural model (left), buckling of layers (middle), and PDOS (right) for two Ti-Al intermixing models. The bar
graphs show Az = Zoxygen — Zeaion With z the distance normal to the interface. In (a) the Aly; is placed in the subinterface TiOs layer: in (b) it 1s

in the interface layer.

interdiffused Tia; did not convert to Ti** as is often assumed.

Instead because of the higher electrostatic potential of this
layer, it turned out to be preferable (o let this extra electron
move to the interface. So, in some sense it contributes (o the
electronic reconstruction. Only, instead of the charge coming
from a p-type surface it came from the Tia site in the mixed
LaO interface layer. The sheet density of the 2DEG in the
interface in this caseis 1.1 x 10" e/cm?.

‘We now consider the PDOS in Fig. 9 in the four topmost
layers starting from the surface. We here see a decreasing
PDOS in the energy range —1 ¢V to —2 ¢V from the surface
inward. These states persist all the way down o the first I.aO
layer above the mixed Ti-AlO; layer but are not present in the
LaO layer near the interface. In that sense there is an abrupt
change in the upper valence band state of the second and
third LaO layer (counting down from the surface). It looks in
other words like a localized surface state. This is similar to the
models without interdiffusion discussed in Sec. Il B. In some
sense, what the added Ti did was shift the interface closer to
the surface so it is now only two LAQ layers below the surface
instead of three. This slope in potential over the near-surface
layers can also be seen in Fig. 10.

Next, instead of adding Ti, we studied swapping a Ti from
the STO side with an Al in the LLAO. The results are shown
in Fig. 11. On the right of this figure, we show the model
indicating in which layer the Tia; and Aly; are placed. In the
middle we show the layer buckling after relaxation and on
the right the PDOS. The corresponding electrostatic potential
profiles are shown in Fig, 10. We considered two cases: in both
the Tia; occurs in the AlO; layer closest to the interface. In
model (a), the Aly; is placed deeper into the STO region, one
TiO; layer removed from the interface layer; in model (b) it
is placed in the interface TiO; layer. First we note that both
the Al and Ti were displaced away from the interface. Their
displacements relative to the O in their plane were 0.15 A
for the Tia; compared to 0.14 A for the Al in the same layer.
For the Aly; on the ST() side, the displacgment relative to the
oxygen was —0.03 A compared to —0.02 A for Ti in that layer.

The results are similar to the previous case where we only
added Ti. One can see that the Tiy PDOS in the Al layer is
located at about 2 eV above the Fermi level, well above the
CBM of STO. Thus their electron is transferred to the STO.
However, the TiO; layer on the STO now lacks an electron by
having one Tireplaced by Al, and thus no electrons accumulate

155416-8

240



Manuscript submitted in Physical Review B

EFFECTS OF STRUCTURAL RELAXATION. ...

AlO,

PHYSICAL REVIEW B 92, 155416 (2015)

Density of state

Ti0,

T

T T T
0.05 0.10 015

2(Cation)-z(Oxygen) (A)
(@)

T ) .
0.20 0.25 BB ) i !

[1'r‘|' ——————
L A.‘_._AM.IJL
- T T
I
T
I
T

] L:n()’

|‘ o 1 ‘I‘ ‘A]o2
—T

emddiale |sria0
saainiiilhd ] : Al0,

Density of state

TiO,

[ A
VTR CEEESRE,,

TiO,
000 005 010 045 020 025 0t ERen® P!
z(Cation)-z(Oxygen) (A)
()

FIG. 12. (Color online) Structural model (left), buckling of layers (middle), and PDOS (right) for two Sr-La interdiffusion models. The
bar graphs show Az = Zoxygen — Zeaion With z the distance normal to the interface. In case (a) Sriq occurs closer to the interface than in

case (b).

in the STO. This is true in both models, neither of which show
a 2DEG. In the case where the Al is placed deeper into the
STO, one can see that the electrostatic potential is higher in
that layer by the energy shift of the local PDOS.

The dipoles related to the swap and corresponding atomic
displacements are such that the potential slope is reduced or
taken care of within the near-interface region, as can be seen in
Fig. 10, The three cases all show a more or less flat potential in
the LAO region near the interface and a sloped potential near
the surface. We can also see changes in the potential on the
STO region of the interface. Depending on how deep the Al
is placed, the potential slope in the interface region becomes
more spread out. As expected the interdiffusion widens the
interface region.

In summary, the Tia; in the LAO appears in each case to
donate its electrons to the interface or STO region rather than
forming Ti** in its own layer. However, if we also place Al on
the STO side as would occur in actual interdiffusion without
Ti enrichment, then the Al on the STO side compensates the
added electrons and no 2DEG results. Nonetheless, the linear
potential variation of the models without interdiffusion is no

longer seen. The dipoles induced by the atomic displacements
maodify the potential profile and eliminate the overall slope in
the near-interface region. However, a potential slope remains
in the surface region and leads Lo a surface-state-like decay
of the AlO, PDOS. In other words, there is a surface band
bending effect.

E. Sr-La interdiffusion effects

In this section, we present our results for Sr-La interdif-
fusion effects as studied in the same 3-1LAO layer 2 x 2 2D
supercell case. The results are shown in Fig. 12.

In the first example we place Sri, in the LAO layer right
next to the interface and Lag, in the first SrO layer next to the
TiO; interface layer. In terms of the structure, we find that Sry
moves less toward the surface from its oxygen layer than the
Lain the same layer. In other words, relative to the La, the Sr
moves closer to the interface. This trend is opposite to that of
Tia; in the previous section. The PDOS shows that no 2DEG
forms.

155416-9



Manuscript submitted in Physical Review B

FONGKAEW, LIMPLIUMNONG, AND LAMBRECHT

T ¥ T J T L I! T \1 ‘7

— without inferdiffusion
-—- Sr-La (8r, , placed far from interfice layer)
—— SrLa(Sr, placed close to interface layer)

LAO STO LAO

Vacuum

Average electrostatic potential (eV)

|
10 20 30 40 50
Z-axis (A)

FIG. 13. (Color online) Macroscopically averaged electrosiatic
potentials for two cases of Sr-La interdiffusion compared with the
case of no interdiffusion. The vertical dashed lines show the positions
of the interface and surface layers.

As asecond Sr-Al swap case we placed the Sry, in the LaO
layer farther away from the interface, in fact inthe middle LaO
layer, but kept the Lag, in the SrO layer next to the TiO;. The
Srp, was still found to move toward the interface relative to the
La but slightly less so than in the near-surface layer, studied
in the previous case. Remarkably in this case we do find an
interface state in the TiO, interface layer and formation of a
2DEG. Apparently just shifting the Srr, one layer farther away
from the interface results in a somewhat different electrostatic
potential profile which allows some of the surface charge to
transfer to the Ti0;. It should be noted that in this case the
Sry, lies in the middle of the 3-layer LAO layer film and
in some sense allows the surface to communicate with the
interface, whereas in the previous case, the slope potential and
any charge transfer were restricted to the near-interface region.
The net sheet density in this case however is found to be only
6 % 102 g/cm?.

The potential profile for both Sri, positions is shown in
Fig. 13. For the case of Sr close to the interface, shown by the
dashed red line, the profile is smooth and shows a flat region
in the center of the LAO layer. For the Sry, farther away form
the interface, shown by the dashed-dotted blue line, the profile
is more complex with a vanishing slope at about 49 A and
another one at about 44 A. Overall the slopes in potential in
the LAO region are reduced compared to the model without
any interdiffusion (shown as solid black line) but the effect of
the valence discontinuity is not entirely removed.

In summary of this section, the situation for a Sr-La swap
is slightly more complex. Essentially the dipoles help adjust
the potential slope in the near-interface region. However, the
Srp, may also contribute to the 2DEG formation if it lies in
the middle of the LAO region. The variations in electrostatic
potential layer by layer in that case seem to facilitate some
charge transfer from surface to interface. The potential in
the mixed Sr-La layer is raised and thereby the surface state
extends deeper into the LAO region from the surface and
allows charge to be transferred to the interface. However,
the contribution to the sheet density was found to be smaller

PHYSICAL REVIEW B 92, 155416 (2015)

TABLE I. Summary of occurrence of 2DEG and its interface
sheet density o for various cases

System 2DEG o (10% efem?)
3-LAQO layer No

4-LAQ layer Yes. 1.43
5-LAO layer Yes 2.14
3-LAO + ; H coverage Yes 120
3-LAO + ; H coverage Yes 2.88
3-LAO+ full H coverage Yes 3.01*
4-LAO-+ full H coverage Yes 9.00
3-LAO + £ Tiy Yes 1.10
3-LAO + £ Tig + Aly No

3-LAO + § Sry, at interface + Lag, No

3-LAO + % 811, in middle LAO + Lag Yes 0.6

“In this case, a surface 2DEG of 6.2 » 10** ¢/cm? is also present.

than for the other mechanisms discussed in the previous
sections.

IV. CONCLUSIONS

In this paper we studied various models of LAO/STO
interfaces with the goal of evaluating different possible
mechanisms to avoid the polar discontinuity with or without
formation of a 2DEG or electronic reconstruction. Our main
conclusions can be summarized as follows.

First, we studied abrupt LAO/STO interface models with
bare surfaces and without any interdiffusion. In agreement with
previous work we find a critical layer thickness for formation of
a 2DEG of 4 layers of LAO. We also determined quantitatively
the electron density in the 2DEG and studied its spread over
the STO layers. We find a 2DEG concentration on the order of
10" e/em? in qualitative agreement with experiment and also
studied how this affects the slopes of the potential that remain
near the interface. The 2DEG concentrations for the various
cases studied are summarized in Table L.

We also analyzed the contributions of the lattice relaxation
to this problem. The displacements are such as to reduce
the potential slope. A larger sheet density is found for the
5-LAO layer case than the 4-LAO layer case and this results
in a different orbital character of the states contributing to
the 2DEG. In the 4-LAO layer case, only d,,-like states are
occupied while in the 5-LAQ layer case, dyy-like states are
occupied near the interface but in addition dy,- and dy,-like
states are also partially occupied in the deeper STO layers.

Next, we stdied surface termination effects or surface
passivation effects by water absorption. We did this for the
situation of a below critical thickness LAO layer of only 3
unit cells thick. We find first that HO absorbed on Al prefers
to split into OH on Al and H on surface O. We found that H
on O donates its electrons to the interface rather than forming
surface states in the AlO layer. However, this is only true if
the H concentration is not too high. Here we studied only two
limiting cases, a low coverage of 1,8 Hrestricted by the size of
cell we can deal with and a high coverage of 1 H per surface O.
In the latter case, the potential slope problem is reversed and
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a significant electron density is found in surface states below
the LAO CBM.

Adsorption of OH on the Al on the other hand leads to a
p-type surface and with acceptor-like surface states above the
LAO VBM. This does not help toreduce the polar discontinuity
potential and in fact compensates the H 2DEG if both are
present simultaneously.

Finally we studied both Ti-Al and Sr-La interdiffusion
effects. We found that Tia, and Aly tend to be displaced away
from the interface. These dipoles already would help reduce
the potential slope resulting from the polar discontinuity. On
the other hand, T, is found not to convert to Ti** but rather to
donate its electrons to the STO. If there is excess Ti and
the STO remains unmixed, the polar discontinuity is avoided
and a sizable 2DEG concentration is achieved. On the other
hand, if the Tia; is compensated by an Aly, in the STO TiO,
interface layer, then the extra Al on the TiO, layer contributes
a compensating hole so that no net 2DEG forms. A significant
surface potential bending remains in the LAO layer leading to
a surface-state-like decay of the LaO and AlO, layer PDOSs.

For Sr-La interdiffusion we found that both Sry, and Lag;
tend to be displaced toward the interface. Both Sr and La
are merely donors in their respective crystals and so de not
contribute relevant energy levels near the VBM or CBM. The
nuclear charge swaps simply compensate and no 2DEG forms
if both are close to the interface. However, we found that they
nonetheless affect the electrostatic potentials in the layers in
which they reside. Thereby they can influence the potential
profile and for example for Srp, placed in the middle of the
3-layer LAO, we found that it helped transferring charge from
the surface to the interface so that now a 2DEG formed even
for a layer thickness below the normal critical layer thickness.

Although some interesting and unexpected effects of the
interdiffusion were found here, we caution that a full study

PHYSICAL REVIEW B 92, 155416 (2015)

of this would require a statistical averaging and taking into
account how much actual interdiffusion takes place and how
the interdiffused atoms are distributed over the layers. Such
information is recently becoming available from MEIS studies
by Zaid ef al. [2]. However, the gradual interdiffusion profile is
too complex to treat directly with first-principles simulations.
A small concentration in a any given layer would require a
much larger 2D cell than we here can afford with present
computational power. Second, some of the effects we found
here could compensate each other. Therefore the value of
the present results lies more in the qualitative findings. A
fully quantitative treatment of these various effects on the
2DEG electron density requires probably a simpler modeling
approach in which some of these qualitative aspects are
incorporated.

Still, some of our predictions are worth further testing
experimentally, in particular the prediction that Tia on the
LAO side after interdiffusion would stay Ti**. In both cases,
of course it contributes to the overall 2DEG electron density
but ocur calculation predicts the latter should stay confined
to the STO rather than making the whole LAO film n-type
doped.
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BaTiO; BiysNagsTiO3 is one of the promising candidates as a high-
temperature relaxor with a high Curie temperature and several preferred
dielectric characteristics. It has been found experimentally for a long time that
adding calcium to BaTiO; BigsNagsTiO; improves its temperature character-
istic of the capacitance [J. Electron. Mater. 39, 2471]. In this study, Calcium
(Ca) defects in perovskite BaTiO5; and Big sNag sTiO5 have been studied based
on first-principles calculations. In both BaTiO; and Big sNag sTi05, our caleu-
lations showed that Ca atom energetically prefers to substitute for the cations,
that is Ba, Bi, Na and Ti, depending on the growth conditions. In most cases,
Ca predominantly substitutes on the A-site without providing additional elec-
trical carriers (serve as either neutral defects or self-compensating defects).
The growth conditions where Ca can be forced to substitute for B-site {with
limited amount) and the conditions where Ca can be forced to serve as an
acceptor are identified. Details of the local structures, formation energies and
electronic properties of these Ca defects are reported.

Keywords: BaTiOs; (BigsNags)TiOs; perovskite oxides; first-principles
calculations

1. Introduction

BaTiO; (henceforth, BT) and Biy sNag sTiO; (hencetforth, BNT) are currently potential
candidates to replace lead-containing ferroelectric materials, which are highly toxic. BT
is a ferroelectric material with a tetragonal perovskite structure at room temperature. It
has good piezoelectric and ferroelectric properties. However, it has a relatively low
Curie temperature at 7, = 120 °C and a phase transition to the rhombohedral phase as
the temperature is reduced below 5 °C [1,2]. It is necessary to increase both the 7; and
the temperature of the secondary phase transition to make BT practical for real applica-
tions [3]. Adding Bi or other rate-earth elements with smaller ionic radius [4,5] to BT
to form compounds, for example, BigsNagsTiO; [6], and BiyTi;Op, [7], has been
reported to increase T, improve ferroelectric response and other properties [8-13].
BNT, by itself, is also a ferroelectric material. Tt has Bi*" and Na* ions alternately
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occupying A-site of ABOs perovskite structure with rhombohedral symmetry at room
temperature. BNT has a rather high Curie temperatare of T, =320°C and a relative
large remanent polarization at room temperature. It is expected that a mixture of BT
and BNT (BT-BNT) is a ferroelectric material with properties superior to the parent
materials. BNT-BT is highly attractive owing to the existence of a thombohedral (F,) —
tetragonal (Fp) morphotropic-phase boundary. Takenaka et al. [4] reported that the BT-
BNT at 6% BT composition, that is, (BigsNag s)o.0aBag 0¢T102, has good piezoelectric
properties and high dielectric constant. However, the alloy has a stability problem at
high temperatures. Yuan et al. [14] found that adding a small amount of calcium can
effectively improve the temperature characteristic of capacitance (TCC) of the BNT-BT
system. However, the role of Ca in BT-BNT system is currently unclear and its prefer-
able site still also unknown. As a cation, Ca is expected to occupy either the A-site
(Ba, Bi, or Na site) or B-site (Ti site). In order to gain a deeper understanding on the
role of Ca, the preferable site of Ca in BT-BNT samples has to be identified.

In this study, we employed first-principles calculations to investigate Ca in BT and
BNT. We focused our attentions on the identification of Ca’s favourable sites and the
resulting electronic properties. The outline of this article is as follows. In Section 2, the
details of our theoretical and computational method are described. In Section 3, we pre-
sent a detailed analysis of the possible equilibrium growth conditions of BT and BNT
by introducing phase diagrams to show the possible range of chemical potentials of the
starting elements. Different growth conditions lead to different form of Ca incorpora-
tion. Ouwr main result of the formation energies and electronic properties of Ca substitu-
tion for different cation sites in BT and BNT are presented and discussed in Section 4.
Finally, Section 5 contains the summary of our work.

2. Computational methods

In this work, we utilized first-principles calculations based on spin-polarized density
functional theory (DFT) within the generalized gradient approximation with the func-
tional introduced by Perdew, Burke and Ermzerhof [15,16]. To describe the electron-
ion interactions, the projector-augmented wave method [17,18], as implemented in
VASP code, was used [19-22]. The electron wave functions were described using a
plane wave basis set with the energy cut-off of 300 eV. This energy cut-off is suffi-
cient to provide a well-converged basis set to describe oxides when using ultrasoft
pseudopotentials [23]. The calculated lattice parameters of tetragonal BT and BNT are
in good agreement with the known experimental values as shown in Table 1. To
study defects in BT and BNT, a supercell approach is used. For BT, we used a 135-
atom cell, which is a 3 ¥ 3 x 3 repetition of the conventional tetragonal-perovskite
unit cell (5 atom/unit cell). For BNT, we used a 120-atom cell, which is a 2x2 %3
repetition of the conventional tetragonal-perovskite unit cell (10 atom/unit cell) [24].
For k-space integrations, we used the Monkhorst—Pack scheme [25] with a shifted
2 % 2 % 2 k-point sampling. The calculated band gap of BT and BNT are smaller than
the experimental values due to the well-known DFT problems. The calculated band
gaps for BT and BNT at the special k-point are 1.68 and 2.19 ¢V, whereas the exper-
imental band gaps are 3.2 [26] and 2.94 eV [27], respectively. All atoms in the
supercell were allowed to relax until the residual Hellmann—Feynman forces [28]
become less than 1077 eV/A.
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Table 1. Lattice parameters of tetragonal BaTiO; and Big sNag sTiO;,

Lattice parameters Present (calculation) Experiment
BaTiO,

a(d) 3.979 3.998*
c(A) 4.078 4.018*
c/a 1.025 1.005*
Big sNag sTiO;

a (A) 5.561 5.519°

e () 4.089 3.909°
c/a 0.728 0.708°

"Measurement by Electron diffraction from BaTiO; sample grown by flux-growth method [37].
"Measurement by Powder neutron diffraction from Big sNag sTiOs sample grown by the flux; powder prepared
from ground crystals [38].

3. Defect formation energies and crystal growth conditions

Under thermal equilibrium, the concentration of a defect D in a crystal can be written
as [24,29.30]

(DY) = Niites €xp [—AEf/kBT} )

where N, is the number of possible defect sites per unit volume and AFE: is the
formation energy of the defect D defined as [31-33]

AEr = Ei(D?) — Ei(bulk) + Z Anypy + q(Er + Evem) 2)

where E.«(D7) is the calculated total energy of a supercell containing a defect D in
charge state ¢, £, (bulk) is the calculated total energy of a defect-free supercell, Any is
the number of atoms X being added to a defect-free supercell to create the supercell
with the defect D, uy is the atomic chemiical potential of atoms species X, Er is the
Fermi level of the system referenced to the valence band maximum (#ypa). It is useful
to explore the formation energy as the Fermi energy varied within the band gap of the
host material. The stable charge state, that is, the charge state ¢ that gives the minimum
defect energy, could changes as the Fermi level varies and the defect levels can be esti-
mated using the kink (the point where the slope changes) in a graph of defect formation
energy versus Er

To use Equations (1) and (2) to determine the abundance of a defect, one needs to
know the chemical potentials of all atomic species involved. The actual values of the
chemical potentials depend on growth process. However, under suitable choices of ther-
modynamic equilibrivm, the range of possible values of them can be determined by
considering the requirements for controllable growth of the crystal as will be described
in detail below.

To grow BT and BNT crystal under thermodynamic equilibrium, the following
conditions must be satisfied [33,34]:

Ei(BaTiOs) = pin, + fir; + 34 and E(BigsNagsTiOs) = #TB TR [ ETHRREE

2
@A)
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where E:(BaTiOs) and FyBip sNag sTiOs) are the calculated total energy per molecu-
lar formula of BT and BNT, respectively, uy is the chemical potentials of atom species
X referenced to their natural elementary forms. If the sum on the right-hand side of
Equation (3) is larger than the left-hand side, then a rapid and uncontrolled growth of
BT or BNT crystal takes place. On the other hand, if the sum on the right-hand side is
smaller than the lefi-hand side, then the crystal disintegrates.

For BT, there are three chemical potentials to be considered. Therefore, the chemical
potentials for a given growth condition can be presented as a point in the 3D chemical
potential space, where each axis represents each of the three chemical potentials.
Equation (3) is actually a plane in this 3D space. To make the plane symmetrically
intercept the axes at 1, we can define a new set of normalized chemical potentials as
follows:

' HBa ' Hri / 3pg

= .- d = 4
M8 = F_TBaTiO;) M1~ Ep(BaliOy) ° #0 T E, (BaTiOs) )

This transforms the plane equation, Equation (3), to
1= g, + s + Ho ()

Similarly for BNT,
! /

=SBy, ®

7 s

where and

B Hpi Vo My P Pt
¥Bi = £ BhaNagTi0;) FNe = £ (BT, .Nay, 1105 FTi — E,(Bi,;Nag, T105)
o 3ig i
Ho =3 By s Ny, Ti0 tor Equation (6).
Additional limiting conditions have to be placed on the chemical potentials to pre-

vent other low-energy phases of metal oxides, ie. BaO, BaO,, Bi;O; Na,O, TiO,
TiO,, and Ti,O5 to form. These conditions can be written as:

Ei(BaO) > pp, + o,
E(BaOy) > pig, + 21,

E(TiO) > piy; + o, forBaTiOs %
Eo(TiO) = gy + 2410,
Ey(Ti205) 2 2pmy + 3p0

and

Eat(Bi203) 2= 2pu; + 3o,
Eig(NazO) > 2pu, + g
Em(Ti0Y 51 Iy i, | HoEBiaNa STIOs ®)
Eyot(TiO2) > piry + 240,
Eiot{Tiz03) > 2py + 3p10

As a result, the possible chemical potentials of Ba, Na, Bi and Ti are further limited by
their oxide phase according to Equations (7) and (8). To illustrate these limits, a trian-
gular phase diagram can be used to represent the chemical potentials of Ba, Ti and O
for BT (see Figure 1) and Bi, Na, Ti and O for BNT crystal (see Figure 2). In Figure 1,
the black points and the shaded area on the diagram satisfied Equations (3-3), and (7).
The chemical potentials of Ba, Ti, and O could be any values that lie within the shade
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Figure 1. (colour online) Triangular phase diagram for representing the chemical potentials of
Ba, Ti, and O according to Equations (3 3), and (7) (see text for details).
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Figure 2. (colour online) Triangular phase diagram for representing the chemical potentials of Bi,
Na, Ti, and O according to Equations (3), (6) and (8) (see text for details).

area. The black points connected with the black lines represent the solution to Equation
(3) and the extreme points of Equation (7). Sets of chemical potentials along these lines
are the result of the limits due to the possible oxide phases. These black points are
marked as (a) to (d) in Figure 1. The values of the chemical potentials for Ba, Ti and O
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associated with the points (a)—(d) are tabulated in Table 1. At point ‘a’, the chemical
potentials of Ba and Ti are at their maximum values and that of O is at its minimum
value, that is, Ba-rich, Ta-rich and O-poor. At point ‘b’, the chemical potential of Ti is
at its minimum value and O is at its maximum, that is, Ti-poor and O-rich. At point
‘c’, the chemical potential of Ba is at its minimum value and O is at its maximum
value, that is, Ba-poor and O-rich. Note that points ‘b’ and ‘¢’ are not much different.
They both have O-rich and metal poor as the values of the chemical potentials of metal
varied by only about 1 eV for the two conditions (see Table 2). Point *x’ represents a
condition in the middle of the shaded area. Because these conditions cover the middle
region and extrema of the growth conditions, the formation energies of Ca defects in
BT will be presented using these conditions.

For BNT, there are four chemical potentials. To show the possible growth conditions
of BNT in a 3D chemical potential space, we used the average value of uf; and g, that
is, (gl + ) /2 to plot Figure 2. The black points and the shaded area on the diagram
satisfied Equations (3), (6) and (8). The chemical potentials of Bi, Na, Ti and O could be
of any value within the shade area. Similar to the case of BT, the black points connected
with the black lines represent the solution between Equation (3) and the extreme points of
Equation (8). Sets of chemical potentials along these lines are the result of the limits due
to the possible oxide phases. These black points were marked by letters *a’—‘c” in Figure 2.
Note that only the average of the chemical potentials for Bi and Na is shown in Figure 2.
To understand the possible growth range for each of them, additional chemical potential
plots are needed. The possible chemical potentials for Bi and Na for the conditions along
the line ‘a’ to b’ and “a’ to ‘¢’ in Figure 2 are shown in Figure 3(i) and (ii), respectively.
In Figure 3(i) and (ii), we marked the chemical potential of O in the plots. At point ‘a’ in
Figure 2, g, = 0.64 and (ul, + ph,)/2 = 0.01, the line {pg; + p,)/2 = 0.01 with the
natural phase precipitate limits are shown in Figare 3(1) with a label g, = 0.64. At point
“b” in Figure 2, pfy = 0 and (,u;31 + ,u{qa) /2 = 0.11, the line (!‘iai + #{\Ia) /2 =0.11 with
the natural phase precipitate limits are shown in Figure 3(i) with a label pu, = 0. The lines
for other oxygen chemical potentials in between are also shown. This plot (Figure 3(i))
allows us to show the possible range of the chemical potentials of Bi and Na for the condi-
tions along the line ‘a’ to ‘b” in Figure 2. Similarly, Figure 3(ii) shows the possible range
of Bi and Na chemical potentials for the conditions along the line ‘a’ to ‘¢’ in Figure 2.
These black dots are used to mark the extreme points in Figure 3(i) and (ii) and labelled
as Wa, Pp1, B2, Moy and pe;. Note that for point ‘b’ in Figure 2, the chemical potentials
of Bi and Na can be varied from condition B1 where Bi is rich and Na is poor to condition
B2 where Bi is poorer and Na is richer. Similarly, for point ‘¢’, the chemical potentials of
Bi and Na can be varied from Cl to C2. For convenience, the values of chemical
potentials for Bi, Na and O associated with the black dots are listed in Table 3.

Table 2. Chemical potentials of Ba, Ti, O and Ca for different growth conditions of BT.

Point u tp, (V) wr (&V) g (eV) Hey (BV)
a Ha 0 —1.05 —4.97 —0.93
b iy —5.01 —10.50 0 —591
- I —6.24 ~10.12 0 ~591
% ey —3.13 —5 83 —2.62 —2.13
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Table 3. Chemical potentials of Bi, Na, Ti, O and Ca for different growth conditions of BNT.

Point ! upi(eV) yalEV) uz(eV) HofeV) HealeV)

a na 0 -0.52 —437 -2.75 -3.16

b Me —0.65 -2.19 ~11.46 0 —5.91
T ~2.77 ~0.06 ~11.46 0 591

c [ -394 220 ~9.77 0 591
e 620 0 ~9.77 0 591

For calcium defects, the formation energies depend on the chemical potential of Ca.
The Ca-rich conditions give the lowest formation energies, that is, the richer Ca, the
easier the formation of Ca defects. To properly investigate the plansible phase precipi-
tate limits for Ca, common natural phases of Ca, that is, CaO, were considered and
used to define the phase precipitate limits for Ca. The chemical potential of Ca, yq,can
be written as:

by = Bia(Cal) — pig ©

4. Results and discussions

In Figure 4, the formation energies of Ca substituting for Ba (denoted Cag,) and Ca
substituting for Ti (denoted Car;) defects in BT are plotted as functions of the Fermi
energy, g Only the lowest energy charge state of each defect at a given Fermi energy
is shown in the plot. The charge state of each defect at each point can be identified
from the slope of the plot. Cag, is always neutral for the entire possible Fermi energy
range. This is consistent with the fact that Ca and Ba are isovalent. Car; is a deep dou-
ble acceptor with the calculated ionization energy of ~200 meV. This is also consistent
with the fact that group-II Ca is substitated for Ti, which is 4+ in BT.

The plots in Figure 4 are for the three choices of growth conditions previously
explained and shown in the chemical potential space in Figure 1. First, we can clearly see
that the formation energy of Cag, is always significantly lower than that of Cay;. Note that
the formation energies of calcium interstitials and calcium antisite (not shown) are even
higher than that of Cap;, making them unlikely to form. Under Ba-rich/O-poor growth
condition (p,), the formation energy of Cag, is in the negative region, indicating that Cag,
can rapidly form spontaneously. In reality, under condition p,, the chemical potential of
Ca has to be lowered below the (precipitation limit) value used here in order to maintain a
stable growth of BT and keep the level of Ca incorporation controllable. (Loweting the
chemical potential of Ca directly increases the formation energy of Ca related defects.)
For Ba-poor/O-rich growth condition p,, the formation energy of Cag, is slightly lower
than that in the condition p,. However, the formation energy of Car; is much reduced and
turned negative. Car; is a deep double acceptor and the 2- charge state becomes lower in
energy than Cag, for £z > 0.54 eV (Figure 4, right panel). Even under this condition, the
neutral charge state of Capy is still almost 1 eV higher in energy than Cag, For the
intermediate growth condition, at point “x” the formation energy of Cag, is significantly
lower than that of Cap;. Our results indicate that, for all possible growth conditions
(shaded area in the chemical potential space in Figure 1), Ca prefer to substitute for Ba
(or A-site of the perovskite lattice) in BT.
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Figure 3. The possible chemical potentials of Bi and Na (shade area) that depend on chemical
potential of O In each condition along the lines connecting (i) points (a) to (b) and (i) points (a)
to {c) in Figure 2.
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Figure 4. (colour online) The formation energies for Ca defects, that is, Ca substituting for Ba
(denoted Cagp,) and Ca substituting for T1 {denoted Cay;), in BaTiO; as fimctions of the Ferm
level calculated under different growth conditions. Only the formation energies for the lowest
energy charge states are shown. The charge state of each defect at each point can be identified
from the slope of the plot.

For Ca in BNT, there are three types of cations. For the A-site of a perovskite
lattice, there are two cations, Bi and Na. For B-site, there is only one type of cation
(Ti). Therefore, we studied three substitutional defects, that is, Ca substituting for Ba
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Figure 5. {(colour online) The formation energies of Ca defects, that is, Ca substituting for Ba
(denoted Cap,), Ca substituting for Na (denoted Can,) and Ca substituting for Ti {denoted Cary)
in Big sNag sTiO; as functions of Fermi level calculated under py, pgy, pgz (dash lines), pey and
ez (dash lines) conditions. Only the formation energies for the lowest energy charge states are
shown. The charge state of each defect at each point can be identified from the slope of the plot.

(denoted Cag,), Ca substituting for Na (denoted Cay,) and Ca substituting for Ti (de-
noted Car;). In Figure 5, the formation energies of the three substitutional defects as
functions of the Fermi energy are plotted. The plots are for the different choices of
growth conditions previously discussed and shown in the chemical potential space in
Figures 2 and 3. We found that Car; is a deep double acceptor with the calculated ion-
ization energy 0/—1 of about 150 meV and —1/~2 of about 400 meV. Cag; is a shallow
single acceptor, while Cay, is a shallow single donor. These are consistent with what
can be expected due to the electron counting. Calcium has two valence electrons there-
fore when it substitutes for Ti*", Bi*", and Na'" it is expected to behave as a double
acceptor, single acceptor and single donor, respectively. For the O-poor condition (pa),
the formation energies are shown in the left panel of Figure 5. Under this condition, the
formation energy of Carg; is much higher than for Ca on A-site (Cag; and Cayp,). If the
charge neutrality condition is required, the Fermi level is pinned at the crossing point
between the Cap; and Cay, line. At this crossing point, the formation energy of Cag;
and Cay, are equal and the two have the same concentration and fully charge compen-
sate each other. It is noted, however, that the values of the formation energy shown are
negative. In reality, the chemiical potential of Ca has to be lowered to the point where
the crossing point is in the positive region; leading to a low concentration of Ca and
steady growth of BNT. For the O-rich conditions, one can vary the chemical potentials
of Ti to its richest possible value and at the same time the average value of the chemi-
cal potentials of Bi and Na, that is, (ug; t fino)/2, moves to its poor value. This is the
condition pg. For this condition, the formation energies of Ca substitutional defects are
shown in the middle panel of Figure 5. For a given average value of the chemical
potentials of Bi and Na, the chemical potentials of Bi and Na can vary from Bi-rich
Na-poor (B1) to Bi-poor Na-rich (B2). To present the formation energy in the same

253



Downloaded by [Suranaree University of Technology], [Mr Ittipon Fongkaew] at 01:55 24 November 2015

Manuscript submitted in Philosophical Magazine

3794 L Fongkaew et al.

Table 4. Calculated local structure around cations for pure and Ca-doped BaTiO; and Big sNag s-
TiOs.

Structure Charge Bond Calculated distance (A) Coordination numbers

BaTiO, 0 BaO 2.814
2.850
2.850
Ti-O 1.990
2.041
Can, in BaTiO; 0 Ca0 2.859
2.902
2.902
Car in BaTiO; 2- a0 2.049
2.189
Bip sNag sTiOs 0 Na-O 2.834
2.505
3388
Bi-O 2.838
2292
3263
Ti-O 1.998
2258, 1.794
Cang, in Big sNag sTiO5 1+ Ca0 2833
2.505
3382
Can; in Big.sNag sTiOs 1- Ca-0 2.831
2312
3257
Cars in Big sNag sTiOs 2- Ca-0 2.054
2233, 2.021

S S N N S S S S S R Y S N S S SN S S S S SO

plot, the formation enetgies of substitutional Ca cotresponding to B1 are shown using
solid lines and B2 using dashed lines. We can see that for Bl condition, Cayn, is the
most stable donor and it would compensate by Cag; acceptor to maintain charge neutral-
ity, the condition needed at a high Ca concentration. However, for B2 condition, Cag;
becomes the lowest formation energy acceptor; making Capy never stable. In an extreme
n-type condition (when the Fermi level is near the conduction band minimum), the
crossing of Car; below Cag; is irrelevant because there is no compensating donor to pin
down the Fermi energy in this region. Even if the Fermi level started in this region, as
soon as the fitst few Cay; acceptors started to form, the Fermi energy would immedi-
ately move lower toward the valence band — the region where Cap; becomes more
stable. Next, the O-rich conditions with the chemical potentials of Ti at its poorest pos-
sible value and at the same time the average value of the chemical potentials of Bi and
Na, that is, (ig; + ttna)/2, moves to its highest possible value labelled by condition p¢
will be discussed. For this condition, the formation energies of Ca substitutional defects
are shown in the right panel of Figure 5. While maintaining the average value, that is,
(tgi T fiva)/2, the chemical potential of Bi and Na can vary from Bi-rich Na-poor (Cl)
to Bi-poor Na-rich (C2). For the C1 condition, the relevant compensating donor and
acceptor are Cayy, and Cag; which cross near the valence band maximum Fermi energy.
For the C2 condition, Cag; is the only stable acceptor without a compensating donor.
Similar to the case of B2, the Cag; acceptor would be the only species that forms and
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the Fermi energy would move to the valence band maximum value (in the plot, the
formation energy of Cayy, is much higher and never crosses Cag; at any point under B2
and C2 conditions). Our results indicate that, in BNT, Ca prefers to occupy the A-site,
that is, substituting for Bi or Na for almost all growth conditions with the exception of
condition B1 where Ca should substitute for both A-site and B-site with the concentra-
tion of Ca on B-site roughly half of Ca on A-site (Cag; is a double acceptor while Cay,
is a single donor).

The fact that Ca favours the A-site over B-site in perovskite BT and BNT is also
consistent with the ionic radii. The ionic radii of 12-fold Ba™, Na'” and 6-fold Ti*" are
1.61, 1.39, and 0.605 A, respectively. For Ca2+, the 12-fold and 6-fold ionic radii are
1.34 and 1.0 A, respectively [35]. We can see that the ionic radius of Ca”" is a better fit
with A-site ions (Ba™ and Na'") than with the B-site ion (Ti*"). The calculated relaxed
bond distances of pure BT, BNT and Ca substitutional defects are summarized in
Table 4. The local structure of Cary for both BT and BNT are similar. The same is also
true for the Ca substitutional for the A-site (Ba in BT and Bi/Na in BNT). It is worth
mentioning that, in the case of Cag, in BT, Ca shifts off-centre along the c-axis by
about 0.05 A. This is consistent with the experimental observation that the 7. of the
phase transformation of BT (from the low-temperature tetragonal phase to the cubic
phase) shifts from the bulk value of 7, =403 K to a higher value when the sample is
doped with Ca [36]. Regarding the TCC of Ca-doped BNT-BT system, Ca substitutional
on the A-site would have the local structure similar to that of CaTiO;, which is known
to be a very temperature stable (good TCC) material. Therefore, the improved TCC of
BNT-BT system when doped by Ca observed by Yuan et al. [14] is consistent with our
calculations that Ca prefers to substitute on the A-site.

5. Conclusions

Calcium defects in BaTiOs and Big sNagsTiO3; were studied by first principles calcula-
tions. Different growth conditions were investigated by introducing phase diagrams to
show the possible range of chemical potentials of starting elements. It is found that Ca
atoms prefer to substitute for cations. Calcium in the interstitial forms and antisite (substi-
tute for oxygen) have high formation energies and are unlikely to form. Substitutional Ca
in the A-site of the perovskite lattice, that is, Cap, for BaTiO; and Cap; and Cayy, for
Big sNag 5Ti03, is the most favourable form of Ca incorporation in this class of materials
and will predominantly form in all growth conditions. Only for the case of O-rich/Na-poor
(condition B1) in BigsNagsTiO3, does Cap have a chance to form in a reasonable
amount, that is, about half of the concentration of Cay,. In most cases, Ca does not lead to
electrical doping in BaTiOs and Bip 3Nag sTiOs. Ca is incorporated either as an electrical
neutral defect (for the case of Cag, in BaTi(s) or self-compensating donor—acceptor pairs
(for the cases of Cag;/Cay, and Carp/Cay, pairs in Biy sNag sTiO3). Only for the case of
O-rich/Bi-poor in Big sNag 5TiO5 (condition C2), do Cag; aceeptors have a chance to pre-
dominantly form without self-compensation by Ca donors.
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By using first-principles calculations, several SO, complexes in CdTe were studied. Based on
experimental observation, SO, complexes have been recently proposed by Lavrov et al. [Phys.
Rev. B. 84, 233201 (2011)] to be the cause of the observed IR absorption peaks at 1096.8 and
1108.4cm " in O-doped CdTe. Chen er al. [Phys. Rev. Lett. 96, 035508 (2006)] were originally
proposed that the peaks come from Oq.-Veg complex. Our calculations indicate that the SO,
molecule on the Te site [(SOs)r.] has a low formation energy but its caleulated vibration
frequencies (~900 cm l) are lower than the observed IR modes. However, (SO,);. can form a
complex with Viq with two possible configurations that give the vibration frequencies in a good
agreement with the two observed IR peaks. The binding energies of the complex in these two
configurations are about 1 eV under p-type conditions; indicating that the complex is quite stable.
The two configurations are related to each other by a rotation of the SO, molecule with an energy
barrier of ~0.4eV. Therefore, the two configurations can co-exist at a low temperature and the
high energy one gradually transforms to the low energy one as temperature increases. This agrees
with the experimental observation that, at a high temperature, the two IR modes merged into one.

© 2014 AIP Publishing LLC. [http:/{dx.doi.org/10.1063/1.4880157)

INTRODUCTION

CdTe is recognized as an important semiconductor and
used in many applications, such as x-ray and y-ray detec-
tors,"* and solar [1.'1nclsn3'5 The quality of such devices
depends on the carrier lifetime, which is strongly affected by
impurities and defects. The understanding of impurities and
defects in CdTe is mandatory for improving such devices.
The vibrational modes associated with light-atom impurities
(compared to the host atoms) are generally distinet from the
crystal phonon of the host atoms; leading to the localized
vibrational modes (LVMs). Each impurity or defect has a
unique LVM signature due to the distinction of the impurity
mass and bonding character. Therefore, in many cases,
LVMs can be used to characterize the local structure of light
impurities in crystals.

Chen et al. experimentally studied the LVMs of oxygen-
related impurities in CdTe using a Fourier transformed infra-
red (FTIR) spectroscopy tec]micp.le.f"7 In their work, CdTe
samples were grown by using the vertical Bridgman tech-
nique and TeO, and CdO were intentionally added as a
source of oxygen. The IR absorption peaks associated with
oxygen impurity were found at two regions: (1) at low fre-
quency with the LVM of 341 cm and (2) at high frequency
with the LVMs of 1096.8 (1) and 1108.4cm ' (1), They
assigned the 341 cm ' mode to a substitutional oxygen at Te

* Author to whom corre: pondence should be d. Electronic mail:

fsciewt@ku.ac.th

0021-8979/2014/115(20)/203511/6/$30.00

115, 2035111

site (O}, which is later confirmed by a vibrational calcula-
tions by first principles density functional calculations.®”

For the two high LVMs at 1096.8 and 1108.4cm 1,
Chen er al. assigned them to the O substitution Te-Cd
vacancy defect complex (Or.-Veg). They explained that the
vibrational frequency of Or. is increased when it formed a
complex defect with Cd vacancy (Or.-Vey) and because
of Vi, breaks the four-fold symmetry of O+, the frequency
splits into two modes. However, for the frequency to be
increased by 3 times, the bond strength of Cd-O has to
be increased by 9 times, which is unlikely. Later,
T-Thienprasert et al. have shown based on first principles
density functional calculations that the O+.-Vy model fails
to explain the observed high LVMs and their calculated
vibrational frequencies are only 197 and 467 cm !, which
are far from the observed values but are considered to be a
reasonable split of the 341em Y mode as expected.'1

More recently, Lavrov er al. have experimentally reex-
amined the LVMs of oxygen impurity in CdTe by using
FTIR technjque.m In their work, the sample was prepared by
using single-crystal CdTe and CdSO, vapor as a source of
sulfur and oxygen impurities. Surprisingly, the IR absorption
lines at 1096.8 and 1108.4cm ' were reproduced. They rea-
soned that these LVMs are close to the vibrational mode of
80, molecule in the gas phase and assigned the two high
LVMs at 1096.8 and 1108.4 cm ™ to the asymmetric stretch-
ing modes of a sulfur-dioxygen (SO3) complex rather than
Orpe-Vieg complex. However, the detailed structure of SO
complex in CdTe lattice is still unknown.

© 2014 AIP Publishing LLC
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Here, by using first-principles density functional calcu-
lations, the structures of SOj-related complexes in CdTe
were investigated. The most probable structures that are re-
sponsible for the two IR observed absorption lines at 1096.8
and 1108.4cm ™! are identified. The energetic and stability
of SOj3-related complexes are also discussed.

COMPUTATIONAL METHOD

In this work, we performed first-principles calculations
based on density functional theory (DFT) within the local
density approximations (LDA). The projector augmented
wave pot.ent'm]s,” as implemented in VASP c:odc,m‘13 were
used to describe the electron-ion interactions. The energy
cutoff for the plane wave basis set was set at 500eV. The
calculated lattice constant of bulk CdTe is 6.42 A, which is
in a good agreement with the experimental value of
6477 A

To study the defects in CdTe, we used a supercell
approach'® with 64-atom supercell, which is a 2 x 2 x 2 rep-
etition of the conventional zincblend cell. For each defect,
all atoms in the supercell were fully allowed to relax until
the Hellmann-Feynman forces'® acting on each atom became
less than 10~3 E-VLE\. The Monkhorst-Pack scheme'” with a
sampling k-points mesh of 2 x 2 x 2 was used for k-space
integrations. The stability and likelihood of forming each
defect can be investigated by calculating the defect forma-
tion energy, defined by

AHp(D?) = E(D*) — E(Bulk)

=" nypy + qlEr + Eveul, €
X

whete Ei(D?) is the total energy of a defect D in charge g,
E(Bulk) is the total energy of a perfect supercell, n is the
number of atom species X (here X can be Cd, Te, O, or §
atoms) being added to (positive sign) or removed from (neg-
ative sign) the supercell to create the defect, py is the atomic
chemical potential of atom species X, which will be
described below, ¢ is the charge of the defect, and Er is the
Fermi-level which is referenced to the valence band maxi-
mum {Eygy).

Under thermodynamic equilibrium growth condition, to
steadily grow a single crystal CdTe, the following condition
must be satisfied:

E(CdTe)=pog+ pire, 2)

where Eq{CdTe) is the total energy of formula unit of pure
zincblend CdTe crystal.

If pey is set to the total energy per formula of
metallic-Cd, pr. can be directly obtained from Eq. (2). This
growth condition is called Cd-rich condition. On the other
hand. if pre is set to the total energy per formula of
metallic-Te, pcq can be again obtained from Eq. (2). In this
case, we call Te-rich growth condition.

When oxygen and sulfur are introduced to CdTe, we
need to ensure that there is no precipitation of metal-oxide as
well as metal-sulfate phases. This can be done by limiting

J Appl Phys. 115, 203511 (2014)

the chemical potential of O to the value just below the for-
mation of their plausible oxide and sulfate phases. The for-
mation energy of CdS was used to determine the sulfur
chemical potential based on the relationship g = pteas — fica
for both Cd-rich and Te-rich growth conditions. For the oxy-
gen chemical potential, pg, the formation energies of CdO
and CdSO; were used based on the relationship
o = peao — tea and po = (easo, — pea— ps) for Cd-rich
and Te-rich growth conditions, respectively.

The LVMs of the defects were determined using the
so-called frozen-phonon approach. Based on the harmonic
approximation, a dynamical matrix could be constructed and
the LVMs were obtained from the eigenvectors and eigen-
values of the dynamical matrix. The detail of LVM calcula-
tions used here has been previously described in Ref. 8.
Based on previous results on similar systems, the accuracy
of the frequencies obtained from this method is approxi-
mately *10% when comparing with the experimental val-
ues. ™ %1% This is considered very reliable and satisfactory
since the approach takes no empirical parameters from
experiments.

RESULTS AND DISCUSSIONS

In this paper, we focused our attentions on the study of
oxygen O and sulfur S complex defects in CdTe based on the
experimental results studied by Lavrov er al and Chen
et al® There are several plausible candidates of oxygen-
sulfur complex defects in CdTe to be investigated. To gain a
better understanding of the building block of these com-
plexes, first, individual defects (O and S) were separately
investigated.

For O defects in CdTe, we investigated two most proba-
ble forms, i.e., O substitution of Te (Or,) and O interstitial
{O;}. Results of Op, have been previously reported along
with Op.-Veg defects by our group and would not be
repeated here.® For Oy, among several possible configura-
tions studied, the interstitial off-bonding (OB} center config-
uration turned out to be the lowest energy, i.e., the most
stable one. The structure is shown in Fig. 1 and its formation
energy is shown in Fig. 2. The local structure of O, at the OB
site is similar to the well-known O, in $i.”*?? However,
here, the O atom at OB site is slightly closer to the Te atom
than Cd atom with a Te-Oand Cd-O bond length of 1.91 and
2.11 15\, respectively. The calculations showed that O; is a
charge neutral defect and does not introduce any electronic
level in the bandgap of CdTe. In addition, the formation
energy of O, is rather high in Cd-rich growth conditions {see
Fig. 2) indicating that they might be formed in a limited
amount.

For § defects in CdTe, we found that the lowest energy
form of § defect is S substitute for Te (St,). St is neutral
as expected, since S and Te are isovalent. The very low for-
mation energy of St. under Cd-rich and Te-rich growth con-
ditions can be clearly seen in the formation energy plot in
Fig. 2. We also studied interstitial $ (S;) which has a much
larger formation energy than that of St.. The formation
energy of the neutral charge S, is 2.2eV larger than that of
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FIG. 1. Schematic illustration of the
local structures of relevant defects in
CdTe. The numbers indicated impor-
tant bond distances. Purple, brown,
red, and yellow colors represent the
Cd, Te, O, and S atoms, respectively.

[SO," -V l®

Ste under Cd-rich growth condition (1.47 eV larger for the
Te-rich condition).

For the complex defects between O and S, we found that
O; can bind with Sy, forming a charge neutral Sq.-O; com-
plex with the binding energy of ~0.16 ¢V as shown in Fig. 1.
The S-O bond length in S¢.-O; complex is ~1.59 A which is
somewhat larger than that of SO, molecule (calculated
value=1.44 15\). Although, the binding energy of S.-0; is

quite small, the complex can bind another O becoming
S1e-20; complex with a large binding energy of 1.68eV.
The complex is stable in a neutral charge state. The local
structure of SO, in this complex defect is similar to the SO,
molecule except that the S-O bonds are slightly larger than
that in a free molecule as illustrated in Fig. 1, The large bind-
ing energy of the second O to the existing Sy.-O; complex
can be explained by the stability of the hybridized orbital of

S r——r— . S
E . \\%”.3'\"{-4Jh g - -
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‘; 3 (SOZ) N FIG. 2. The formation energies of
2 E S 2Qd N =} defects in CdTe as a function of Fermi
g T energy under Cd- and Te-rich growth
5] 2 0 N conditions. The band gap range used
= i for the plot is the calculated band gap
g r 9 at the special -points. The slope of
=] v each line indicates the charge state of
E I cd = the defect. The dashed line is the sum
UO- L 5 N of the formation energies of Vg and
Te SO; defects.
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SO, molecule. Because of the similarity in the local structure
with a SO, molecule, from this point on, we will abbreviate
Ste-20; complex to SO3. Our calculations showed that the
formation energy of SO; complex under Te-rich growth con-
dition is quite lower than that under Te-rich growth condi-
tions. This is mainly due to a large binding energy of a
second oxygen atom to the Sr.-O, complex to form SO;
(1.68¢V). Due to the larger S-O bond lengths in S+1.-O; and
S0; complexes compared to a free SO, molecule, the vibra-
tional frequencies associated with the S-O bond are expected
to be lower than the corresponding ones of a free SO,
molecule.

By using the frozen-phonon approach, we directly calcu-
lated the vibrational frequencies of S.-O; and SO} com-
plexes to compare with the measured IR absorption
lines.5®1%1° To test the accuracy of this approach, the vibra-
tional frequencies of the asymmetric stretching, symmetric
stretching, and bending modes of a SO, molecule were cal-
culated and tabulated in Table I. The calculated frequencies
are satisfactorily in agreement with the known experimental
values with the deviation of less than 4%. Based on this
approach, the vibrational modes of St.-O; and SO com-
plexes in CdTe were calculated and the modes associated
with the $-O bonds are also reported in Table 1. The vibra-
tional frequencies of St.-O, and SO; complexes are some-
what lower than those of SO, molecule, as expected, due to
their larger $-O bond lengths. Compared with the targeted
observed values of 1096.8 and 11084 em™", the vibrational
frequencies of these complexes are clearly lower with the
highest one being only 926cm ™" (a 16% smaller). Therefore,
the Ste-0; and SO; complexes, by themselves, do not fit
with the observed IR lines. Next, we will show that the fre-
quencies of SO; complex depend somewhat on its neighbor
such that if it binds with another common native defect of
CdTe, ie., Cd vacancy, the frequency could be in agreement
with the observed IR absorption spectra.

By investigating several potential native defects that
could bind with the SO; complex, we found that cadmium
vacancy, Vg, can bind with the SO; and become SO5-Veg
complex. There are two stable structures for SO;-Veg

J Appl Phys. 115, 203511 (2014)

complex: {1) meta-stable configuration; [SO3-Veql” and (2)
stable configuration; [SO;-VCde (Fig. 1); related to each
other by a simple rotation of the SO,. These complexes are
deep double acceptors with the transition levels
&0/ —2)=058 and 0.57eV  for [SO;-Vegl*  and
[SO&—VCd]b. respectively, as can be seen in the formation
energy plot (Fig. 2). Because undoped CdTe samples are nat-
urally p-type, we focus our attentions on the cases where the
Fermi level is near the VBM. Under such condition, the
S03-Vey complexes are stable in the neutral charge state. To
determine the stability of these complexes, we calculated the
sum of the formation energies of SO; complex and Vey
(dashed line in Fig. 2). The [SO3-Veq]® and [SOE-VCd]b com-
plexes are bound if their formation energies are lower than
the dashed line. From Fig. 2, the binding energy between the
SO; and the V4 to form a complex in charge neutral is quite
large, i.e., about 1 eV but that in 2-charge state is very low.
This indicates that the [SO}-V4]" and [SO;-VCd}b com-
plexes should be stable in charge neutral. The metastable
form of the complex, i.e., [SO;-Vql®, is only 0.23 eV higher
than that of the stable form, i.e., [SO;—VCJ’. Note, however
that, the actual energy difference between the two configura-
tions might be even smaller than (.23 eV because the compu-
tation carries a small error bar.

Because the two forms of the complex are related to
each other by a simple rotation of the SO,, we used the
so-called nudged elastic band (NEB) method®* ¢ on top of
the first principles total energy calculations to investigate the
energy topology along the rotation path between these two
configurations. We obtained the energy topology along the
rotation path as shown in Fig. 3. There are clear two local
energy minima comesponding to the configurations
[SO;-Veg]® and [SO;-V(;d]b with the barrier of about 0.4 eV
between them. Actually, there is another meta-stable struc-
tures, labeled as [SO;-Vql” in the figure. However, because
this structure has a much higher energy (about 0.73eV above
[SO;-VCd]"") with a very small barrier (only 0.04eV) to rotate
back to [SO3- il [SO3-Veal® is unlikely to exist. Based on
these results, we can predict that at sufficiently low tempera-
wre (kT <04eV) both [SO5-Veg]® and [SO%—V@]I’ can

TABLEI Calculated LVMs associated with the 5-O bonds of defects in CdTe as well as a free SO, molecule. The calculated S-O bond lengths are also given.
The experimental values of the free SO, molecule are given for comparison and the targeted frequencies observed in O-doped CdTe samples are also shown.
The vibrational frequencies associated with the symmetric stretching mode correspond to muich smaller dipole changes so their signals may be too low to be

detected by IR.
Type Charge state 8-0 bond length (A) Vibrational mode Caleulated value (em ™) Experimental value (cm™")
S0, molecule 0 144 Asymmefric stretching 13129 1361.8 (Ref. 27)
Symmietric stretching 11226 11514 (Ref. 27)
Bending 499.5 517.7 (Ref. 27)
S1.-0 0 1.59 Stretching 863.6
50§ 1] 1.54 and 1.55 Asymmetric stretching 926.2
Symmetric stretching 886.0
[SO}-Veal® 0 1.49 Asymmetric stretching 1094 9 (1)
Symmetric stretching 972.1 1096.8 () and 11084 ()%™
[SO{-Vm}” 0 148 Asymmetric stretching 1097 .4 ()
Symmetric stretching 994.8
[SO3-Vea)* 0 1.48 Asymmetric stretching 11355

Symmetric stretching 923.4
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FIG. 3. Calculated energy of the SO;-Vey complex as the SO, molecule
rotates to form three different configurations, i.e., [SO3-Veq]* (metastable),
[SOQ-VCH]Z’ (stable), and [SO;-V4]” (unstable). The energy is referenced to
that of the [SO}-V 1" configuration.
co-existed. The population of [S();—Vm][’ is always higher
than that of [SO5-Veq]” due to the lower formation energy.
After Vg is introduced to SOJ, the S-O bond lengths of
SO; are slightly reduced, i.c., reduced to 148 A and 1.49 A
for IS();VCd]{’ and [SO3-Veal® complex, respectively. As a
result, the vibrational frequencies associated with the stretch
mode of these bonds are expected to increase compared to the
SO; complex. The calculated vibrational modes associated
with the stretch modes of S-O bonds of [SO5-Veql® and
[SO;-VCd]J' complex defects are shown in Table 1. The vibra-
tional frequency of [SO;-Ve4|* complex is slightly lower than
that of [SO}‘.-‘L’C,‘V’ complex, in agreement with the slightly
longer S-O bond lengths, The vibrational frequencies of the
asymmetric modes (1094.9 and 1097.401117]) are close to the
observed low temperature IR absorption lines at 1096.8 and
1108 4cm™". Therefore, we assign the observed 1096.8 cm™"
mode to [SO3-Veg]* complex and the 1108 4em™"! mode to
[SO3- /cal” complex. The smaller splitting between the two
calculated vibrational frequencies (2.5 cm™") compared to the
experimental one (11.6 cm™") might be due to the anharmonic
effects that were not included in our calculations. At a higher
temperature, the fact that the two observed IR lines merged
into one is consistent with our assignment because at a high
temperature the defect moves nearly freely between the
ground state [SO}VCd]” and the metastable state [SO3-Vq]”
Therefore, the two IR peaks significantly broaden and merge
into one. Regarding the IR line intensities, the higher fre-
quency mode (1108.4 cm™") is observed to have a stronger in-
tensity, I(14,), than that of the lower frequency (1096.8 em™)
one, 1().%7'? Because I(1») is about twice of 1(7;), Chen
et al.” assigned 5 to a doubly degenerate mode and ) to a
singlet mode of the same defect (Oye-Veqg). If the two modes
are from the same defect as Chen et al. proposed, the
I(2)/1(11) ratio should always close to two (assuming that the
oscillator strength is comparable) and remain constant not
depending on temperature because it is the signature of that
single defect. However, they found that the ratio varied from
1.6 at very low temperature to about 2.0 at 100K and hand-
wavingly assigned this effect to the dynamic of Ope-Veg

J. Appl. Phys. 115, 203511 (2014)

defects at higher temperature. Here, both [SO}-Vy]” and
[SO;-V(;(.J”. that we assigned to be the source of vy and v,
respectively, have the same configuration degeneracy.
However, their formation energies are different with
[SO3-Veql” being slightly lower. Therefore, the [SO3-Veyl”
complex should exist in a larger concentration than the
[SO3-Vegl® complex; making (1) larger than I(z) in agree-
ment with the measurement. For the increase of the ratio with
temperature, we can explain it as the switching from
the trapped metastable [SO3-V ] to the ground state
[SO;-V(-de. In addition, the binding between SO; and Viy
defects is consistent with the Chen’s work®” reporting that the
intensities of the observed IR absorption lines at 1096.8 and
1108.4cm ™" are associated with the concentration of Vg and
O defects which is intentionally introduced by adding TeO
during the crystal growth process. Therefore, our proposed
models are in good agreement with the experimental work.

CONCLUSION

Based on first-principles density functional calculations,
several SO, defects in CdTe have been studied; following
recent experimental work that suggested them to be the cause
of the observed IR absorption peaks at 1096.8 and
1108.4cm™~". We assigned the observed IR modes at 1096.8
and 1108.4cm™" to the asymmetric stretching vibrational
modes of [SO}-Vegl® and [SOE-VC.‘]I’ complexes, respec-
tively. This assignment is supported by the calculations of
the complex formation energies and the vibrational fre-
quency calculations. Our assignment also explains the merg-
ing of the two IR absorption peaks at high temperatures.
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Abstract

Hydrogen has been reported to serve exclusively as a donor in many oxides, including SrTiO;. In a perfect crystal, a proton stays near
an O atom, forming a strong O-H bond. In the presence of cation vacancies, i.e., Sr vacancy and Ti vacancy, protons prefer to
electrically passivate the cation vacancies by forming strong bonds with the O atoms surrounding the vacancy. These result in the
formation of nH- Vs, and nH-F+; complexes. Based on first principles density functional calculations, local configurations and vibration
signatures of nH-V’g, complexes and their vibrational signatures have been previously reported [T-Thienprasert et al., Identification of
hydrogen defects in SrTiO; by first-principles local vibration mode calculations, Physical Review B 85, 125205 (2012)]. Here, we report

the computational results for nH-V; complexes and compare the results with infrared measurements reported in the literatures.

© 2012 Elsevier Ltd All rights reserved.

Keywords: StTiO;; Hydrogen; Vacancy: First principles calculations

1. Introduction

Hydrogen (H) is known to be an abundant impurity,
which can affect materials’ electronic properties [1-4]. In
most oxide materials, H acts exclusively as a donor and
prefers to stay close to oxygen atoms, forming strong O-H
bonds. These O-H bonds can be considered as oscillators
with distinct natural stretch mode frequencies of about
3000 cm ' that can be directly observed by infrared (IR)
measurements.

Strontium titanate (SrTi03) is one of the most important
oxide materials because of its potential to be used in dielectric
and optical devices [5-8], as well as its potential to be used as a
substrate for superconducting thin films [9]. SrTiO; has a cubic
perovskite structure at room temperature and a tetragonal
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structure at the temperature below 105 K [10]. In 1980, based
on polarized IR absorption measurement, Weber and
Kapphan (WK) observed the vibration band at ~ 3500 cm '
[11,12]. They also studied the effects of uniaxial stress and
electric field on the vibration band. Later, polarized Raman
scattering measurement was carried out by the same group
[13]. At room temperature, WK found the main peak centered
at 3495 cm™ ! accompanied with small peaks in the range of
3505-3520 cm ' WK proposed that the frequencies belong to
a single H interstitial in SrTiO;. Recently, Tarun and
McCluskey  [14] (TM) experimentally observed additional
double peaks centered at 3355 and 3384 cm ™. They assigned
these local vibrational modes to a complex defect between a Sr
vacancy and two H atoms (2H-Vg,).

Recently, based on first principles calculations, we have
revealed that H interstitial has a vibrational frequency far
lower than 3500 cm ™' [15]. We also showed that one or
two interstitial H atom(s) could be trapped by ¥, forming
nH-Fs, complexes (z=1 or 2). In the complexes, H atoms
form strong O-H bonds with the O atoms surrounding Vs,
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in the direction pointing toward the vacancy center. As we
obtained the calculated vibrational frequencies of nH Vs,
complexes very close to the observed peaks (~3500 cm ™)
by WK with consistent oscillator directions, we identified
WXK’s observation to be nH Fg, complexes; not a single H
interstitial [15]. For the double peaks centered at 3355 and
3384 cm ! observed by TM, we previously discussed that
they could not arise from 2H Vg, complexes as proposed
by TM because the frequencies were not in agreement and
the complexes could not explain the coupling observed
experimentally. In the same article [15], we proposed that
the double peaks that TM observed may belong to H and
Ti vacancy complexes nH ¥y but we did not provide the
results in detail. In this paper, we report the binding
energies, local structures and the detailed vibrational
frequencies of complex defects between H and Vyy based
on first-principles density functional calculations. We show
that the vibrational frequencies observed by TM are
consistent with Il ¥p; complexes.

2. Computational method

In this work, first-principles density functional theory
(DFT) within the local density approximation (LDA) was
used. To describe the electron-ion interactions, the projector-
augmented wave (PAW) method with ultrasoft pseudo
potentials, as implemented in VASP code, was used [16 18].
The cutoff energy for the plane wave basis set was set at
500 eV. We obtained the calculated lattice constant of cubic
SITiO; of 3.87A which is in good agreement with the
experimental value of 3.905 A [19]. To study defects in SrTiO;,
a supercell approach with a supercell size of 135 atoms, which
is a 3 x 3 x 3 repetition of cubic-perovskite unit cell, was used
[20]. For k-space integration, Monkhorst Pack scheme with a
shifted 2 x 2 x 2 k-point sampling was employed. For charged
defects, a jellium background is used to suppress the long-
range Coulombic interactions between supercells. All atoms
were allowed to relax until the residue (Hellmann Feynman)
forces [21] became less than 10~ eV/A.

Following the description of the binding energy between a
Sr vacancy and H interstitial described in Ref. [15], the
binding energy between a Ti vacancy (V3) and H interstitial,
or simply a proton, (H ') and between (nH ¥g;) **" and a
proton can be defined as

AE = Eqi(H— V1)~ + Ee(bulk) = Eioe (Vi ) =B (H T )
1)
and
AE = Eel[n+1H= V)™ 7 + Erge(bulk)
= Eoi(nH— V)7 —E (H) 2)

where E,.(f) is the total energy of a supercell containing the
complex (or impurity) f.
Eq. (1) describes the binding energy of the reactions

Vi + HY = (H-Vn)* 3)

which is the energy gain when a proton is bound in a ¥3;.
Eq. (2) is a more general case describing the binding energy
of an addition proton to the existing (nH—¥p) *H"
complex (n=0, 1, 2, 3). Note that, Eq. (1) is a specific
case of Eq. (2) when n=0.

3. Results and discussion
3.1 Binding energies

In this work, we focus our attentions to H and Ti vacancy
complex defects. Under n-type conditions, Vg, and Fq; are
double and quad acceptors, respectively. At low temperature,
an interstitial H is always a single donor (or simply a proton)
binding strongly to one of the O atoms in STO with
the lowest-energy configuration called “OA” [15]. However,
the interstitial H is not very stable. It can be annealed out of
the STO crystals at even below room temperature (~ 100 K)
[15], and it has frequency of only ~ 2700 cm~". Consequently,
we proposed that the O H oscillators observed in many IR
experiments, with the frequency range of 3300 3500 cm ™'
[10 14,22], are more likely associated with H complex defects.

For H and Vs, Vs in charge state 2 (VSZ,‘) could trap a
proton (H) to form (H V) complex defect with a reason-
ably large binding energy of 0.84eV [15]. The (H Fs,)
‘complexes defect could further bind another proton to form
a neutral 2H Vg, complex defects. In Ref. [15], we have
studied in detail of the possible configurations and found two
most stable 2H ¥, complexes with the binding energy of the
second proton of 0.81 and 0.79 eV, respectively.

For H and P, Vy in charge state 4(V3;), it can trap up
to four protons to form a nH ¥7; complex defect. Iy traps
the first proton to form (H Fry)’ with a large binding energy
of ~1.94¢eV. The (H Pr,) could trap another proton to
form a (2H Vp3)® complex defect with a binding energy for
the second proton of 1.62¢V. In this case, there are two
possible ways to add the second proton to form a (2H
Vr)?~ complex defect. (1) The second proton is attached to
the O atom on the opposite side of the vacancy from the O
atom attached by the first proton. (2) The second proton is
attached to one of the four O atoms that are the neighbor of
the vacancy and sits next to the O atom attached by the first
proton, The two configurations are relaxed at two minimum
energy configurations as illustrated in Fig. 2 (point ¢ and d).
To determine the energy barrier between the two configura-
tions, we emploved the climbing image nudged elastic band
method (NEB) [23 26].

In Fig. 2, the highest energy structure (point a) is when the
two O H bonds are pointing directly at each other. To
reduce the dipole-dipole interactions, the two O H bonds are
tilted off the equilibrium position into point b, lowering the
energy by about 0.05eV. Without any barrier, the O H
bonds can further tilt into point c, lowering the energy by
another 0.05eV. The structure at point ¢ is the local
minimum-energy structure for the first configuration. Next,
if we force one of the protons to break its O H bond and
move to form a bond with another O atom, we obtained the
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¢—d path with a small energy barrier of ~0.1eV for the
proton to move from the first configuration to the lower
energy (second) configuration, as shown in Fig. 2. This rather
low energy barrier indicates that protons in the Iy could
move rather freely to find their global minimum energy

positions. Therefore, majority of the 2H V)’ complexes
should exist in their lowest energy configuration (point d) at
reasonably low temperatures.

The (2H ¥)*~ complexes could trap another proton to
form (3H Fr;)~ complexes There are two possible config-
urations for the (3H Fp)~ complexes with the lower
energy one shown in Fig. 1. The (3H V)~ complexes
could further bind with another proton to form neutral
4H Vp; complexes. Again, there are two possible config-
urations for the 4H V' complexes with the lower energy
one shown in Fig. 1. The formation of these complexes can
be summarized in the following reaction equations.

H'Y + Vi —(H- V)~ +194eV,

H't +(H- V)™ = (2H - V)*~ +1.62¢V,
H'*(2H - ¥)* =(3H - V)~ +1.51eV,
H'*t +(3H - V) —(dH - V) +1.00 eV (6)

3.2. Local vibrational frequencies of complex defects

The vibrational frequency associated with each defect
was determined by calculating the dynamical matrix based
on the harmonic approximations as described in Ref. [27]
To test the reliability of the calculations, we first calculated
the vibrational modes of a water molecule and obtained
the vibrational frequencies of 3712, 3825, and 1533 cm ™!
for symmetric stretching, asymmetric stretching, and bend-
ing modes, respectively. Comparing with the experimental
values of 3657, 3756, and 1595 cm~' [28,29] the computa-
tional values contain the error bar of ~70 cm™!

Next, we calculated the vibration signatures of nH ¥y
complex defects. We found that all hH ¥7; complexes give the
vibrational frequency below 3400 cm ' (see Fig. 1). The (H
V1~ complex has the calculated vibrational frequency of
3376 cm~ ! in a reasonable agreement with the values observed
by TM. When a second proton is added to form 2H V5)*~
complex, the two O H bonds can vibrate as two oscillators.
We found that, unlike the case of 2H Fs, that the two
oscillators have no coupling between them [15], here there is a
coupling between the two oscillators. The reason can be
attributed to the closer distance of the two oscillators in the
case of the (2H Vi)~ complex compared to the 2H Ve,
complex. The vibrational frequency of the 2H ¥F)*~ com-
plex is split into two values, as shown in Fig. 1. Interestingly,
the two calculated frequencies are differed by 26 cm ™', which
is in a good agreement with the splitting of the two peaks of
29 cm ™! observed by TM [14]. This is the strongest indication
that the observed TR absorption peaks by TM at 3355 and
3384cm ! should come from (2H Vy)*~ complex rather
than 2H Vg, complex. Note, however, that the absolute values
of the calculated vibrational frequencies of the (2H V)™~
complex are only 3152 and 3126 cm ™", somewhat lower than
the values observed by TM (by about 7%). In addition to the
vibrational frequencies of the lowest energy configuration,
those of the higher energy configurations have also been
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calculated and are shown in Fig. 2. Beside the vibration
frequencies of (H ¥5)*~ and (2H ¥r)*~ complexes, we
further calculated the vibration of (3H V)~ and 4H Iy
complexes in their lowest-energy configurations and showed
their vibrational frequencies in Fig. 1. We found all calculated
vibrational frequencies to be in the range of 2900 3400 cm ™",

4. Conclusion

Based on first-principles density functional calculations,
we reported the detailed study of complex defects between
H and Ti vacancy (#H Vr; complexes) in SrTiOs. The
lowest-energy configurations for nH Frpy complexes (n=1,
2, 3, 4) were identified and their vibrational frequencies were
calculated. The calculated vibrational frequencies of nHl Vgy
complexes are in the range of 2900 3400 cm~'. For the
complexes containing more than one O H oscillator, there
is some coupling between the stretch vibration modes. For
2H Vr; complex, the coupling leads to the split in the two
vibration frequencies of 26 cm ', This combined with our
previous study of sH Fscomplexes in SrTiQs, indicates
that the twin IR absorption peaks at 3355 and 3384 cm ™"
observed by Tarun and McCluskey [14] are associated with
the complex defects between H and ¥y, On the other hand,
the higher TR absorption peaks at ~3500 cm !, observed
much earlier by Weber and Kapphan, are associated with
the complex defects between H and Vg,
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For over three decades, the infrared spectroscopy peaks of around 3500 cm™* observed in hydrogen-doped
SrTi0, samples have been assigned to an interstitial hydrogen (H,) attached to a lattice oxygen with two possible
configuration models: the octahedral edge (OE) and the cubic face (CF) models. Based on our first-principles
caleulations of H; around O, both OF and CF configurations are not energetically stable. Starting from either
configuration, the H; wonld spontaneously relax into an off axis (OA) site; lowering the energy by 0.25 eV or
more. The calculated vibrational frequency of 2745 cm™! for OA invalidates the assignment of H; to the observed
3500 cm~! peak. In addition, the calculated diffusion barrier is low, suggesting that H, can be easily anmealed out.
‘We propose that the observed peaks around 3500 cm™! are associaled with defect complexes. A Sr vacancy ( V)
can trap H; and form a H-Vs, complex which is both stable and has the frequency in agreement with the observed
main peak. The complex can also trap another H; and form 2H- Vs,; consistent with the observed additional peaks

at slightly higher frequencies (3510-3530 cm ™).

DOI: 10.1103/PhysRevB.85.125205

[. INTRODUCTION

Hydrogen is known to be ubiquitous in oxide materials
and greatly impact their electronic properties.'* A thorough
understanding of local configurations of H is deemed essential
for understanding energetics and kinetics of H in oxides.
Infrared (IR) spectroscopy has proven to be a powerful tool
to experimentally probe H structures. Based on known IR
absorption peaks for molecules containing hydroxyl groups,
absorption peaks around 3000 cm~! are usually associated
to O-H bonds. However, to identify actual local structures
responsible for the observed peaks, first-principles calcu-
lations are generally needed. Many computational studies
have been dedicated to the identification of proton sites
in the crystal structures with fourfold coordinated O, for
example, zincblende, wurtzite, rutile, and bixbyite.>*>¢ For
the perovskite structure, there are computational results on
proton sites in scme compounds, for example, BaTiO3” and
BaZr04.% However, the direct calculation details of H site
in SrTiOz are limited which impedes further study of H
migration. It is very difficult to understand proton migration
mechanisms without knowing its ground state site first.”

Strontium titanate (SrTiOs) is an important oxide material
due to a rich variety of industrial applications, for examples,
in dielectric and optical devices'®'* and as a substrate for
superconducting thin films.' Discovery of high mobility 2D
electron gas at interfaces between SrTiQ; and other oxides'?
further opened up new opportunities in oxide electronics.
SrTiO5 has a cubic perovskite structure at room temperature
and exhibits an antiferrodistortive phase transition to tetrago-
nal at 105 K.'® Several infrared spectroscopy experiments have
been performed to study hydrogen in $rTi03.'%'¥ Depending
on the sample conditions, O-H absorption bands have been
observed around 3500 and 3300 em~'. The band around
3500 em™" has been studied in detail since 1980 by the
group of Weber and Kapphan (WK) using polarized IR
absorption spectroscopy'®'? combined with the applications

1008-0121/2012/85(12)/125205(5) 125205-1

PACS number(s). 61.72.Bb, 63.20.Pw

of uniaxial stress as well as electric field. Polarized Raman
scattering measurement was later performed by the same
group to confirm the IR results.!” At room temperature they
observed a main peak centered at 3495 em~! accompanied
by a small hump consisting of several peaks in the range of
3505-3520 em L. The main peak blue shifts to 3510 cm™!
at low temperature and subsequently splits into three lines
(va< vy < ve with the spacing of ~2.5 cm™!) as the crystal
transforms into the tetragonal phase at temperature below
105 K. Polarizations of the split lines showed that the central
line (vg) corresponds to dipoles lying in xy plane (the plane
perpendicular to the tetragonal axis) while the outer lines (v
and vc) correspond to dipoles that have components both
parallel and perpendicular to the tetragonal axis. By selectively
applying uniaxial stress or electric field, the modes further
split allowing WK to gain additional information on the stress
and field dependencies of O-H dipoles in each direction. WK
proposed two structural models for the proton in SrTiOs, that
is, octahedral edge (OE) and cube face (CF). Both models
have various equivalent sites (24 for OE and 12 for CF*)
in the cubic phase that would split into three unequivalent
groups in the tetrahedral phase consistent with the measured
results.

Recently, Tarun and MeCluskey?! observed twin peaks at
3355 and 3384 em~' and proposed that they are the local
vibration modes (VM) of a Sr vacancy decorated by two
protons, that is, 2H-Vs, complex, where the protons also form
strong O-H bonds with the O atoms surrounding the Vs,.

For semiconductors with sg* (fourfold) coordination, such
as Si, Ge, GaAs, or even ZnO, a proton generally prefers to
stay along the bonds; allowing the O-H bond to point along
one of the sp* bonding directions. However, for SrTiOs, a
much more ionic compound with little directional bonding,
the O-H direction is dictated by the overall Coulombic
repulsions (to Ti** and Sr**) and attractions (to O°~) with
the neighboring atoms. An O-H pointing to a cation such as
the CF configuration is usually unstable in a closely packed

©2012 American Physical Society
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FIG. 1. (Color online) Schematic of low energy surface for a
proton and four proton sites in SrTi0;.

ionic crystal due to the sirong Coulomb repulsion and limited
space to relax.

In this paper we report our detailed first-principles compu-
tational results of a proton (H') in cubic perovskite SrTiOs.
The topology of low-energy proton sites around an O atom is
thoroughly studied and the local vibrational mode of the stable
site is calculated. We show that previous proposed structural
models for Ht, that is, CF and OE,'®'? are not stable and the
calculated LVM of a single HY do not agree with the observed
IR peak. We propose a new model based on a complex of
V& and H, which is energetically stable and can satisfactorily
explain the cbserved IR peak.

II. HYDROGEN SITES IN SrTiOs

Figure 1 shows the local structure around an O atom in
SrTiO;. InFig. 1{a) two conventional unit cells of cubic SrTi0;
are shown to clearly illustrate all neighbors of the middle ©
atom (all O atoms in the crystal are equivalent by symmetry)
with the detail in Fig. 1(b). Each O atom has two Ti, four Sr,
and eight O neighbers. It is known that, in oxides, a proton
prefers to bind strongly with an O with a distance of ~1 A; the
region represented by a low energy surface (LES) which has
the shape of a distorted sphere centered onthe O [in Fig. 1(b)
we show a perfect sphere for an illustration prrpose]. On this
LES, a proton has a chance to bind strongly with the O atom
and the differences in the formation energy of the proton on
different points on the surface arise from the interaction with
neighbors. The OF site is on the line connecting an O atom
toits O neighbor. This is the line defining the octahedral edge
in Fig. 1{a). The CF site is on the cubic face and on the line
connecting between an O and its Sr neighbor. There is another
high symmetry site on the cubic face [labeled CF' in Fig. 1(b)]
which is on the line connecting an O atom and the midpoint
of two adjacent Sr atoms on the same side of the cube. This

PHYSICAL REVIEW B 85, 125205 (2012)

TABLE I Calculated energy, O-H bond length, and stretch
frequency for proton in S1Ti0; with and without V. For a proton
without Vg, AE is the relative energy referenced to the OA. For
the complex defects, AE is the binding energy of the last proton
according to Eqs. (1) and (2). Note that the OE, CF, and CF
configurations are not stable, the proton spontaneously relaxes to
OA configuration. Rows highlighted in boldface are the ground state
configurations.

Sites (o, 8) AE (V) don (R) w em™")
OE (45.90) 2.29 - -

CF (00.45) 0.25 - -
CF (90,90) 0.01 0.992 3225
0A (76.90) 0.00 1.011 2745
H-Vi, —0.84 0.985 3505
2HYL —0.81 0.084 3523
2H-vi -0.79 0.984 3527
2H-yvI - 075 0.986 3489
2H-VY —0.64 0.986 3458

site has been identified to be the minimmm energy site for a
proton in BaZr(0;." On the LES, there are eight equivalent
sites for OF and four equivalent sites for CF as well as CF. In
a cubic perovskite unit cell, which consists of three O atoms,
the numbers of the equivalent sites are three times more, that
is, 24 and 12, respectively.

II. COMPUTATION METHOD

‘We used first-principles density functional theory within the
local density approximation (LDA) and projector-angmented
wave (PAW) method” as implemented in VASP code. 2!
The cutoff energy for the plane wave basis set was set at
500 eV. This gives the bulk lattice constant of 3.873 A which
is in agreement to within 1% with the experimental value
(3.905 A®). To study a proton in StTiOs as well as other
defects, a supetcell with 135 atoms was used.”® For charged
defects we use a jellinmbackground. All atoms in the cell were
relaxed until Hellmann-Feynman forces®” were reduced below
10~ e V/A. A shifted 2 > 2 x 2 k-point sampling based on the
Monkhorst-Pack scheme is employed for the Brillouin-zone
integration.

IV. RESULT S AND DISCUSSIONS

Relative energies of a proton at OE, CF, and CF' sites are
listed in Table I. The effects from the neighboring atormns on the
stability of proton on the LES sites can be understood using a
simple Coulomb interaction picture. A proton prefers to stay
close to anions, that is, O ions, and far from cations, that is,
Ti and Sr ions. This explains why the site between an O and
a Ti nearest neighbor (not labeled) has a high energy. Among
the three high symmetry sites, OFE is the least favorable site
because it is still rather close to Ti. The CF site is also not
the most favorable site because the site is rather close to Sr.
The CF' is further away from Sr, that is, it is at the middle
point between two Sr atoms and also closer to two O atoms;
making it more stable than CF by 0.25 ¢V. However, CF is
an unstable equilibrium configuration. If we slightly break the
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FIG. 2. (Color online) Calculated energy of a proton (referenced
to the ground state configuration) on paths connection proton sites in
Fig. 1. The azimuthal angle () is illustrated in Fig. 1 and @ is the
angle between the O-H bond direction and the z axis. For the first
section £ is fixed at 0° and for the second section e is fixed at 90°.

symmetry, the proton spontaneously moves away from the CF’
site to the off axis (OA) site. To describe the sites, we use an
azimuthal angle («) as defined in Fig. 1 and an angle deviated
from the z axis (#). In Table I only the angles related to the
sites labeled in Fig. 1 are shown. The equivalent sites can be
found by using the crystal symmetries. The global minimum
energy site (OA) is significantly deviated from both CF and
CF/, that is, by ~30° and ~+15°, respectively.

To fully understand the energy landscape of an interstitial
proton in cubic perovskite StTiO3, we employed the climbing
image nudged elastic band method (NEBY***! to calculate
the total energy of the proton moving in the paths between
important sites. On the basal plane (8 = 90°) we studied the
path that starts at the site between an O and a Ti (@ = 0°)
(which is the highest energy point on the LES) passes through
the OE and OA, and ends at the CF’ site (@ = 90°). The
formation energy AE is calculated relative to the ground state
configuration (OA). Along this path (Fig. 2) the energy drops
by over 2 ¢V as the proton moves from the site between O
and Ti to the OA site without any shoulder at the OE site,
indicating that the OE site is not even a metastable site. As the
proton passes the OA site, the energy increases but by a very
small amount, that is, by only 0.01 eV, as the proton moves
from OA to CF'. On the Sr plane (@ = 90°) we calculated a
proton that travels on a path from CF' (8 = 90°) to CF (8 =
45°). Along this path, the energy monotonically increases by
~0.25 eV. Since CF is at the midpoint between two equivalent
CF' sites, it is a saddle point between minima on the LES.
We have also calculated the barrier using NEB for a proton
to hop from an OA site on one LES to an adjacent OA on
a neighboring LES [two such LES are shown in Fig. 1{a)]
and obtained a much smaller barrier (0.05 eV). Therefore the
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FIG. 3. (Color online) Local structures of H (proton) defects in
SrTi0;. (a) and (b) Proton at CF and OA sites, (c) (H-Vg, )~ complex,
and (d) and (e) the two lowest energy 2H- Vg, complexes. The arrows
indicate the relaxation directions of the neighboring atoms. The
frequencies shown are the calculated O-H stretch modes.

overall diffusion barrier of a proton in SrTiOs is set by the
hopping between two OA sites in the same LES which is
~(0.25 eV. This means a proton is very mobile in SrTiOs even
at temperature of ~100 K¥ unless it is trapped by other defects.

The CF and OA configurations are shownin Figs. 3(a) and
3(b). The proton forms a strong bond with an oxygen with the
bond lengths of 0.992 and 1.010 A, respectively. Because of its
positive charge, the proton repels cations (Ti** and $r**) and
attracts anions (O?). For the CF' configuration, the praton
is symmetrically placed with respect to the surrounding Ti,
Sr, and O ions. This site minimized the Coulomb repulsion
between H* and Ti*'. Tilting away from the symmetric
site (CF' — OA) increases the Coulomb repulsions between
H* and Ti** somewhat but decreases the H*-Sr>* Coulomb
repulsions and increases the H-O?~ Coulomb attractions.
The total energy decreases slightly (0.01 eV); rendering OA
the lowest energy site. Note, however, that computational
details can sometime affect the calculated energy difference
in this scale. The O-H vibration frequencies for both OA
and CF' configurations were calculated using the approach
described in Ref. 33 including anharmonic contributions which
are important for the light H atom. To obtain the systematic
errors of our calculations, we calculated the symmetric stretch
frequency of a water molecule and obtained the value of
3515 em™! which is lower than the actual experimental value
by 142 cm™!. To correct this systematic error, all values of
LVMs presented in this paper are corrected by adding this
value. Even after the systematic error correction, we estimate
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the error bar on our caleulated frequencies to be about 100
cm~1. We obtained the vibration frequency of O-H in the
ground state configuration (OA) of 2745 em ™.

From above detailed study we can see that a single proton
in pure SrTiOz cannot explain the experimental observed
IR mode around 3500 cm~! for several reasons. (1) The
most stable configuration for a proton in SrTiO; is OA
and the previously proposed OE and CF configurations have
considerably higher energies and are not even metastable. The
OA configuration has an O-H dipole direction inconsistent
with the measured polarized IR results. (2) The calculated
stretch frequency of the O-H oscillator in the OA configuration
is only 2745 cm~' which is much lower than the observed
3500 cm ™! value. The difference of ~750 em™! is much larger
than the typical computational error bar (about 100 em~1).
(3) The vibration mode of a single proton in pure SrTiOs
should be quickly broadened to the width of 500 cm ! as the
temperature goes from 0 to 100 K as the CF configuration
being populated. However, the observed 3500 cm™' mode
remains rather sharp up to room temperature. (4) The diffusion
barrier of a proton is very low such that a proton can diffuse
even at room temperature. Thus, most of the interstitial protons
should migrate out when the sample is cooled down.

Since a single proton cannot be the cause of the 3500 em !
mode, the outstanding question is “What O-H configuration
could be the cause of it?” The obvious choice is H in cation
vacancies. The complex of H and cation vacancies has been
found in many oxides.* The observed twin peaks at 3355
and 3384 cm ! in S1TiOs *! have been suggested to eriginate
from 2H-Vs, complex. In S1TiOs, there are two possible cation
vacancies, Vs, and Vy;. Here we propose that the H in a Sr
vacancy (H- Vg, ) is the cause of the 3500 cm~! mode, and that
the H in a Ti vacancy may explained the twin peaks reported
in Ref. 21.

A (H-Vg,.)~ complex in SrTiOy has a fully relaxed O-H bend
length of 0.985 A (see Table I) and a caleulated O-H vibration
frequency of 3505 cm ™!, which is in excellent agreement with
the experimentally observed mode. A V2~ has 12 O neighbors,
all of which are equivalent by the cubic symmetry. A proton can
bind to one of these O atoms, forming a (H-Vg )~ complex.
There are 12 possible O-H oscillators pointing toward the
vacancy center as shown in Fig. 3(c). Similarly, for a given
Sr atom of a perfect crystal, there are also 12 possible CF
sites for H to form O-H oscillators pointing toward it. It has
been shown'® that 12 CF sites in the cubic phase would split
into three inequivalent groups in the tetragonal phase with
polarization behaviors satisfied the observed mode. Therefore,
the (H-Vg,)~ model should also be equally consistent with the
observed mode.

Actually, the double negative center Vslr‘ could bind up
to two protons in a similar way the an_ binds protons in
Zn0.* In the cases that the proton is abundant compared to
the vacancy, the (H- V)~ could accept another proton forming
a neutral charge 2H-V . There are four inequivalent ways to
add the second proton to the existing (H-Vg, )~ complex. The
resulted 2H-Vs, complexes are labeled with a superscript I to
IV following the order of decreasing distances between the two
O atoms that bind H. The two lowest energy configurations are
2H-V{ and 2H-VZ [Figs. 3(d) and 3(e)]. Since there are two
O-H oscillators in each 2H-V, complex, we first determined
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the coupling between the two oscillators by calculating the
full dynamic matrix of the complex. Within our calculated
force sensitivity (~0.001 eV/A), we do not find any coupling
between the two oscillators and thus obtained two degenerate
modes. Small or no coupling is reasonable for this system
because the two oscillators are attached to different O and are
reasonably far apart. This allows us to separately calculate
the frequency of each O-H oscillator including anharmonic
effect in a systematic way. The calculated frequencies of all
four complexes are shown in Table I. Tt can be seen that the
vibrational frequencies of all seven configurations in Table T
are nearly linearly correlated with the O-H bond length.

Next, we look into the energetic to evaluate the stability of
these complexes. The binding energies between VSZI_ and H&\
and between (H-Vg,)~ and HY, are defined as

AE = Ea(H-V5)™ + Eabulk) — B (V2) — Ea(H3,),
(1)
and
AE = Eg(2H-V5,) + Eyi(bulk)
— Eq(H-Vg) — Eq(H,). (2)

where Ey () is the total energy of a supercell containing the
complex (or impurity) 8.

We found that bringing the first H, to the V2~ is exother-
mic by 0.84 eV as shown in Table 1. Bringing the second HgA
to (H-¥g)~ to form 2H-V,, complexes is also exothermic by
0.81,0.79,0.75, and 0.64 eV for the configurations I, II, IT1, and
IV, respectively. The O-H vibrational frequency for (H-Vg )™
is in excellent agreement with the observed 3500 ecm ™! peak
and O-H LVMs for 2H-VZ ™4 I complexes are larger than that
for the (H-V, )~ complex by ~20 em™, which may explain
the experimentally observed higher frequency hump.

Recently, Tarun and McCluskey®! observed twin peaks at
3355 and 3384 em™! and proposed that these IR peaks are
originated from 2H- VSI[V Based on our results, this assignment
has some problems. (1) The 2H-VY complex isthe least stable
among all four 2H-Vs, complexes and has higher energy than
ZH-VSII‘ by 0.17 eV; rendering it unstable. (2) The 2H-Vs,
complexes have two O-H oscillators spatially well separated
and do not couple with each other. Therefore, it cannot give
the splitiing of ~30 cm™! (our calculations give doubly
degenerated modes). (3) The calculated frequencies do not
agree with the observed ones. Thus, the observed twin peaks
are unlikely due to 2H-Vs; complexes. They should originate
from O-H in other configurations with stronger degree of
coupling between two oscillators. One potential source is
nH-Vy complexes where the two O-H oscillators reside closer
to each other than 2H-V5,.

V. CONCLUSIONS

In summary, we have studied the stability and local
vibration modes of a proton in cubic perovskite SrTiOs; by
first-principles calculations. In a perfect crystal, a proton has
the lowest formation energy at a site with low symmetry
[off-axis site (OA)]. The previously proposed center face (CF)
and octahedral edge (OE) sites are 0.25 and 2.29 ¢V higher
in energy than the OA site. While the proton at the OA site
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forms a short O-H bond similar to a proton in other oxides, its
calculated stretch vibration frequency is only 2745 em~! far
lower than the observed absorption band at around 3500 cm ™
that was previously assigned to an interstitial proton. Not
only the frequency does not match, but the OA configuration
has an O-H dipole direction inconsistent with the measured
polarized IR results. Moreover, our calculated diffusion barrier
of an interstitial proton is only ~0.25 eV, indicating that a
proton is very diffusive even at room temperature, and thus
is likely to migrate out from the sample during the cooled
down. We propose that the cause of the observed 3500 cm™!
band is a proton in a Sr vacancy (H- V)™ which has a strong
binding energy of 0.84 eV and a calculated O-H vibrational
frequency of 3505 em™! with the dipole orientations in

PHYSICAL REVIEW B 85, 125205 (2012)

agreement with the experimentally observed 3500 cm ™! band.
The 2H-Vg, complexes which can also form in samples with
high H concentrations have the frequencies consistent with the
observed hump ~20 ¢cm™" above the main 3500 band. We also
propose that the distinct twin peaks at 3355 and 3384 cm ™!
observed more recently should originate from O-H in other
configurations such as protons decorating a Ti vacancy.
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Mn-doped SrTiO; showed promising magnetic and electrical properties[1],
but the doping mechanism remains unclear. In this work, a first principles study of
Mn mmpurity in SrTiO; has been carried out to determine its favorable location and
the associated electronic properties. We find that Mn is energetically favorable to
substitute for Sr and Ti (as opposed to residing in an interstitial position) depending
on equilibrium crystal growth conditions. Under oxygen-rich conditions, Mn
predominantly oceurs as a neutral-charge Mn substituting for Ti. However, under
oxygen-poor conditions, Mn prefers to substitute for Sr. In addition, we find that Mn
interstitial in highly positive charge can be stable in SrTiO; in some cases. Our
finding showed that Mn is not really amphoteric as previously suggested[2]. Our
work leads to a different viewpoint on defect mediated electrical and magnetic
properties of transition metal-doped perovskites. Details of the local structures,
formation energies, and electronic properties of these Mn defects and their possible
complex defects are reported.

Kevwords: Sr'TiOs, First principles calculations, interstitial, equilibrium growth
conditions.
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and monolayer form. Here we show that in WSeg, an electric field per-
pendicular to the layer of order a few 0.1 MV /em has strong effects on
the conduction band and can convert the material back to an indirect
gap. The competing minima at different points in the Brillouin zone
undergo different shifts with electric field hecause of their different or-
bital character. Using first-principles GG A ealculations in the presence
of an electric field with and without spin-orbit coupling, we determine
the critical field at which the minimum between I' and K (where the
gap oceurs in bulk) becomes back the lowest. conduction band minimum.
For even stronger electrie fields we find the CBM to shift to the I'-point.
‘While the electric fields considered here are much larger than the fields
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layers using an electrolyte. Such measurements have already been done
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band and Rashba effects instead of the conduction band.
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Abstract

Native point defect in perovskite SrT10 (STO) are mvestigated by using
first-principles pseudopotential calculations based on density-functional theory
(DFT). Substitutional defects, Sr substituting on the Ti site (Sryy) or Ti
substituting on the Sr site (Tig) and O substituting on the Ti site (Op) or Ti
substituting on the O site (Tig) have high formation energies and are hence
unstable. In contrast, Other fundamental native defect (V. ', V. Ti,, and O, )
have low formation energies. In particular, Oxygen vacancy (J5) is a double
donor defect with lowest formation energy in p-type samples, whereas Ti
vacancy (J7) 1s a quadruple acceptor defect with lowest formation energy in »-
type samples. In addition, Based on first principles density functional
calculations, local configurations and vibration signatures of a hydrogen
impurities in STO with and without defects were studied. In a perfect crystal, a
proton stays near an O atom, forming a strong O-H bond.

Keywords: SrTiO3, Hydrogen, Vacancy, First principles calculations
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X-ray absorption near edge structure (XANES) experiment are performed on Ca-
doped BaTiOs; - (BigsNags)TiOs (BT-BNT) samples and compared with first-
principles XANES simulations. The feature of the measurement Ca K- edge XANES
are consistent with the first-principles XANES of Ca on the Ba site and inconsistent
with Ca on other sites. The clear agreement between and first-principles theoretical
XANES spectra report here is by far the good evidence of Ca substituting for Ba in
0.9BaTiO; — 0.1(BipsNags)TiOs. This work illustrates that a first-principle
framework, which used to study impurities in crystal, can be used in conjunction with
XANES measurement in order to identify an impurity structure with a high degree of
confidence. This approach may thus be applicable to study impurities in other

composite compound crystals.
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Abstract

Based on first principles calculations, various forms of Fe impurity in perovskite
BaTiO; have been studied. The purpose is to determine the favorable locations, the possible
complex defect structure and the resulting electronic properties. It is found that Fe atom
energetically prefers to substitute for the eations, namely Ba. and Ti. depending on the growth
conditions. The complexes of Fe substitute for T1 (Fer;) with native defects (O vacancy, Ba
vacancy, and Ti vacancy) were studied. Our calculations showed the instability of the Fer;
complexes, in contrast to a general belief that the Fer; complexes must exist by a virtue of the
charge neutrality. Details of the local structures, formation energies, binding energy, charge
analysis and related electronic levels were also studied.

Keywords: BaTiO3, Oxygen vacancy, First-principles calculations
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BNT-BT is one of the promising candidates as a high temperature relaxor with high
Curie temperature and preferred dielectric constant characteristics. The addition of
Ca has been shown experimentally to improve the temperature characteristic of
capacitance for the BNT-BT system. In this work, Ca impurity in perovskite BaTiO;
and (BigsNays)TiO; have been studied based on first-principles calculations to
determine their favorable location and thier electronic properties. In both BT and
BNT, Ca atom energetically prefers to substitute for cations mainly Ba, Bi, Na, and
Ti, depending on the growth conditions. Detail of local structure, formation energies,

and related electronic levels will be presented.
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