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CHAPTER |

INTRODUCTION

1.1 Background and problems

Nowadays, wireless communication networks provide a variety of applications
such as Wireless Local Area Networks (WLANS), cellular networks or wirel ess sensor
networks. These wireless networks have lots of advantages in flexibility and mobility
for users compared with wire line systems. However, the transmission range of
wireless communication systems is limited due to signa attenuation (Sriploy, P., et.al,
(2013)). Therefore, nodes or sensors in the systems requires higher transmitting power
to compensate the mentioned attenuation. This requirement is not practical due to the
limited battery life time of nodes. To tackle the problem, a relaying technique has
been presented (Dohler, M. et.a, (2010)). The relay increases a transmission rangs by
sending the information among nodes which pass on the information to a base station.
Nevertheless, the relaying technique is ineffectiveness when the relaying network is
Situated far away from a base station. This is because the transmitted signal is
distorted when travelling through long distance. On the other hand, an array antenna
may be employed at individual devices in order to enhance beamforming gain
(Balanis C. A., (1997); Meerasri P., et.a, (2014); Innok A., et.a, (2012); Uthansakul
M. eta (2005); Bunsanit C. etad (2012) and Uthansakul P., et.a, (2011)).
Unfortunately, the installation of multiple antenna elements on a mobile terminad is
difficult due to its size and the requirement of limited power consumption (Rayal F.,

(2005); Kosanovic M., et.a, (2012) and Kaiser T., (2005)). Recently, a distributed



beamforming has been proposed to handle the problem (Lo Y. T., (1964) and Ochial
H., et.a, (2005)), which has many advantages such as a significant increase in
transmission range and enhancement of both energy efficiency and Signal-to-Noise
Ratio (SNR) (Amini S., (2015); Yang L. (2013) and Dohler, M. et.a, (2010)). Thisis
because the beamforming gain of distributed beamforming networks is N%, where N is
the number of transmitting nodes in distributed beamforming networks.

The distributed beamforming concept is similar to smart antennas but the
position of antennas (or nodes) is random. Also, it could be said that the distributed
beamforming is similar to virtual array antennas in which each node sends the same
data at the same time to base station (Yao K., et.a, (1998)). The transmitting nodes
have to perform the carrier phase synchronization so that the transmitted signals are
combined at a base station. Otherwise, the phase offsets or phase errors among all
transmitted signals would reduce the power of combined signal at a base station.
Thus, phase synchronization is the key success for distributed beamforming networks.

Recently, several phase synchronization techniques have been proposed.
Those techniques can be divided into two general types which are closed loop and
open loop synchronization techniques (Mudumbai R., et.a, (2009)). The closed loop
technique needs some feedbacks from base station to adjust phase offsets between
base station and transmitting nodes. A one-bit feedback is one of the best techniques
for closed loop synchronization (Mudumba R., et.a, (2005); Mudumbai R., (2010)
and Rahman M. M, at.d, (2012)). According to this technique, every transmitting
node in the networks adjusts its carrier phase randomly. Then, all nodes transmit the
same data to base station. After the SNR of received signal is estimated at the base

station, one bit (0 or 1) is fed back to all nodes. The bit “0” means that SNR is worse



than before so that each node has to randomly adjust their phases again. While bit “1”
means that SNR is better so that all nodes have to update their latest phase adjustment.
Otherwise, all nodes do this closed loop technique again in order to update the best
phase adjustment. This technique requires a large number of retransmissions (or
feedback signal) from al nodes to a base station. In addition, this technigque requires at
least 5N iterations in order to achieve 75% guarantee of perfect or maximum
beamforming gain (Mudumbai R., et.al, (2009)). This may be considered impractical
as the battery lifetime of nodes or mobile terminalsis very limited. Moreover, closed-
loop feedback from base station to transmitting nodes may be unreliable when the
communication channel between base station and nodes is weak.

In order to overcome the mentioned problems, two open loop phase
synchronization techniques have been proposed to reduce interaction between the base
station and nodes, so called the master-slave and the time-slot round-trip techniques.
For the master-slave technique, a node in the network is selected as a master node
while al remaining nodes are assigned as slave nodes. The phase synchronization is
achieved by sending the reference signals between master and sSlave nodes
(Mudumbai R., (2007)). Alternatively, for time-slot round-trip technique, phase
synchronization among nodes is obtained by sending a reference data round between
nodes (Brown D.R., et.al, (2008); Ozil I. et.al, (2007) and Brown D.R., et.a, (2010)).
The idea is based on the equivaence of round-trip transmission delays through a
multi-hop chain between transmitting nodes and base station. According to these
procedures, the open loop techniques reduce the interaction among nodes and base
station. However, both master-slave and round-trip techniques require some feedbacks

from the base station. This interaction between nodes increases complexity to all



transmitting nodes. In addition, nodes require a special hardware such as the phase-
locked loops (PLLS) to obtain reference signal's when performing open-loop feedback
in order to achieve phase synchronization.

Alternatively, a zero-feedback technique for phase synchronization has been
lately proposed (Bletsas A., et.a, (2010) and Sklivanitis G., et.d, (2011)). This
technique does not require any feedback signal from the base station. All transmitting
nodes are also assumed as the conventional radio transceivers employing no specia
hardware. The utilized technique employs a carrier frequency offset between
transmitting nodes for the phase synchronization. However, the zero-feedback
technique requires a large number of packet retransmissions. For example, in case of
having 3 nodes, this technique requires at least 50 retransmissions (iterations) to
obtain a beamforming gain at 9.1 dB. Note that the maximum gain for this case is 9.5
dB (Bletsas A., eta, (2010)). In addition, the number of retransmissions
exponentially increase when the number of nodes increases. Thus, this technique is
also not practical.

From the above literatures, the magor disadvantage of existing phase
synchronization techniques, one-bit feedback and zero-feedback, is that they require a
large number of retransmissions. This requirement reduces the battery-lifetime of
mobile nodes. Also, the master-slave and round-trip openloop techniques require a
reference signa among transmitting nodes, which increases complexity for al
transmitting nodes.

To overcome these limitations, a Non-Feedback Distributed Beamforming
technique is proposed in this thesis. The proposed technique does not require any

feedback signal from base station or any interaction between nodes. A few number of



retransmissions from nodes, which is only the same as the number of beamforming
nodes, N, isrequired. This number isrelatively small comparing to the case of one-bit
feedback and zero-feedback techniques. The proposed non-feedback beamforming
employs an inverse matrix to extract the combined signal at the base station. The
concept of extraction is based on solving a linear equation using the inverse matrix
method (Kreyszig E., (1999)). After performing signal extraction, each extracted
signal is weighted for phase synchronization at the base station, instead of nodes.
Finally, the base station obtains a combined signal with maximum beamforming gain.
However, the retransmitted signals may be distorted due to phase variations when
travelling through the communication channel. To investigate the mentioned effect,
the phase variation effect in real circumstance is taken into account in this thesis.
Please note that the term use “non-feedback” is used to avoid any confusion with the
conceptual term defined for “zero-feedback” which has been presented in (Bletsas A.,

et.al, (2010) and Sklivanitis G., et.a, (2011)).

1.2 Thesisobjectives

(i) To study the basic principles and theories of the phase synchronization
for the distributed beamforming.

(i) To propose a new distributed beamforming technique which does not
require any feedback signal from a base station or any interaction
between transmitting nodes for the phase synchronization procedure.

(iii) To investigate the performance of the proposed distributed beamforming

technique in areal circumstance.
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Scope of study

(i) The phase of transmitting signals can be synchronized by utilizing the
proposed non-feedback distributed beamforimg.

(@i1) All simulation results are performed using MATLAB.

(iii) For simulation, the transmitting node’s location are uniformly distributed
in a network. The transmitting nodes and base station are equipped with a
single isotropic antenna. Also, the mutua coupling effect between nodes
is negligible because the antennas are sufficiently separated.

(iv) A testbed of the proposed non-feedback distributed beamforimg consists
of two transmitting nodes and one base station.

(v) The performance comparison between the proposed technique and a
system without phase synchronization are investigated.

(vi) The measured power and Bit Error Rate (BER) are considered.

Contributions

This thesis proposes the new distributed beamforming technique, so called

non-feedback distributed beamforming technique which the outcome can be

categorized asfollows::

(i) The proposed technique is attractive as it can be practically implemented
because it requires a few number of retransmissions and does not require
any feedback or reference signals from a base station.

(if) This thesis has presented the experimental study of received power and
BER for the proposed technique compared to a system without phase

synchronization.



15 Thessorganization

The remainder of this thesis is organized as follows. Chapter Il presents the
background theory including relay and beamforming technique which includes smart
antennas and distributed beamforming. This chapter presents that the distributed
beamforming is more interesting than the relay and smart antennas.

Chapter 11l presents the existing phase synchronization techniques for
distributed beamforming. This chapter presents that the existing phase
synchronization techniques have some drawbacks as they require a large number of
retransmissions, feedback signal and interaction among transmitting nodes.

Chapter 1V presents the proposed non-feedback distributed beamforming
which does not require any interaction between nodes and feedback signals. The
simulation results of the proposed technique are also presented in this chapter.
Moreover, the phase variation in rea circumstance is taken into account in this
chapter.

Chapter V presents the practical measurement of the proposed the non-
feedback distributed beamforming. A full testbed is constructed. The testbed
consisting of two transmitting nodes and one base station was developed under SDR
(Software-Defined Radio) technology. The experimental results revea that the
proposed technique provides the optimum beamforming gain. Furthermore, it can
reduce BER in the systems.

Chapter VI provides the conclusion of the research work and suggestion for

further study.



CHAPTER II

BACKGROUND THEORY

2.1 Introduction

Recently, wireless communication systems such as Wireless Local Area
Networks (WLANS) have gained lots of consideration into several applications in
various areas. This is because WLANS have advantages in terms of flexibility and
mobility. Moreover, it can support a high speed data transmission. However, WLANS
have a mgor limitation in terms of transmission range. Generally, the transmission
range is typicaly 30 meters for indoor communications and 100 meters for outdoor
communications. Therefore, this chapter discusses the relay and beamforming
technique which can tackle the mentioned problem. Figure 2.1 demonstrates a route
map of this chapter. Section 2.1 is an introduction of this chapter which presents the
limitation of communication range of WLANS. Then, some techniques for increasing
communication range are presented in the Sections 2.2, 2.3 and 2.4. Section 2.2
discusses the relaying technique which can increase communication range by sending
the signal among the relay nodes. Section 2.3 presents the theories of the array
antennas which are the basic theory of beamforming technique presented in Section
2.4. The beamforming technique can increase communication range by increasing a
directivity. Finally, Section 2.5 points out the advantages and disadvantages of the

relay and beamforming technique.
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Figure 2.1 Route map for Chapter II.

2.2 Relaying Technique

A relaying technique is a cooperative method in which the source node and
base station are interconnected by means of cooperative nodes (Dohler M. et.d,
(2010)). The cooperative relaying technique consists of source, destination and relay
nodes supporting the direct communication between source and destination. If the
direct transmission of a signal from source to destination is not successful, the
overheard signal from the source is forwarded by the relay to reach the destination via

adifferent path. Figure 2.2 shows an example of cooperative relaying networks where
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the direct communication between a WLAN access point in home #1 and a WLAN

access point

Figure 2.2 Relaying network in WLANS.

in home #2 is not successful. Thus, the WLAN access point in home #1 transmits a
signal viathe relays nodes such as laptop or mobile phone to the WLAN access point
in home #2. The relaying protocol can be classified into two groups as follows
(i) Amplify-and-Forward (AF) : AF is the ssimplest relaying protocol in
which each relay amplifies the received noisy signals and forwards them to
the base station. According to the noise component in the signas is also
amplified, thus the BER can be degraded (Issariyakul T., et.al, (2009)).
(i) Decode- and-Forward (DF) : The received signals are decoded by the
relay then the relay re-encodes signals and transmitted to base station,

also the received signals are amplified. The DF provides a higher quality
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signal over the AF. However, the DF has higher complexity in terms of
signal processing (Hwang K. S,, et.al, (2008)).

According to these procedures, the relay can extend a communication range by
interconnecting among nodes. However, the relaying technique is ineffective when
the relaying network is situated far away from base station. As seen in Figure 2.2 if
the network has no any relay node between home and street. Then, the base station
cannot transmit signals to the nodes on the street. In this case, the beamforming
technique is more attractive in which it can point the main beam to the desired
direction. The next section presents the array antennas which are the basic theory for

beam formation.

2.3 Array antennas

Array antennas are a set of individual antenna elements which are connected
together (Bletsas A., et.al, (2010)). The signals from the antennas are combined in
order to improve the directional characteristics. The array geometry can be roughly
classified into three types e.g. linear, planar and circular array.

23.1 Linear array

The linear array is the simplest array geometry. All antenna elements
are aligned along a straight line. Figure 2.3 shows a linear antenna array which has N

antenna elements. The element spacing, d, can be usually calculated by

d :E’ (2.1

where A is the wavelength.
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For simplification, we assume that all elements have a uniform inter-element spacing

and have an equal transmitted power. Thus, we can derive the array factor in the far

field region as follows

Figure 2.3 N-element linear array.

AF =1+ e+j(kdsinq+b) +e+j2(kdsinq+b) | +e+j(N—l)(kdsinq+b)

_ % ej(n—l)kd (sing+b)
n=1

N .
_y el (2.2)

n=1

where § = kdsin + [3, 6 is an angle as measured from the z-axis, k is the wave number
where k = 2n/A and [ is an electrical phase difference between two adjacent antenna
elements. The most common mode of operation for linear array is in the broadside

mode, thus 8 generally is 0. In the case of end-fire linear array, the phase differenceis
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that B = -kd. In the case of smart antennas, the phase difference is that § = -kdsingg
where 0y is the desired direction.
The array factor appeared in (2.2) can be expressed in a compact form

by multiplying both side of (2.2) by € asfollows

(AF)eY =V +e¥ +e¥ 4. +e¥ NV eV (2.3)
Subtracting (2.2) from (2.3), the array factor is reduced to

(AF)(EY 1) =(-1+e"V), (2.9)
which can be rewritten as

Ny
AF-|& 1
e¥ -1

_ ollN-0r2y {ej('\”%’ _giNr2y }

ej(llZ)y - e—j(llZ)y

=

sin| —y j
i[(N-D/2) ( ' (2.5
sin[

/)

If the reference point is at the physical center of the array then the array factor of (2.5)

=e

NIRN

can reduce to
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=
<
N—

sin(
AF =| —2 2

Sin( yj . (2.6)

In the case of having asmall {, the (2.6) can be minimized to

NN

: Nj
sin| Y
AF | —————=|. 2.7
y (2.7)
2

As the maximum values of (2.6) and (2.7) equal to the number of e ements, N, we

need to normalize the array factor as follows

2
N o (1 ) (2.8)
S
or
| (2.9
2

According to (2.9), Figure 2.4 presents the radiation pattern of linear
array where the number of antennasis 4, d = M2 and the direction of propagation, 6, is

45°. Therefore, the phase difference among the antennas is = -kdsind5° which



Angle (degrees)
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cosg = X-f = X-(Xsing cosf + ysingsinf +Zcosq ) =sing cosf , (2.10)

4 Direction of propagation

ro

W_<

Figure 2.5 N xM rectangular planar array.

where X, yand Z isthe unit vector in the x, y and z direction, respectively. The f is
the unit vector in the direction of propagation, y isthe direction of propagation, 6 is an
angle as measured from the z-axisand f is an angle from the x-axis on the x-y plan.

For this case, the array factor on the x-axis can be written as

M
_ j(m-1)(kd, cosg+b, )
AF, =>1.e

m=1

— i Imej(m—l)(kdxsinq cosf +b,) , (211)
m=1
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where M is the number of antennas on the x-axis, I, is the excitation coefficient of
each antenna element on the x-axis as shown in Figure 2.5, dy is the inter-element
spacing on the x-axis, y is the direction of propagation, k is the wave number, B4 is an
electrical phase difference between two adjacent antennas on the x-axis, 6 is an angle

as measured from the z-axisand f is an angle from the x-axis on the x-y plan. For this

case, the array factor on the y-axis can be written as
o j(n-1)(kd, sinq cosf +b, )
AFy:ZIne y y (212)
n=1

where |, is the excitation coefficient of each antenna element on the y-axis as shown
in Figure 2.5, dy is the inter-element spacing on the y-axis, Kk is the wave number and
By isan electrical phase difference between two adjacent antennas on the y-axis. Thus,
the array factor for the entire planar array can be obtained by multiplying (2.11) with

(2.12) asfollows.

N M
i i j (n-1)(kd, sinq cosf +b
AF :zlln |:Z|mle](rml)(kdxschosf +bx):|el(n 1)(kdy sinq cosf +by ) (2.13)
m=1

n=1
We assume that the excitation coefficient of each antenna element isequal. Thus,
[ (2.14)

In addition, the excitation coefficients of the entire antennas are uniform, I, = lo, thus

(2.13) can be expressed as



N

M
i(m= i j(n-1)(kd, sinq cosf +b,,)
AF — | e](m 1)(kd, sing cosf +bx) el y y

n=1

m=1

300

O)
el

g4
5
o O
m(
=
Q
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=

kd, sinq cosf +b,
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y , =kd sinqcosf +b_, (2.18)

According to (2.16), we can simulate the radiation pattern of the 2x2
rectangular planar array as shown in Figure 2.6 where the element spacing, dx and dy,
are both equal to M4. The direction of propagation as measured from the z-axis is
assumed as 6 = 90° and the direction of propagation as measured from the x-axis is
assumed as f = 45°. According to (2.17) and (2.18), the phase difference of each
element is By = kdsin90°cos45° and By = -kdysin90°cos45°. Subtracting the phase
different values into the array factor (2.15), we obtain the maximum value of array
factor in the direction of 45°. Therefore, the main beam can be pointed to the 45° as
we can see in Figure 2.6.

2.3.3 Circular array

In circular array, the antenna elements are located in a circular ring

which is shown in Figure 2.7. The N antennas are located at the radius of a with the

phase angle, f , where the direction of propagation is 6. As we consider far-field
conditions, the position vectors T and T, are paralel, thus, the unit vector in the

direction of propagation of each array can be calculated by

r,=cosf X+sinf V. (2.19)

The unit vector in the direction of the far-field point can be calculated by

f =sing cosf X+singsinf y+cosqz. (2.20)
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Figure 2.7 shows that the distance T, is less than the distance r by the scalar

projection of r_ . Thus,

r,=r—ar, -f,

L Direction of propagation

/
V<

|
|
|
|
|
|
|
|
|
|
|
|
:
|
n

Figure 2.7 Circular array of N-elements.

where

~

r,-r=singcosf cosf  +singsinf sinf |

=sinqcos(f —f,).

Finally, the array factor of circular array can be calculated as follows

AF = Ze—j(kar}r%dn)

(2.21)

(2.22)
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N . : :
AF = Z e—]{ka[smq cos(f —f , }-sindg cos(f o ) |} . (2.25)

n=1

According to (2.25), we can simulate the radiation pattern of the circular
array as shown in Figure 2.8 where the number of antenna elements is 10 and the

radius, a, is A. Also, the direction of propagation is 8p = 90° and f ,= 45°. Thus, the

phase difference between element is d, = 2psin90” cos(45' - ).

24 Beamforming Technique

The beamforming is the method used to create the radiation pattern of the
antenna array by constructively adding the phases of the signals in the directional
signal transmission or reception (Rivas M., (2010) and Gross F. (2005)). The
beamforming can be used in various applications such as in mobile networks. The
base station deploying beamforming can point its main beam to a desired direction
and point the nulls to the interference as shown in Figure 2.9. According to this
capability, beamforming has | ots of advantages as follows

() Enhance the coverage area.

(i) Reduce the transmitted power.

(iii) Reduce co-channel interference and multipath interference.

(iv) Provide high security.

(v) Improve system capacity.

Beamforming can be divided into two genera types which are smart antennas
(or conventional beamforming) and distributed beamformer (cooperative

beamforming).
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Figure 2.9 Base station in amobile network with beamforming technique.

24.1 Smart antennas

The smart antennas are the systems of antenna array having smart
signal processing used to calculate a beamforming algorithm (Liberti Jr. J. C., et.a.
(1999)). The first smart antennas were developed in early 1980s for military
communications and intelligence gathering such as radar communication. In the
1990s, smart antennas were developed for upgrading to digital radio technology in the
mobile phone, indoor wireless network and satellite broadcasting.

The smart antennas consist of two magor parts. array antennas and
signal processing. The systems of antenna array receive/transmit the spatial signals.
Then, the signal processing identifies a spatial signal signature such as the Direction
of Arrival (DOA) of the signal used for calculating the beamforming vectors. The
simple beamforming of two linear antenna array is shown in Figure 2.10 which can be

calculated by starting the received signals as follows
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Combiner
* Output, Yout

Figure 2.10 2x1 smart antenna systems.

1Ajej kdsmq n— l 1Aj (226)

and

y —W Ahe j(kdsing)(n— l) Zp\je j kdsmq)' (227)

where y; and y, is the received signal of antennas #1 and #2 respectively, k is the
wave number, k = 21/A, 0 is the direction of desired signa as measured from the z
axis, d is the distance between antenna elements and A4 is the desired signal which

comes in direction of 8. Thus, the output signal, you:, can be calculated by

Yo = Y11 Y2
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“w(A) (A )

= A (W wpe 09509, (2.28)

We need a beamforming vector which provides the maximum beamforming gain (or

combined signal). Thus, the optimum weighing coefficient for (2.28) is

w, = e (2:29)
and

w, = e/t (2.30)

Subtracting the weighing coefficients shown in (2.29) and (2.30) into (2.28), we

obtain the maximum output signal as follows
You = Ay (€17 + e 100sIgll0sn)) _ o p (2.31)

This section shows that smart antennas may be employed at the mobile node in order
to enhance beamforming gain. Unfortunately, the instalation of multiple antenna
elements on a mobile terminal is difficult due to its size and the requirement of power
consumption. Therefore, a distributed beamforming has been recently proposed to
handle the problem which will be discussed in next section.

2.4.2 Distributed beamfor ming
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The distributed beamforming concept is similar to smart antennas but
the position of antennas (or nodes) is not fixed. Also, it could be said that the
distributed beamforming is similar to a virtual array antennas in which each node

sends the same data at the same time to base station (Yao K., et.a, (1998)). The

transmitting nodes have to perform the carrier phase synchronization so that the
transmitted signals are constructively gained when combined at base station. Thus, the
distributed beamforming requires only one antenna per node.

The average received power of the distributed beamforming can be

calculated by

E[P:]=1+(N-1)(E[cosf]), (2.32)

where E[] is an expectation operator, N is the number of transmitting nodeand f | is

the phase of received signal from the n transmitting node. The (2.32) shows that the
phase synchronization is the key success for distributed beamforming networks as the
phase offsets or phase errors among all transmitted signals can reduce the power of
combined signal at base station.

Figure 2.11 shows the distributed beamforming networks in which the
location of each transmitting node, (rn, Yy) israndom (Ochia H., et.al, (2005)). The N
collaborative transmitting nodes are located in (X, y) plane where n stands for node
index (n=1, ..., N). The node location is uniformly distributed in a specified region.

Also, nodelocation is denoted in polar coordinate whichis expressed by radius of
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d, (f ,q):\/A2+rnZ—2rnAsinq0 cos(f,-y ,). (2.33)

where A is distance between the center of network and base station, r, is a position of
n™ node in terms of radius, y . Is a position of n™ node in terms of angle, g, isa
direction of base station as measured from the z-axis and f, is a direction of base

station as measured from the x-axis. Then, the initial phase of each transmitting node

can be calculated by
2
v =—Ld (f,.0,). (2.34)

According to (2.33) and (2.34), we obtain the array factor as follows.

.2
N iPd,(f )

F(f.alry ):%Zejy"e !

n=1

: (2.35)

where n is a number of node, y . is a position of n" node in term of radius, d, is

distance between the "™ node and the base station and \ is wave length of operation
frequency.
Assuming that the far-field condition when A > ry, the (2.34) can be

rewritten as

d,(f.q)=A-r,sinqcos(f -y ). (2.36)
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Thus, the far-field beam pattern in the case of using closed loop is approximated by

1N '?irn[gnqowqfoﬂn)—énqwif—Vn)]

F(f ,q|r,y)zNZe]

n=1

(2.37)

Alternatively, in the case of using open-loop reference signal, the
initial phase (2.34) can be rewritten as

P! =2|—|OrnsinqO cos(f,-y ,)- (2.38)

n

Then, we obtain the array factor as

N

2
FT(f .q |r,y ):%Zej\ygeJl dy(f )

n=1

N 29

1 = A-rysing cos(f -y |, )+, singg cos(f oy ) ]
2.8

_ ejzlpAiZN:ejzlprn[anocos(fo“y n)-sing cos(f -y )]

n=1

, (2.39)

where N is the number of node, A is distance between the center of network and base
station, T, is a position of n™ node in terms of radius, y , Is a position of n™ node in
terms of angle, q, isadirection of base station as measured from the z-axisand f , is

a direction of base station as measured from the x-axis. Equation (2.37) and (2.39)

show that the array factor of distributed beamforming resembles to the array factor of



30

circular array as discussed in Section 2.3.3. However, the location of each node is not
fixed.

Using this assumption, the node location (r,, n) is uniformly
distributed in the radius of network R as shown in Figure 2.11. Therefore, the

probability density function (pdf) of r,, and ), are given by

frn(r)zé, O<r<R (2.40)
and
1
f, (v )=5 -p <y <p (2.41)

As the base station is assumed at the same plane of other nodes, thus g, =p/2. Then,

the array factor (2.39) can be rewritten as

i J—r sm[ ot ]Sjn(yn—%]
e

n=1

F(flry)

Z||—\

j4p— sm(f fjr sin(y™,)

l N
—Ye : (2.42)
N n=1

where r, =r /R andy", =y , —((f , +f )/2). Also, the compound random variable is

2,=1,sn(y ). @43

which has the probability density function (pdf) of
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f, (z)sz\/l— 7z, -1<z<1 (2.44)

According to (2.42) and (2.43), we obtain the array factor as follows

(2.45)

where R~ R/l is the radius of network which normalized by wave length and f is

the direction of the base station. Finally, the far-field beam pattern can be defined as

P(f 12)=[F(f |2)f
=F(f [2)F"(f |2)

i4p Rsm[

1 N N
sze

n=1 =1

1 1.8 at)mse ol
:_+erla( )aneﬂa( )% (2.46)

~ . (f,—f
where a (f )z4pRsm( 02 j
Figure 2.12 shows the radiation pattern of the distributed beamforming

with perfect phase synchronization which obtained by (2.46) where the number of

transmitting node N is 16, the radius of network R=1and the direction of base

station



¢ [degrees]
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where d, is distance between the n™" node and the base station and @, is the phase
offset due to the imperfect phase synchronization. According to the phase offset is
assumed as independent and identically distributed (i.i.d.) random variables. Then,
from (2.35) to (2.38) and (2.45), the far-field array factor with 8 = 6y = /2 can be

given by

(T )
12n4pRsm[ 02 jﬂ n

F(f|zj )=%§;e (2.48)
Then, we obtain the average beam pattern as follows
Pu(fF)=E,; {P(f 2] )}
Ly zwzm e, (249)

where E,; {P(f |zj )} is the expectation of radiated power, P(f |zj ) presented in

(2.46) and€ isthe attenuation given by phase offset, ¢n, which can be calculated by

D

g = , (2.50)
S
G

where 1(x) is the m"™-order modified Bessel function of the first kind and sz is the

variance of the phase noise which related to the loop Signal-to-Noise Ratio (SNR) of

the Phase Lock Loop (PLL).
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For the open loop case, the initial phase of n™ transmitting node in the

case of B8y = /2 can be rewritten as follows

n

gl = 2|p (r,+dr )cos(f,—(y , +dy ,))

=|£rncos(fo—(yn+dyn)) 2pdr cos(f,—(y ,+dy ). (2.51)

where dr, and i, are the random variables of estimated node location error which are
assumed to be independent and identically distributed (i.i.d.), then, the far-field array

factor approximation is

N =
_ %ZN: ej{zlp A+£T—p {sn(y | fo+f2-dy ]sin(foffzfdy ]}rzlfpdrncos(y n—(fo—dy ))} . (252)
n=1
Lety’ =y ,—(f +f,—dy ,)/2. Thus, theright-hand side of (2.52) is given by
s sin[ (o= ). 2P, N ]*M
(f|r,ydydr ;ZN:G{AI ”Y{zJ,dco{y 2)}
e S N

According to (2.39) and (2.53), we obtain the beam pattern as follows



35

P(f lzv.dy )=|F(f |2)

N N _japRlzsn[ o0, oI o=, 20y
:i+izzzej {Zn ( 2 jq ( 2 ]}ell(” ), (254)
N N n:l::l
where
~r—”siny
% R n
.o dy , f+f,
=f sin +—=—"L—-—21, 2.55
SRUIER o9
and
v, =dr, cos(y~n+%j
2
=dr,cos(y ,+dy ,—f,). (2.56)

According that the location of each node is uniformly distributed, the y™, can be seen

as a uniformly distributed random variable, thus the pdf of z,, (2.55), corresponds to
(2.44). The v isuniformly distributed over [-1, 1] and dryis uniformly distributed over

[-rmax, Fmax] - Therefore, the pdf of v, can be given by
f, =——1In[1+ 1—[Lj —In—|, |v|£rmax (2.57)
" r r

According to (2.44), (2.53) and (2.57), the average beam pattern can be written as
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()= 41 o Ol 259)

Jl(4p|fesjnf‘gynj
dy - _
2pRsinf gy

(2.59)

n

According to oy, is uniformly distributed over [-Umex, Umad ~and

sin(f +dy ,)~f +dy ,, the (2.59) can be rewritten as

+—(1+—] .F (%;S,Z;—(p R(f +y max))zJ (2.60)

where Fq(X) is the generalized hypergeometric function where p is a parameter of

type 1 and q is parameter of type 2 of a hypergeometric serie.
If no loss generdity, f, = 0, was assumed, the (2.60) can be rewritten

as follows

13, ( R
(S n (261
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From (2.58), e, isthelocation error in terms of radius which can be calculated by

1 142
= pEJ.COS[Z—p rmaxt)|n£
0

1.3 (1Y
=1F{§.L§,—(p l—j } (2.62)

Figure 2.13 shows the average beam pattern which affected by the
estimated radius error, dry,, obtained using (2.58) and (2.62). For this case, the system

is assumed to have an errors free in phase estimation while estimation error in

network having radius r, is assumed as I,/ =01, r./l =05 and

la/l =1.0. The obtained results show that the main beam’s gain is extremely
degraded when error in radius estimation is occurred. The main beam’s gain is
degraded by 6%, 81% and 98% when the estimation error in network radius is

Fa/l =01, 1. /1 =05 and r,, /! =1.0 respectively. This is how to calculate

the percentage degradation. For example in case of havingf,., /| = 0.5, the ratio of

main beam is approximately 0.19 or 19%. Thus, the degradation of main beam’s gain
is100-19 = 81% or 0.8.

Furthermore, some examples showing an effect of estimation error in
phase are shown in Figure 2.14. For this case, the estimation of nodes location in

terms of radius ry, is assumed to be perfect. Also, the estimation error in phase oy, is

assumed as R/ .o/l =01, Ry ./l =05 and Ry .../l =1.0. The obtained
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results show that the directions of obtained main beams deviate from the direction

of destination

0.8

o
o

Power [ratio]
o
»

0.2

Figure 2.13 Average beam pattern with imperfection in network radius estimation, rp.

(f, = 0°). The deviated main beams are approximately at 3°, 15° and 30°. Thus, the
main beam’s gain is degraded by 2%, 48% and 96% respectively comparing to the
optimum beamforming. This is how to calculate the percentage degradation. For
example in case of having R/ /| =0.1, the ratio of main beam is approximately
0.02 or 2%. Note that the maximum normalized power of main beam is denoted as 1.0
or 100%. For the case of R/ ./l =0.5, the ratio of main beam in direction of

destination is approximately 0.52 or 52%. Thus, the degradation of main beam’s gain

is 100-52 = 48% or 0.48. Regarding these simulation results, we can conclude that the
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imperfection in network radius estimation degrades main beam’s gain while the

imperfection of phase estimation deviates the direction of main beam.

Degradftion =~2%

- RWma)Jk=0
—*—Rv__ /=01
——Rv__ /=05

0.8]1

o
o

6%

o
o~

Power [ratio]

0.2

Figure 2.14 Average beam pattern with imperfection in phase estimation, .

For the case when both of estimated radius and phase are imperfect.

Figure 2.15 shows the contour plot of degradation of main beam’s gain when the
imperfection of estimated radius r,, /I and estimated phase R/ ., /I is assumed.
This figure is obtained using (2.58), (2.61) and (2.62). From the figure, we can alow

the imperfection of estimated radius and phase not lower than 0.2 and 0.4 in order to

limit the degradation within half-power beam width.

The results in this section present that the estimated node location error

or phase synchronization error can degrade the beamforming gain. Therefore, phase
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capacity and reduce the transmitted power. The beamforming can be divided into two
genera types which are smart antennas and distributed beamforming. However, the
distributed beamforming is more interesting as it requires only one individual antenna
element a a transmitting node to perform beamforming. Thus, the distributed
beamforming is suitable for a mobile node or termina. In the distributed
beamforming networks, each transmitting node sends the same data at the same time
to base station. The transmitting nodes have to perform the carrier phase
synchronization so that the transmitted signals are constructively gained when
combined at base station. Otherwise, the phase offsets or phase errors among all
transmitted signals would reduce the power of combined signal at base station.
Section 2.4.2 presents the performance of distributed beamforming with imperfect
phase synchronization. The results show that the main beam’s gain is extremely

degraded when error in radius estimation is occurred. The directions of obtained main
beam deviate from the direction of destination (f, = 0°) when the error in phase
estimation is occurred. Therefore, phase synchronization is the key success for

distributed beamforming networks. The major phase synchronization techniques will

be discussed in next chapter.



CHAPTER I11

PHASE SYNCHRONIZATION FOR DISTRIBUTED

BEAMFORMING

3.1 Introduction

As phase synchronization is the key success for distributed beamforming
networks, lots of phase synchronization techniques have been proposed so far. These
techniques can be divided into two general types which are closed loop and open loop
synchronization techniques (Mudumbai R., et,a., (2009)). The closed-loop technique
needs feedback signals from base station to adjust phase offsets among the
transmitting nodes. The open loop technique needs the interaction among nodes with
only a minimal feedback signaling from base station. The base station may smply
transmit an unmodulated sinusoidal beacon to the transmitting nodes. Then, the
transmitting nodes use the received beacon signal to achieve an appropriate phase
compensation for beam formation. Figure 3.1 demonstrates a route map of this
chapter. Section 3.1 is an introduction of this chapter which presents the categories of
synchronization techniques. A closed-loop phase synchronization called one-bit
feedback technique is presented in the Sections 3.2. The open loop phase
synchronization called master-slave and round-trip techniques are presented in
Sections 3.3 and 3.4, respectively. The section 3.5 presents a zero-feedback phase
synchronization technique which does not require any feedback signal from base
station. Finally, Section 3.6 points out the advantages and disadvantages of the

mentioned phase synchronization techniques. Note that some symbols appeared in the



Sections 3.2 to 3.4 are changed from the literatures for the sake of continuation for

thisthesis.

Chapter 3
Phase Synchronization for
Distributed Beamforming

!

3.1 Introduction

Closed loop Open loop

Y

3.3 Master-dave 3.5 Zero feedback

__________________ ! #

|
|
1 3.4 Round-trip
|
|

w

N

Q

P

o
g8

o

8

8

3.6 Chapter summary

Figure 3.1 Route map of organization in Chapter I11.

3.2 One-Bit Feedback Phase Synchronization

A one-bit feedback is one of the best techniques for closed-loop phase
synchronization (Mudumbai R., et.a, (2005); Mudumbal R., (2010) and Rahman M.
M, at.a, (2012)).The one-bit feedback technique can be considered as a distributed
version of a stochastic approximation algorithm. Figure 3.2 shows a configuration of
distributed nodes having a number of transmitting nodes employing the one-bit

feedback phase synchronization technique. For this technique, each node transmits the



same signal with individua random phase to base station. The transmitting signal can

be written as

(R

Qj Qj @f<eed
o7 of .

Distributed
Beamforming Networ k

Base Station

Figure3.2. Configuration of distributed nodes employing the one-bit feedback

phase synchronization technique (Mudumbai R., (2010)).

s, (t)= Ax(t)e ) (3.1)

where w_ = 2p f_isacarrier frequency, Ais carrier amplitude normalized to unity, A =

1, for al transmitting nodes, x(t) is the data message and 6, is the initial phase of n™

transmitting node. Then, the received signal at the base station is

N . .
Y =x(1)D a,Ae!" o) (3.2)
n=1
where N is the number of transmitting nodes, aj, is the attenuation in channel between
n"™ node and base station where o, = 0, Yy, is an unknown phase offsets from different

local oscillators and @, is the phase offset affected by the channel. According to (3.2),
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the beamforming gain depends on the phase alignment of q,+9,+] ,. Thus, the

objective of this technique isto align the phase of al transmitting nodes using one-bit

feedback signal. The received signal at i retransmission can be written as

N . .
Y =x(t) Y a,Ae/ gl (3.3)

n=1

where @ =q,+0, +] ,is the phase at the receiver corresponding to the signal from

n™ transmitting node and d.; is the random phase perturbation for an appropriate

phase compensation of n™ transmitting node and i retransmission.
After the base station receives the combined signal, Y, for the 1% time (n = 1)
as shown in (3.3), the base station records the received SNR of Y;. Then, dl

transmitting nodes retransmit signal Y, with a new random weighting coefficient,

d After the SNR of the received signal is estimated at base station, one bit (O or 1)

ni+l*
is fed back to all transmitting nodes. The bit “0” means that SNR is worse than before
so that each node has to randomly adjust their phases again. While bit “1” means that
SNR is better so that al nodes have to update their latest phase adjustment. Otherwise
al nodes do this closed-loop procedure again in order to update the best phase
adjustment. Thus, the best known phases at the transmitting nodes are updated as

follows

(3.4)

qn,i +dn,i1 YI >Y_be$i
Gnia = otherwise

n,?’

where Y _best; isthe highest indicated signal strength which can be denoted by
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Y _best, = max, (3.5
Simultaneously, the base station also updates its record of the highest received signal

strength as follows

Y _best; , = max (Y _best;,Y,) (3.6)
Therefore, we can summarize the basic concept of the one-bit feedback technique for
oneiteration as follows.

(i) Eachtransmitting node adjustsits carrier phase randomly.

(i) All transmitting nodes simultaneously transmit their signals to the base
station as a distributed beamformer.

(iii) Base station estimates the SNR of the received signal.

(iv) Base station broadcasts one bit back to the transmitting nodes indicating
whether its SNR is better or worse than before so that the transmitting
nodes can properly adjust their phases. If it is better, all nodes keep their
latest phase adjustments, otherwise all transmitting nodes undo their latest
phase adjustments and retransmit signal with a new random weighting
coefficient.

Figure 3.3 shows the convergence behavior of the phase anglesin asimulation

of the 1-bit feedback algorithm with 10 transmitting nodes (Mudumbai R., (2010)).
As we can see, the 500-iteration provides the phase of each nodes within 45° to 60°.
That means the phase offset among the transmitting nodes is 0° to 15° which provides

the beamforming gain at 97% of maximum value. The beamforming gain can be

calculated utilizing the (2.32) as E[P;]=1+(N —1)( E[cosf,,]) where f | isthe phase



0 iterations 10 iterations
1 0 1 0
1 0 1 0
18 0 18 0
21 0 21 0
2 2 0

50 iterations
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where @, is the attenuation by channd, x:E[cos(dm [|])] and

ro=x- E[cos(de [|])] The I (y(1-%)/s y[i]) in (3.7) can be calculated asfollows.

X2

1(x)= %pe_z - xQ(x) (3.9

where Q(x) denote the complementary comparative distribution function of a standard
Gaussian random variable which can be calculated by
R

Q(x)= T—ezdt (3.10)

V2

Figure 3.4 (&) shows the beamforming gain y[i] with a several number of

iteration, i, which obtained using (3.7) and Monte Carlo simulation where N = 10

transmitting nodes and the phase perturbation, d,, , is distributed over the range from

-31.6° to 31.6 °. Note that the dot line denotes the standard deviation of [Y _best, ]/N

which converges to zero as N increases. The results present that the one-bit feedback
technique requires at least 100 iterations in order to achieve 90% guarantee of perfect

or maximum beamforming gain. Figure 3.4 (b) shows the beamforming gain y]i]
where N = 100 transmitting nodes and the phase perturbation, d,; is distributed over -

10° to 10°. The simulated results present that the one-bit feedback technique requires
a least 1,000 iterations in order to achieve 90% guarantee of perfect or maximum

beamforming gain. In addition, the system requires at least 10,000 iteration when the
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may be unreliable as the communication channel between base station and nodes is
usually unstable.

In order to overcome the mentioned problems, two open-loop phase
synchronization techniques have been proposed to reduce interaction between base
station and nodes. master-slave and time-slot round-trip techniques. The master-slave
open-loop phase synchronization technique is presented in the Section 3.3 and the
time-slot round-trip open-loop phase synchronization technique is presented in the

Section 3.4.

3.3 Master-Save Phase Synchronization

Figure 3.5 shows the configuration of nodes employing a master-slave phase
synchronization technique. A node in the networks is selected as a master node while
all remaining nodes are assigned as slave nodes. The phase synchronization is
achieved by sending the reference signals between master and slave nodes (Mudumbai
R., (2007)). The algorithm of the master-slave technique can be written as follows.

Step 1. The master node has a local oscillator which generates a sinusoid
signal to al slave nodes as shown in Figure 3.6. The transmitted sinusoid signal can

be written as follows

Co (1) =R(& (1)) (3.11)

where ¢, (t) = e/ w =2p f_and yo is the (reference) phase of master node. The

authors simply sets the constant yo to zero for simplicity. They have also assumed that
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the local communication channel between master and slave node has alarge SNR and

ignored areceiver noise in the channel.

Step 2: The n'™ slave node receives the signal transmitted by master node as

l
I
1
\
\
\
\

g Slavenode T\ . A
Master node yj \ @ase Station

(R

D|str|buted
Beamforming Networ k

Figure3.5

Configuration of distributed nodes employing a master-slave phase

synchronization technique.

Cro (1) = R (oo (1))

where y, is the phase offset between the master and n™ slave node. An is the

=91 A€/t ) (312)

amplitude of the received signal form n™ slave node which was set to be unity for

simplicity. The "™ slave node uses the signa (3.12) as an input to a second-order

phase locked-loop. Thus, the steady-state Voltage-Controlled Oscillator (VCO)

output can be used as a carrier signal consistent across al nodes as presented in

Figure 3.6. This signal provides the information of phase offset between the master

and n™ slave node, Y.
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Step 3: The n™ slave node transmits the (uncompensated) VCO signal (3.12)
back to the master node. The summary of the forward and reverse master-slave

channelsimply that the signal at master node can be written as

_ j(wet+go—29;)
c1(t)=AR(Ae ) (3.13)
Master Node

|

o Reference |

Oscillator

|

|

N Phase offset |

TNA & estimation |

N [

|

Phase !

,,,,,,,,,,,,,,,,,,, Compardtor |

,,,,,,,, SaveNode o
|
< Phase !
: noise Comparator :
! ST ] Loop I
| L LNA | Filter !
| |
: I
|
I I
|

| LNA FL i
e e e e AN P Ve, o _ e ZefaJ

Figure3.6  Round-trip phase calibration for master-slave technique

(Mudumbai R., (2007)).

where A, 1 is the received signal amplitude at the master node, A, 1 was Set to be unity
for smplicity.
Step 4: The master node estimates the phase difference between the received

signal from slave nodes (3.13) and the transmitting sinusoid signal (3.11) as
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Af  =(2g,mod2p ) (3.14)

where mod means the modulo operation. Thus, the estimated value of the offset, yp,

can be written as

9, =—" (3.15)

Step 5: After the offset, y,, is estimated, the master node transmits this
information back to al slave nodes. Then, the n” slave node has cdibrated carrier

signal, cy(t), which uses to perform channel estimation and beamforming as

—_e (3.16)

where f °is the estimation error in the phase calibration which obtained by the (3.12)
and (3.13), f ° =g, -9, .

Step 6: In order for the transmitting nodes are able to beam towards the base
station, the information about the direction of the base station is required. Using
channel reciprocity allows the network to achieve this information. Thus, the base

station transmits an unmodulated carrier signal as

g(t)=m(g(t)):m(e"<wc“f°)) (3.17)
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where w,=2p f_ and f is phase of unmodulated carrier signal which is just a

constant scaling term and adds no relative phase errors between sensors.

Step 7: Each transmitting node independently demodulates its received signa
appeared in (3.17) using cy(t) which obtained by (3.16) to get an estimated Ii of its

own complex channel gain as

A

A - mei(—f?fﬁ (3.18)

where f ! isan effective phase noise.

Then, the transmitting nodes use the synchronized carrier signal (3.16) and the
channel estimate (3.18) to modulate the transmitting signal for beamforming. The
slave nodes obtain their carrier signal from the VCO that is synchronized to the
reference signa from the master node. However, it is not possible for the slave nodes
to receive a synchronization signal from the master node while they are transmitting.
Therefore, the VCOs of the slave nodes need to operate in an open-loop mode as
shown in Figure 3.7. In the open-loop operation, the slave’s carrier signals obtained
from the VCO undergoes uncompensated a phase drift because of internal oscillator
noise and overtime. Thus, the different save carriers drift out of phase. This motivates
the time-division duplex mode as shown in Figure 3.8, where the master node
periodically transmits a reference carrier signal to resynchronize the slave carriers in
order to keep the total phase error bounded. The noisy carrier signal used by the n

slave node for modulation can be written as
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R(c, (t)e' ")

. (ej(wct+f§+fﬁ(t))) (3.19)

where f?(t) is the phase drift of n" slave which occurs from the uncompensated

VCO. Figure 3.9 shows the simulation of oscillator phase drift where N, is the phase

noise

Rx sync signdl
from mater node

’i Tx beamforming
/\j\ to Base Station

Phase
Comparator
L oop filter
JTN A T
TX/Rx —
C{ ( t ) f’i Tx/Rx
<

Modul ator

Figure 3.7 Schematic of a slave node for master-slave technique

(Mudumbai R., (2007)).
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power, T1 and T, are time-dot duration as shown in Figure 3.8 and w, is the natural
frequency. The result shows that the phase drift can be 35° at the time of 5x107
seconds. This parameter can degrade the beamforming gain.

Step 8: After modulation by carrier signal (3.19), n slave node applies a
complex amplification (3.18) to compensate the channel and transmits the fallowing

signa

=R (Rm(t)c, (1)) (3.20)

Then, the received signal at the base station is given by

r(t):%(imén(t)+n(t)j

n=1

:m(m(t)gmﬁ:ﬁn (t)J

N ) h oore sd
:SR(m(t) |hn|ze](wctfn+2fn+fn(t))j (321)

n=1
where h,, is the complex channel gain, N is the number of transmitting nodes, n =1, 2,

3, ..., N, m(t) is the transmitting message, f | (t) is the uncompensated VCO phase

drift of slave n"is transmitting, f " isan effective phase noise and f ; is the estimation

error in the phase calibration.
The (3.21) presents that the master-slave technique can remove the phase

offset between node, ¢,. However, the estimation error in the phase calibration, f ¢,
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destination is receiving the sum of two carriers, modulated by the common message,
after they have propagated through circuits with identical phase shifts.

For clarity of exposition, the protocol for the case with two transmitting source
nodes is assumed. In this case, the time-dotted round-trip carrier synchronization
protocol has atotal of four timeslots.

For time slot 0 (TS 0): The destination transmits the sinusoidal primary beacon

to both sources. Both sources generate phase and frequency estimation from their

local observations. The transmitting beacon signal can be written as follows
X (t)=cos(W(t—t,)+fy)  te[ty,ty+T,] (3.22)

where Ty is a duration of transmitting beacon from the destination to both sources.

Then, the received signal at each source node can be written as

Yo, =0, cos(w(t—(t0 +t On))+f0)+h0n (t) (3.23)

for teft, +t ot +t o, + T, ] Where hy (t) isnoisein the channel between destination and
n™ source nodes. t on ISthetime delay while transmitting signal from destination to n®

source and a,, is the attenuation between destination and n" source. Each source

tracks the primary beacon from the destination using its first phase PLL. Prior to the
conclusion of the primary beacon, each source stops tracking and enters holdover
modeon its PLL. If the PLLs are designed correctly, the transient response of the PLL

will complete prior to entering holdover. This results in local frequency and phase

estimation at each source, denoted by W, and f ,, respectively, for ne {12}.
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For time slot 1 (TS 1): The 1% source node (S;) uses its first PLL (running in

holdover mode) to transmit a sinusoidal secondary beacon to the 2™ source node (S,)

that is a periodic extension of y,, (t) as shown in (3.23). The secondary beacon

transmitted by S; can be written as
X, (t) =, COS(Wiy (t—1,)+f;)  te[ty,t,+T,] (3.24)

where a,, isthe received signa strength at the S, and fA1 is the extrapolated phase of

thefirst PLL at S; (time t;) which can be written as

£y =F o W (1=t ~t o)) =F g + VW, Ty (3.25)

where fA01 and W, are estimated phase and frequency of the channel between

destination and the Sy, t , isthe time delay while transmitting signal from destination

to S; and Ty is aduration of transmitting beacon from the destination to both sources.

Then, the secondary beacon isreceived by S, as
Yo (1) = a8, C08(Woy (= (t, +1,)) +1 )+ (1) (3.26)

for te[t,+t,,,t,+t, +T,] whereh,,(t) denotesthe noiseinthe S; - S, channel. t ,

is the time delay while transmitting signal from the S; to S, T, is a duration of
transmitting beacon between the S; and S,, 012 is the attenuation between the S; and

S, and a,, isthe received signal strength of S,. The S, uses its second PLL to track

this beacon and enters holdover on the second PLL prior to the conclusion of this
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beacon. The frequency and phase estimation of the second PLL at S, are denoted by
W,, and f, respectively.

For time dlot 2 (TS 2): The S; uses its first PLL to transmit a secondary

sinusoid to S;. Then, the secondary beacon transmitted by S, can be written as
X1 (1) = 8, COS(Woy (t—1,) +1, ) te[tt, +T,] (3.27)

where

A ~

fz =f 02 +W02 (tz _(to +t 02))

~

=f o +Wo (t o+t —t o + Ty +T1) (3.28)

which is the extrapolated phase of the first PLL at S, at the time t,. 0y is the
attenuation between the S; and S, on2 and W,, are estimated phase and frequency of
the channel between destination and Sy, t ,, isthe time delay while transmitting signal
from destination to Sy, t , isthe time delay while transmitting signal from destination
to S, t,, is the time delay while transmitting signal from the S; and S, Tp is a

duration of transmitting beacon from the destination to both sources and T; is a

duration of transmitting beacon betweenthe S; and S,

After propagating through the S, - S; channel, this secondary beacon is

received by S, as

Yor (1) =88, COS( W, (1= (1, +1 1))+ ) +hou (1) (3.29)



62

for te[t, +t ,,t, +t , +T,] where h,, (t) denotesthe noiseinthe S, S; channel, oz
is the attenuation between the S; and S;, a,, isthereceived signa strength of S;. This

work has used thefact that t ,, =t,, and a,, =a,,. The S; usesits second PLL to track

this beacon and enters holdover on the second PLL prior to the conclusion of this

beacon. The frequency and phase estimation of the second PLL at S; are denoted by
W,, and f,, respectively.

For time slot 3 (TS 3): Each S; and S, transmit to the destination as a

distributed beamformer by using the phase estimation from the second PLL (running
in holdover mode). The carrier at each source is transmitted as a periodic extension of
the secondary beacons received at each source. Since the performance of the
distributed beamformer is primarily affected by the phase offset between the carriers
at the destination. We can write the transmissions of S; and S, as unmodul ated

carriers which can be written as

X (1) = 8 COS(W (1=t )+, )ttty +T,] (3.30)
where

fan = o+ W (L — (4, +1 1)) (3.31)
and

fp =F o+ Wi, (L — (4 +15, ) (3.32)

which are the extrapolated phases of the second PLLs a S; and S, at time t3
respectively.

Therefore, the received signa at the base station can be written as
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Yo(t)= Zzla(mano COS(Wmn (t—t,)+f, )+hO (t) (3.33)

n=1

for m # n, te[t,t,+T,] and t,=t, +t =t, +t ,where oo, is the atenuation
between destination and n™ source, a, is the received signa strength at the

destination which transmitted from n" source, f, and W, are estimated phase and

frequency of the third PLL at the destination and h,(t) is noise at the destination. The
t,, =t ,anda,, =aforne {1, 2} areaso assumed.

Figure 3.11 summarizes the time-slotted round-trip carrier synchronization
protocol and shows how the protocol is repeated in order to avoid unacceptable phase
drift between the sources during beamforming.

In a distributed beamforming system with N> 2 sources as shown in Figure
3.12, the time-dlotted round-trip carrier synchronization protocol has a total of 2N
timeslots denoted as TS(0) ,... , TS(2N-1) where N is the number of transmitting
nodes. The activity in each timeslot is summarized as follows:

(i) InTS0), the destination transmits the sinusoidal primary beacon to all N
sources. Each source generates local phase and frequency estimation
from its observation.

@) InTS(n) forn=1, .., N -1, the S, transmits a sinusoidal secondary
beacon to the S;+;. The secondary beacon transmitted by the S, in TS(n)
is a periodic extension of the beacon received in TS(n-1). The Sy

generates local phase and frequency estimation from this observation.
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Source

(node 1)

\»
Source > Destination

(node 2)

Source

(node N)

Figure 3.12 M-source round-trip distributed beamforming system

(Brown D.R., et.a, (2010)).

(v) InTS(2N-1), al N sources simultaneously transmit to the destination as
a distributed beamformer. The frequency and initial phase of the carrier
transmitted by each source is based only on the local phase and
frequency estimation obtained in the prior timeslots.
These procedure is similar to the two-source case, the total phase shift of theD — S;
- S -+ - Suy->Dandthe D - Sy - Su-1 -+ - S1 — D circuits are identical
where D means destination.
The round-trip technique can synchronize the phase of each transmitting node
by using the equivalence of round-trip transmission delays through a multi-hop chain
between transmitting nodes and base station. However, the round-trip technique

requires some feedbacks from base station. The interaction between nodes increases
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complexity for al transmitting nodes. In addition, nodes require a special hardware
such as PLL to obtain a reference signa when performing open-loop in order to

achieve phase synchronization.

3.5 Zero-Feedback Synchronization

A zero-feedback technique for phase synchronization has been lately proposed
(Bletsas A., et.a, (2010) and Sklivanitis G., et.a, (2011)). This technique does not
require any feedback signal from base station. Also al transmitting nodes are
assumed as the conventional radio transceivers employing no special hardware. The
technique employs a carrier frequency offset between all transmitting nodes for the
phase synchronization.

Denoting the complex channel gain from N transmitters n € {1, 2, ..., N} to
destination as hy, ( || = A,) and symbol duration as T, the received baseband signal of

b™" symbol at the destination can be expressed as

N .
y[b] _ Z hne{JZpAfanS+fn}X[b] " W[b]
n=1

= x[b]i1 A, exp{ j (2pAf BT, +f )} +w[b]

%[b]

= X[b]+w][b] (3.34)

where N is the number of transmitting nodes. Afy, is the carrier frequency offset from
nominal carrier frequency, f., A, is the amplitude for n™ transmitter, f. is the phase

offset for "™ transmitter and w{b] is the additive noise at the destination which has an
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average power per symbol as E{w[b]jw[b]*} = W. It is assumed that E{Af,} =0 and
E{Af,?} = 0. The carrier frequency offset is due to manufacturing errors of the local
oscillator crystal and varies slowly with time due to environmental conditions (e.g.
temperature). The standard deviation is given by ¢ = VE{Afi% = f. x ppm, where
ppm is the frequency skew of the clock crystals with typical values of 1 — 20 parts per
million (ppm). For example, clock crystals of 20 ppm provides the carrier frequency
offsets of 2.4 GHz x 20 x 107 = 48 kHz.

The parameters A, and f_, depend on the relative mobility between n"
transmitter and receiver. This work aso assumes that the time symbols, 1., remain
constant corresponding to channel coherence time, Ts. Therefore, the received signal

power per symbol, for any b € [1, 1], can be written as follows

N
IX[b]" = x[b]" 1> A? + 23 A A, cos| 2pAf,bT, +f , — 2pAf, T, ~f |

n=1 n=m -
fi[b]

= x[b]’ {i A +2)" A A, cos(f, [b]-f, [b])} (3.35)

n=1 n=m

where X[b]is the transmitting message, A, ad Ar, are the received signal amplitude of
the n™ and m™ node respectively, Af and Af  arethe carrier frequency offset of the

n™ and m™ node respectively, Ts is the time symbol, f_ and f _ is the phase offset of

the n™ and m" node respectively. The second sum in (3.35) includes

{Nj: NY(N-2)!

5 > , corresponding to all possible pairs among the N transmitters.

This work assumes an energy constellation to be equal and aso denotes the
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positive or negative depending on the symbol, b, the phase offsets{ f , } ,aswell asthe

distribution of the carrier frequency offsets {Af} n€ {1, 2, ..., N}. Figure 3.13 shows
the special case of two distributed transmitters (N = 2) with carrier frequency offsets
of

Af, = 2Af; = fo; their signals arrive at the destination with phase difference n/2 at time
instant t = to. Thetwo signals align at t = ty +0.5/fp, providing constructive addition at
the destination (beamforming gain).

This work has studied the general-N signal alignment case for any carrier

frequency offset distribution paf(Af) and carrier phases at the destination ¢ = [ ¢, ,,

T 1". Specifically, this work defines an alignment parameter, a, with 0 < a < 1.
The alignment parameter, a, can be described as follows: if cos(f~n [b]—f~m[b]) > afor

al pairs{n,m},n£mandn, me {1, 2, ..., N}. The cosines in the beamforming factor
become strictly positive and all N-transmitted signals align constructively, without
any type of feedback from the destination. In mathematical notation, the alignment

event isdefined as

Align[b,a,N]= N {cos(fy, [b] -, [b]) > a} (3.37)

N=m

where n=m,vn,ne{1,2,..,N}. According to (3.36) and (3.37), the Lge[b] can be

rewritten as

LBF[b]Z{gAﬁ +2ay AAn}:lOIogm[N +2a(';j]

n=m
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=10log,, (N[1+a(N-1)]) (3.39)

The (3.38) shows that the beamforming gain, Lg.[b], is optimum when phase is
aligned or a = 1. Thus, the maximum beam forming gain is L. [b]=10log,,(N*) dB.

Furthermore, define the following indicator random variable as

1, with prob. Pr{Align[b,a,N]}

3.39
0,  with prob. 1-Pr{Align[b,a, N]} (339

bb[a,N]={

Then, the N-distributed nodes repeatedly transmit the same unsynchronized carrier
for B < 1. symbols where B is a number of symbol. Thus, the random variable (3.39)

can be rewritten as
b(N)=b,[a,N]+b,[a N]+..+b,_[aN] (3.40)

The (3.40) denotes the number of symbols where the N-signals aign with

beamforming factor Lge[n] which at least equals to

LBF[b]z{nZN:Af+2az AA“}:LO(N) (3.41)

=1 n=m

Therefore, the average number of symbols in [1, N] with minimum beamforming

factor Lo(N) becomes

Bxt,

E{b(N)}= Z{Pr{AIign[b,a,N]} (3.42)
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the alignment delay by approximately 50%, since now 50 symbols must be

repeatedly transmitted in order to achieve aignment at one symbol on average (as

opposed to 25

symbols for the case of a = cos(1/4)). The last observation highlights the fundamental

communication tradeoff between beamforming factor and the number of symbols as

the transmitting signals need to be repeatedly transmitted to ensure signal alignment.

3.6 Chapter Summary

This chapter has presented the literatures survey proposed in literatures which

can be summarized as follows.

(i)

(i1)

One-bit feedback technique : Every transmitting node adjusts its carrier
phase randomly. Then, al nodes transmit the same data to base station.
After the SNR of recelved signal is estimated at the base station. Then,
the base station broadcasts one bit (O or 1) of feedback to the nodes
indicating whether its SNR is better or worse than before the nodes
adjusted their phases. If it is better, al nodes keep their latest phase
adjustment; otherwise, al nodes undo their latest phase adjustments.
This technique requires a large number of retransmissions (or feedback
signal) from nodes to base station to ensure the phase alignment.

M aster-slave technique : A node in the networks is selected as a master
node while all remaining nodes are assigned as slave nodes. The phase
synchronization is achieved by sending the reference signals between

master and Slave nodes.



(iii)

(iv)
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Time-sot round-trip technique : phase synchronization among nodes
is obtained by sending a reference data round between nodes. Theideais
based on the equivalence of round-trip transmission delays through a
multi-hop chain between transmitting nodes and base station. However,
both master-slave and round-trip techniques require some feedbacks
from base station. Moreover, the interaction among nodes increases
complexity for transmitting nodes.

Zero-feedback technique : This technique does not require any
feedback signa from base station. All transmitting nodes are assumed as

the conventional radio transceivers employing no special hardware. This

technique employs a carrier frequency offset between transmitting nodes

Table 3.1 Disadvantages of existing phase synchronization techniques from

literatures.
Requirement
: Feedbegh S Large number of Reference signal
BTG T HlEtz retransmissions among nodes
station g
One-bit feedback v v
M aster-Slave v v
Round-Trip v v
Zero-feedback v

From above

for the phase synchronization. However, the zero-feedback technique
requires the large number of packet retransmissions.
disadvantage of existing phase

literatures, the major

synchronization techniques, one-bit feedback and zero-feedback, is that they require a
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large number of retransmissions. This requirement reduces the battery-lifetime of
transmitting nodes or mobile terminals. Also, the master-slave and round-trip
techniques require the transmitting reference signal among nodes which increases
complexity to all transmitting nodes. Therefore, the disadvantage of existing phase
synchronization technigues can be summarized in Table 3.1.

To overcome these limitations, a non-feedback distributed beamforming
technique is proposed in this thesis which will be discussed in the next chapter. The
proposed technique does not require any feedback signal from base station or
interaction between nodes. Only a few number of retransmissions from nodes, which
isonly the same as the number of beamforming nodes. This number isrelatively small

comparing to the one employed for one-bit feedback and zero-feedback techniques.



CHAPTER IV

NON-FEEDBACK DISTRIBUTED BEAMFORMING

41 Introduction

To overcome the limitations of the maor phase synchronization technique as
discussed in the Chapter 3, a non-feedback distributed beamforming technique is
proposed in this thesis. The proposed technique employs an inverse matrix to extract
the combined signal at a base station. The concept of extraction is based on solving a
linear equation using inverse matrix method (Kreyszig E., (1999)), which is suitable
for solving a system involving v-linear equations in v-unknown variables. After
performing a signal extraction, each extracted signal is weighted for phase
synchronization at the base station. Finally, the base station obtains a combined signal
with maximum beamforming gain. However, the retransmitted signals may be
distorted due to phase variations when travelling through the communication channel.
To investigate into the mentioned effect the phase variation in rea circumstance is
taken into account in this Section 4.3. Figure 4.1 demonstrates a route map of this
chapter. Section 4.1 is an introduction of this chapter which presents a background
concept of the proposed non-feedback technique. Sections 4.2 presents the three
major parts of proposed technique including 4.2.1 RF front end receiver operation,
4.2.2 spatia-temporal extraction operation and 4.2.3 optimum weight. Section 4.3
presents the performance of proposed technique under the phase variation. Section 4.4
presents the comparison performance between the proposed technique and literatures

which discussed in Chapter 3. Finally, Section 4.5 concludes the chapter.



77

Chapter 4
Non-Feedback Distributed
Beamforming

\ A

4.1 Introduction

\ A

4.2 Proposed non-feedback
distributed beamforming
A 4 A 4 A 4
4.2.1RF _frontend 422 Spatlal-_temporal 4.2.3 Optimum weight
receiver extraction
[ 1
v v
4.3 Effect of phase 4.4 Performance
variation on proposed non- comparison
feedback technique
] v
4.4.1 Beamformimg 4.4.2 BER 4.4.3Complexity
gain comparison comparison comparison
l [
4.5 Chapter
summary

Figure 4.1 Route map of study in Chapter V.

4.2 Proposed Non-Feedback Distributed Beamfor ming

This thesis proposes a non-feedback distributed beamforming which does not
require any interaction between nodes and feedback signals. The model consists of
three mgjor parts: 4.2.1 RF Front End Receiver Operation which converts the RF
signals to the baseband signals, 4.2.2 Spatia-Tempora Extraction which performs the

signa extraction and phase synchronization at base station and 4.2.3 Optimum



78

Weight which synchronizes the phase of the extracted signa. All three parts will be

detailed asfollows.
4.2.1 RF Front End Receiver Operation
For simplicity, each received signal amplitude, A,, is assumed to be 1.

Thus, the received signals which come from all transmitting nodes can be written as

N
YR H=N {Z Yo (1) +Woeg (t)}
n=1

N .
=R {x(t)z h,e! M) v (t)}
n=1

N

= x(t)> [h, cos(w,t +f )]+ w, (t) cos(w,t) — w, (t) sin(w,t) (4.1)

n=1

R {Weg ()}

where N is the number of transmitting nodes. vy, (t) is asignal from the n™ node, wy, =
we + Aw, Where w is a carrier frequency and Awy is a frequency offset,f, =f,+Af |
where ¢ is the nominal phase and Af  is a phase offset. Also, Weg(t) is pass-band

AWGN which consists of in-phase wi(t) and quadrature wo(t) components. Then, the
received signa appeared in (4.1) is demodulated and a lower frequency part is

obtained as

Yo (t) = Y (t) cOS(W,ot)

4

= X(t)Y_ [h, cosw,t +f )] cos(w,ot) + W, (t)cos(w,t)cos(w,.t)

n=1

—V% (t) S n(Wct) COS(WLot)
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= X(t) i{%[oos(wnt +Wot +f ) +cos(w,t —w ot +f n)}

W (

+'Tt) [ cos(w,t +wot)+cos(wt —wt) |

Wy (t)

T[si N(Wt+W ot ) +sin(wt —wt) | (4.2)

where w,, is a Loca Oscillating (LO) frequency. Therefore, an intermediate
frequency (IF) is Aw,. =w, —w,, and Aw,. =W, —W, . After the band-pass filter in
RF modulator with again of G = 2 isused for the signal component of w,., the output

signal of thefilter isgiven as

N
(t) = 2-%x(t)z h, [cos(w,t—w, ot +f )]+ 2-%wl (t)cos(w, —w,, )t
n=1

BPF

+2%wI (t)cos(w, —w )t

=x(t);21[mws(AwFt+fn)]+w(t)OOS(W.Ft)—%(t)Sn(W.Ft) (43)

After the recelved signal was modulated to be an intermediate frequency (IF), an
Analog-to-Digital Converter (ADC) with sampling rate Ts is used to convert the RF

received signal to adigital signal expressed as

Yoo (V) = X(V) Y h, cos(AQ V+ @, )

n=1

+W; (V)cos(Q, V) -w, (k)sin(©,V) (4.4)
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where V is the sampling time variable, AQ, is the frequency offset and @, is the
phase offset at the sampling time,v. Then, the RF received signal is converted to

digital domain. The Digital Down-Converter (DDC) shifts down the frequency of
received signal by multiplying the received signal with a sinusoidal signal and a 90°

phase-shifted version of the sinusoidal signal. The output signal from DDC is

performed in 1 (V) and Q(V) which can be calculated using

(V) =Yioe (V) 005( V) (45)

and

Q(V) = Yioe (V)SN(Q,, V) (46)

where Q , isadigita local oscillator frequency. The digital signals shown in (4.5)

and (4.6) can be expressed as

N
1 (V)= x(2V) > {hn [COS(AQ LV +Qp oVt @) +COS(AQ V- Qp oV + cbn)]}

n=1

+@[COS(QIF +Qp 0 )V+008(Q — O )V ]
-WQT(V)[sjn(QIF — Q0 )V+SIN(Q +Qp V] (4.7)
and
Q(V)= @i{h [SIN(AQEV+Qp V+ P )+8iN(AQV-Qp V+ ) ]}

V). ;
+\M£ )I:sn(QIF +QDLO)V+sn(Q”: _QD'-O)V]
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—WQT(V)[COS(Q,F — 00 )V-00S(Q + Q0 )V] (4.8)

If the digital local oscillator frequency equals to the intermediate frequency i.e., QpLo
= Qi, then the Low-Pass Filter (LPF) with again of G = 2 can be used to filter out the

intermediate frequency, Qpio + Qi = 2Qir. The output signals of each LPF are

obtained as

e (V)= x(\/)nZN; h, cos(AQ, . V-Q, V+® )+ w (V) (4.9)
and

Qe (V) = x(\/)ghnsin(AQIFV—QDLOVnL D)+ Wy (V) (4.10)

The received signal is modulated and down converted using RF
modulator and digital down converter, respectively. Finaly, the base station obtains

the digital base-band signal as follows

z

Y(V) = Z [I LPF (V)_ 1Quer (V)]

n=1
N

= X(V) Z{[COS(AQ|FV_ Qp V+@,) -] SIN(AQ V-, V+ q)n)]}

n=1

W (V) + W, (V)

N .
= X(V)Z hne_J((AQIF faoVen) +WBB (V) (4.11)
n=1
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where Wag(() is a base-band additive white Gaussian noise, Wy (V) =W, (V) + jw, (V).
Accordingto Q, ,=Q=Q.-Q,, Q. =Q_+AQ, and AQ,. =Q —-Q, . Then,

(4.11) can berewritten as follows

Y (V) = x(V)ZN: h,e /2 ) LW (V) (4.12)

n=1

where W (V) is a baseband AWGN, W (V) =w (V) + jw, (V). The summarized

detail of the RF front end receiver is presented in Figure. 4.2.

According to (4.12), the digital base-band signal is distorted by the
phase offset, ®,. Thus, the proposed technique is proposed to eliminate the phase
offset in the two next operations.

4.2.2 Spatial-Temporal Extraction Operation

The proposed technigque consists of two major operations. 4.2.2
Spatial-Temporal Extraction and 4.2.3 Optimum Weighting, as shown in Figure 4.3.
In the “Spatial-Temporal Extraction”, the proposed technique uses an inverse matrix
to achieve the extracted signals. The concept of extraction is based on solving alinear
equation using inverse matrix method. Then, the extracted signals are transmitted to
“Optimum Weighting” in order to find the optimum weights of signal. Finally, the
base station obtains a gainfully signal.

In the Spatia-Tempora Extraction, the combined signal (4.12) is

extracted. The concept of extraction isthat the all transmitting nodes in the networks
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Figure 4.2 Block diagram of the RF front end receiver.
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Figure 4.3. Block diagram of the proposed non-feedback technique.

transmit the same message to the base station at the same time. The nodes transmit
signal repeatedly for N times which equal's to the number of the transmitting nodes.
For each retransmission, the transmitting nodes adjust their phases
according to proposed phase adjustment pattern matrix, Axny Which can be achieved
by following algorithm.
(i) At 1% symbol period, al transmitting nodes send the signal without any
phase adjustment.
(i) At the "™ symbol period where n = 2, 3, ..., N, only the (n-1)"

transmitting node shifts its phase by 180°. For example, at the 2™
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symbol period, the 1% node shifts its phase by 180° and at the 3" symbol

period,

Phase shift of each retransmissions
Symbol period

|e;0: oo 6;0"||ejlso e’°
\\ \\
. % 5 T \
|e“"'0' v e;zso”e;0|e;0‘ @j SO
o o . . o Y,w'l(‘.:) Base

. . Station

. L] ° e
i) 3 0° o
- e, @)

Figure 4.4. Proposed phase shifting pattern.

the 2™ node shifts its phase by 180° as seen in Figure 4.4 which shows

the summary of proposed phase adjustment pattern.

(iii) Repeat the phase shifting pattern for N symbol periods. According to the

proposed phase adjustment pattern as presented above, we obtain the

fixed coefficient matrix A, by retransmitting signal for N times as

shown in the following equations.

1 1 1 1
e’ 1 1 1

(4.13)
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After having completed N retransmissions with the algorithm, all

received signals are simultaneously arranged to form the vector Yy, (V) as

Vi (V) =AY (V) +Wes (V) (4.14)
or
V][t T ()] [Waea (V)
Y2 (V) eilso° 1 1 1 A (V) WBB,z (V)
Y, (V) =l 1 e .1 1y, (V) + WBB,? (V) (4.15)
YN (V) 1 R | R L (V)] [Wesn (V)]

ANN
where Y, (V) is the vector of combined received signals obtained by retransmitting
the signal N times where the each retransmitting signal has the phase adjustment in

order to create the coefficient matrix Ay . The Y, (V) is the vector of transmitted

message from all transmitting nodes and W, , (V) is the vector of baseband AWGN

where N is the number of transmitting nodes. Equation (4.15) confirms that the

retransmitting signal of Y, (V) provides the coefficient matrix An.

As the combined signal vector appeared in (4.14), Y\ (V) can be extracted by

applying the inverse matrix that is used to solve the system of simultaneous linear

equations. Thus, we can extract the combined signal by utilizing the inverse matrix as

ANY (V) = AWWA WY N (V)"‘ A?\IJI-\IWBB,N (V) (4.16)

Then, expressing yy (V) in (4.14) as
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Yn (V) +AWN Wasn (V) =A% Yy (V) (4.17)

Equatiob (4.17) represents the noisy signal from each node which can be extracted by
applying the proposed Ay, .

The proposed technique will be demonstrated on an example of a
beamforming network that is composed of four collaborative nodes, i.e., N = 4. Each
transmitting node and base station equips with a single antenna element. All nodes are
stationary. The operation frequency is 2.45 GHz. The received signals at base station
are assumed to be equal and have SNR of 20 dB, which is referred to the minimum
SNR of Wi-Fi network. This confirms the feasibility of proposed concept when
operated in real circumstances having high noise signal. The phase offset is Gaussian
distributed over -t to . The frequency offset refers to typical frequency offset of the
clock crystals which is 1-20 ppm (Bletsas A., et.al, (2010)). As the operating
frequency is 2.45 GHz, the maximum possible frequency offset is 2.45 GHz x 20 x
10°® = 49 kHz and the minimum frequency offset can be calculated as 2.45 GHz x 1 x
10°® = 2.45 kHz. Thus, the frequency offset is Gaussian distributed over -49 kHz to 49
kHz. As the systems are stationary, the effect of fading channel is now neglected.
Thus, the received signal amplitude from all nodesis equal to 1. Asthis thesis focuses
on the phase synchronization, the perfect timing synchronization across al nodes is
assumed in this system.

In the case of N = 4, the expressions (4.14) can be re-written as

follows.

Y (V) =AY, (V)+Wg, (V) (4.18)
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or

Y:L”(V) _1 1 11 Y (V) Was1 (V)
YV|_|g” 11 1iy(v) | Wes2(V)
Y5 (V) 1 e 1 1| (V)| [Wess(V) (4.19)
YY) 1 1 @ 1| Ya(V)| [Wesa(V),

where Y, (V), Y,(V), Y,(V)and Y,(V) are the received signal from retransmissions for
the first, second, third and fourth time respectively. Also, ¥;(V), ¥,(V), ys5(V)and
y,(V)are the transmitting signal and Wg,(V), Weg,(V), Wess(V)and Weg,(V)are

baseband AWGN. Then, we can extract the original signal by utilizing the inverse

matrix, A ; as

Ya(V)+AUW g, (V)= ALY, (V) (4.20)
or

y(V)] [05 05 0 0 [ We,(V)] [05 -05 0 0 I[%(V)

v,(V)| [05 0 -05 0 |[We,(V)| |05 0 -05 0 |v(vV)| (4.22)

V[Tl o5 0 0 -05|Wes(v)|T|05 0 0 -05|YV)

y,(V)| [-05 05 05 0 |[We,(V)| |-05 05 05 0 |Y,(V)

Ag Ay

Figure 4.5 shows the original signals of 4 transmitting nodes which are
separately sent to the base station, ¥;(V), ¥,(V), ¥;(V)andy,(V). Theinitial phase of

each
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4.2.3 Optimum Weighting Operation
After we obtain the extracted signals as pointed out in the previous
step, the signals are sent to the phase weighting block as shown in Figure 4.3. In this
block, the phases of extracted signals will be synchronized by utilizing a simple
algorithm. The concept behind this synchronization technique is as follows.
(i) The transmitted signal from the 1% node is given to be a reference
signal.

(i) Then, signals from remaining nodes y, (V) will be weighted by

shifting their phases from 0° to 360° in order to find the best

weighting coefficients which provide the highest combined signal

strength between the reference node y,(V) and the remaining

nodes y, (V) where n = 2, 3, ... , N. As a result, the phase of

synchronized signals equal to the chosen reference signal.

Figure 4.8 presents the flow chart of the proposed phase
synchronization concept. In the process of finding the best weighting coefficients, we
can use a weighting step size which is larger than 1° to reduce the processing time.
Figure 4.9 shows a normalized beamforming gain when employing several weighting
steps varied from 1° to 100°. In this simulation, we assume that the received signal
amplitude from all nodes is equa to 1 having SNR = 20 dB, the number of nodes is
20 and the phase offset is uniformly distributed over 0° to 360°. As we can seein
Figure 4.9, alarger weighting step provides lower beamforming gain. This is because
a large weighting step may skip the optimum weighting coefficient. However, the

weighting step of about 10° provides a similar beam-forming gain as employing a
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The ssimulation results in this section also reveal that the proposed non-
feedback technique has efficiency over the one-bit feedback and zero-feedback
techniques as the proposed technique requires a lower number of retransmissions
comparing to the one-bit feedback and zero-feedback techniques. In practical, the
proposed non-feedback technique provides NN = N beamforming gain per
transmission while the work presented in (Mudumbai R., et,a., (2009)) has stated that
the one-bit feedback offers N%/5N = N/5 beamforming gain per transmission with the
requirement of at least 5N retransmissions in order to achieve 75% guarantee of
maximum beamforming gain. For examples, consider employing 3 nodes in the
network, the proposed technique and one-bit feedback offer gain per transmission of
3?/3 = 3 and 3/5 = 0.6, respectively. In addition, from (Bletsas A., et.al, (2010) and
Sklivanitis G., et.a, (2011)) in case of having 3 transmitting nodes, the zero-feedback
technique provides 3450 = 0.18 beamforming gain per transmission and requires at
least 50 retransmissions in order to achieve =95% guarantee of maximum
beamforming gain. As we can see, the proposed concept offers a higher beamforming
gain per one transmission compared to other techniques.

The proposed technique also requires a lower power consumption for
phase synchronization than the one-bit feedback and zero-feedback techniques as the
proposed technique requires a lower number of retransmissions. For example, the 3
transmitting nodes (N = 3) are computer laptops and the typica Wireless LAN
transmission power in laptops are 32 mW (milliwatts). Therefore, the proposed
technique e. g., one-bit feedback and zero-feedback techniques require the power
consumption of Nx32 = 96 mW, 5Nx32 = 480 mW and 50Nx32 = 4,800 mW,

respectively.
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4.3 Effect of Phase Variation on Proposed Phase Synchronization

According to the proposed non-feedback technique described in previous
section, the retransmission signals may be distorted when being transmitted through
the channel. Therefore, we further investigate into the effect of phase variation on the
proposed non-feedback technique.

We assume that underlying fading channel is Rayleigh flat fading channel and
the phase variations are random on Gaussian distribution. The Gaussian distribution
generally defines the random behavior of amplitudes and phases of the arriving

multipath signals (Gross F. (2005)). The Gaussian probability density function (pdf) is

defined as
1 NEDS (4 22)
p(j )= e =’ ;—p<j <p :
(i) 25 ”

where ¢ is the measured phase value, @o is the mean of phase values and ¢ is the
standard deviation of phase values.
In order to take into account the random phase variations, the received signal

(4.15) can berevised as

1 1 1 1
Y (V) (180 +42, ) i(Az,5) j(az Nl,l,z) i(Azy ) y (V) WBB’l (V)
Y2 (V) € € € € Ya (V) WBB,Z (V) (4 23)
Y, (V) — ej(Azm) ej(moqum) ej(AzN,m) ej(AzN‘a) x| Y, (V) 4 WBB,3 (V) .
YN (V) ej(AZI‘N) ej(Azz,N) . ej(lgowAzN M} eJ(AZN‘N) yN (V) WBB,N (V)

AA NN
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extracted signals in which Yy (V) depends on the size of phase variation, AA .

Figure 4.11 shows the normalized beamforming gain of the proposed technique for
different standard deviations of phase variation, 0. Note that the number of iterations
for the simulation is 20. The solid line represents the average values of al
simulations. The simulation results show that the beamforming gain strongly deviates
from the correct value of 1 when standard deviation increases. This indicates that the
phase of each retransmission is affected by the communication channel.

Moreover, we present an investigation into the phase variation in rea
environment. The only phase values are measured by a network analyzer. The
measured phase values are taken into the (4.12) and (4.24) for the simulation. The
simulation model is similar to the model presented in the Section 4.2. The experiment
was performed a the telecommunication laboratory, Suranaree University of
Technology, Thailand. The floor plan of laboratory is shown in Figure 4.12. The
circular markers refer to the measuring locations. There are four measuring locations
asfollows: location 1 represents the case of near Line-of-Sight (near LOS); location 2
is set up for far LOS; location 3 shows the case of near Non Line-of-Sight (near
NLOS); and finally, location 4 is set up for the case of far NLOS. The distances
between measuring locations and network anayzer for those 4 cases are 4, 7, 6 and 10
meters, respectively. The configuration of measurement set up is shown in Figure
4.13. The measurement systems consist of a transmitting antenna, receiving antenna,
Power Amplifier (PA), Low Noise Amplifier (LNA) and network analyzer. A
transmitting signal is generated by network analyzer. Then, the generated signdl is

amplified by PA before transmitting
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phase is measured by network analyzer. The receiver set up is shown in Figure 4.15.
Note that all transmission cables are calibrated before performing measurement.

For off-line processing, we collect the phase of 100 values for each measuring
location. Figures 16, 17, 18 and 19 show the phase distribution measured from
location 1, 2, 3 and 4, respectively. The histograms show the frequencies of phase
value in an instant time. The measured results show that in real environment the size
of phase variation or standard deviation is about only 3° to 6° which is shown in
Table 4.1. In this case, the proposed non-feedback technique provides average
normalized beamforming error as 1.7%, 2.4%, 3.6% and 4.4% when standard
deviation is 3°, 4°, 5° and 6°, respectively. Note that the normalized beamforming
error is defined by the beamforming gain value with respect to the correct value of 1.
For example, the normalized beamforming gain is 1.02 then the average normalized
beamforming error is (0.98 - 1)x100 = 2%. For the worst case when the standard
deviation is 6°, the beamforming error is only 4.4%.

This error has dlightly impacted on beamforming gain as shown in Figure
4.20. This figure shows the combined signal for 4 extracted signals which are
obtained using proposed non-feedback technique. The standard deviation of phase
variation is 6° (worst case). Also, the phase offset and frequency offset are Gaussian
distributed in which the phase offset is random over -1t to m and the frequency offset
is random over —49 kHz to 49 kHz. The results show that the combined signal
amplitude is ~3.9 (5.9 dB) from the maximum amplitude at 4 (6 dB). Thus, the
beamforming error is (0.1/4) x100 = 2.5%. However, the phase of combined signal is
dightly offset as the phase of reference node, node 1 is —98.9° while the phase of

combined signal which provided
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Table 4.1 Mean and standard deviation of measured phase.

Test Locations Mean 0
L ocation 1 near-LOS 51.2° 5.8°
Location 2 far-LOS 14.9° 29°
L ocation 3 near- NLOS 83.5° 5.5°
L ocation 4 far-NLOS -137.7 3.8°

by using the proposed technique is —-83.2°. Thus, the phase error is
(15.7°/98.9°)x100 = 16%. Figure 4.21 shows the average beamforming gain (dB) of
the proposed technique which is affected by the worst case phase variation (standard
deviation is 6°). Note that the number of simulation for an average value is 50 times.
The proposed beamforming gain of proposed non-feedback technique is comparable
to a perfect phase synchronization at every number of nodes. Therefore, in redl
environment where the phase changes by time, the proposed non-feedback technique

still works very well.

4.4  Performance Comparison

In this section, the performance in terms of beamforming gain, BER and
complexity of literatures (in Chapter 3) and proposed one is compared. In the
simulation, the received signals at base station have unit amplitudes, A, = 1. The
random initial phase of each node is uniformly distributed over —m to 1. The effects of
fading channel and Doppler are neglected. According to a performance comparison
results focused on the phase synchronization, the perfect timing and frequency

synchronizations across nodes are assumed.
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4.4.1 Beamforming Gain Comparison

Figure 4.22 shows the average gains for the cases of proposed non-
feedback and time-slot round-trip are equal to the case of perfect phase
synchronization where the number of transmitting nodes is varied from 2 to 10 nodes
and SNR of 20 dB. The weighting step of 10° is used. Note that the reason of
choosing the weighting step of 10° has been mentioned earlier. The results show that
the non-feedback and time-slot round-trip techniques are comparable in terms of
beamforming gain. However, the proposed non-feedback technique is preferable as it
does not require any feedback from the base station while the time-slot round-trip
technique requires a reference signal transmitted back from the base station.
Moreover, the proposed non-feedback technique does not require any interaction
between nodes while time-slot round-trip technique does. Although, the master-slave
technique also does not require any feedback from the base station but it requires an
interaction between transmitting nodes. This introduces a complexity to the systems.
Moreover, the beamforming gain of the master-slave technique may be distorted by
an uncompensated VCO phase drift. This phase drift is occurred by the internal
oscillator noise and over time of phase compensation in the open loop mode, while
the slave nodes are transmitting. Thus, the slave’s carrier signals can be drifted out of
phase (Mudumbai R., (2007)).

According to the number of retransmissions is limited to 50, the one-
bit feedback and zero feedback techniques provide lower beamforming gain compared
with the proposed one. This is because the one-bit feedback and zero feedback

technique require a large number of retransmissions to achieve the maximum
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of the maximum beamforming gain when having 3 and 4 transmitting nodes
respectively (Bletsas A., et.a, (2010)). That means only 50 retransmissions is not
enough to archive the maximum beamforming gain when N > 3. Therefore, the
proposed non-feedback technique has the following advantages over other phase
synchronization techniques: higher effective gain with lower number of
retransmissions. Also, it avoids interactions between transmitting nodes and also does
not require any feedback signal from the base station.
4.4.2 BER Comparison

We assume that the number of transmitting node is 10. Figure 4.23
shows the BER comparison where the number of retransmissions is not limited. The
results show that the BER of proposed technique and the literatures are comparable
with the perfect phase synchronization. Because, the one-bit feedback and zero-
feedback techniques have enough the number of feedback or retransmission signal to
perform the optimum phase synchronization. Master-slave and round-trip technique
do not require the large number of retransmissions signal to perform the phase
synchronization. Thus, the BER of master-slave and round-trip technique is
comparable with the perfect phase synchronization. However the beamforming gain
of the master-slave technique may be distorted by an uncompensated VCO phase drift
(Mudumbai R., (2007)). However, the unlimited retransmission signal may be
impractical as the battery life of transmitting nodes is very limited. Therefore, Figure
4.24 shows the BER comparison where the number of retransmissions are limited for
50 times. The results show that the BER of one-bit feedback is degraded as it requires
the number of retransmissions signal at least 10N in order to achieve 90% guarantee

of perfect or maximum beamforming gain (Mudumbai R., (2010)). Thus, in the case
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the BER compared to perfect phase synchronization. The zero feedback also has the
similar problem with one-bit feedback technique. The zero-feedback require the
number of retransmissions signal larger than 700,000 times where number of node is
10 as discussed in the Figure 3.14. BER of maser-slave technique can be degraded by
the phase drift as presented in Figure 3.9.
443 Complexity Comparison

The complexity of literatures and proposed technique are investigate
by using FLoating-point Operations Per Second (FLOPS) which can indicate the
complexity of calculation (Golub G. H., etal., (1991)). The number of FLOPS
increase as a complexity of agorithm increases. Table 4.2 shows the number of
FLOPS of the basic mathematical operation (Uthansakul P., (2009)). Note that the
procedure of each literatures which use for calculation FLOPS are presented earlier in
Chapter 3. Table 4.3 shows the FLOPS calculation of the one-bit feedback technique
where N is the number of nodes and | is the number of retransmissions signal.
According to the master-

slave and round-trip technique utilize the PLLs to estimate the phase of
the pilot signals, the Table 4.4 shows the FLOPS calculation of PLL where s = j2nf,
Cp is the magnitude of the phase step in radians, H is the product of the individual
feedback transfer function, fo: IS the output frequency and f.& is the reference
frequency (Nash G., (2006)). Table 4.5 and 4.6 shows the FLOPS calculation of the
master-slave and round-trip technique respectively where N is the number of the
transmitting nodes and
V is the number of iteration in PLL. Table 4.7 shows the FLOPS calculation of the

zero- feedback technique where N is the number of the transmitting nodes and | is the
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number of retransmissions signal. Table 4.8 shows the FLOPS calculation of the

proposed non-

Table 4.2 Number of FLOPS of the basic mathematical operation.

Operation FLOPS
a+b 1
a-b 1
(a+ jb)+(c+ jd) 2
(a+ jb)-(c+ jd) 6
la+ jb[° 3
sin(a), In(a), log, (a) 0

Table 4.3 FLOPS calculation of the one-hit feedback technique.

Algorithm FLOPS
Initial transmitting signal

N | |
Y =x(t)> a,Ae!t o) 2(N-1)

n=1

Base station estimate areceived signal.

Oni +d,, Y >Y _best 1
niea = o, otherwise

Transmitting nodes adjust their phase and
retransmissions.

Y = X(t)ia Ap) (Wt ®n) gidh; 6N + 2( N —1)

n=1

Number of retransmissions
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Total 8NI —1 +2N -2
Table 4.4 FLOPS calculation of PLL.
Algorithm FLOPS
Phase estimation
(s+a)C, 11
S)=—"—F—
%(9) (s*+as+H)
Number of loopsiteration in PLL f% Vv
ref
Total 11V

Table 4.5 FLOPS calculation of the master-slave technique.

Algorithm FLOPS
Master node transmits a pilot signal to daves.
Guo (1) =50, 7)) 1
Slave nodes estimate the phase of the pilot signal by using
PLL. 1V(N-1)
Slave nodes bounce asignal back to the master node.
Cn,l (t) = A‘Iylm(A“YOej(WcH'go’Zgn)) (N _l)
Master node estimates the phase of received signal.
Af, =(29,mod2p) 2(N-1)
Slave nodes estimate the phase of the pilot signal by using
PLL 1V(N-J)
Base gtation transmits a beacon signal to all nodes.
g(t)zﬂ%(ej(wc”fo)) 1
All nodes estimate the phase of received signal by using
PLL. 1V (N-1)
Slave nodes mod the estimated signal.
j(wot+f S+ 8
c (t):in(e’(%“"*”“))j (N-1)
All nodes transmit signal to the base station
N ; h ofe,¢d
2 t-f o +2f 5+ (t
()= i) S e 2(n-1)
n=1

Total

4N +3VN - 4
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Table 4.6 FLOPS calculation of the round-trip technique.

Algorithm FLOPS
TS 0: The destination transmits the sinusoidal primary VN
beacon to both sources
TS1: S; transmits asinusoidal beacon to S,. V-(N-1)
TS2: S, transmits asinusoidal beaconto S;. V-(N-1)
TS 3: Both sources transmit simultaneously to the N
destination as a distributed beamformer.
Total VN-2V+3N-1

Table 4.7 FLOPS calculation of the zero-feedback technique.

Algorithm FLOPS
Base station estimate areceived signal.
eI 2(N-1)
y[b] =" he = ix b+ wb]
n=1
Number of retransmissions. I
Total 21 (N-1)

Table 4.8 FLOPS cal culation of the proposed non-feedback technique.

Algorithm FLOPS
Phase adjustment at all nodes 6(N-1)
Number of retransmissions. N
Inverse matrix calculation, A, %N3+§N
Extraction signal. ,
Y (V) +AmWesn (V) =Aw Y (V) 2N"=N
Weighting the extracted signals. 8 ( N 1)
w, (V) =y, (V)+y,(V)-e¥ +W; (V)
Weighting step 0" fo 360° U
Combing signal 2(N-1)
Total :—J’N +2N +8K+&JN+§N—&J -8
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Figure 4.25.

FLOPS comparison of proposed non-feedback technique vs. existing

techniques.

feedback technique which discussed in Section 4.2 where N is the

number of the transmitting nodes and U is the number of iteration in the optimum

weighting operation.

Figure 4.25 shows FLOPS comparison where number of the

transmitting nodes is 10 nodes, N = 10. For one-hit feedback technigue, the number of

retransmissions of 10N iterations (in order to achieve 90% guarantee of maximum

beamforming gain) is assumed. For master-slave and round-trip technique, the output

frequency and reference frequency for PLL are defined as, fo: = 480 MHz and f¢ =

200 kHz (Nash G., (2006)). Thus, number of loop in PLL, V, is 2,400. For zero-

feedback technique, the number of iteration is referred by Figure 3.14. For proposed
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non-feedback technique the weighting step as 30° is used, U = 13. The results in
Figure 4.25 shows that the proposed non-feedback technique has a lowest complexity
as it requires a lower number of retransmissions from nodes, which is only the same
as the number of transmitting nodes, N. However, the one-bit feedback and zero
feedback technique have higher complexity than the proposed technique as they
require the large number of transmissions in order to archive the optimum
beamforming gain. The master-slave and round-trip also have higher complexity as

they have phase estimation in the PLL which requires a large number of iteration.

45 Chapter Summary

This chapter has proposed an alternative phase synchronization technique, so
called non-feedback distributed beamforming technique. The algorithm of proposed
non-feedback is presented in Section 4.2. Using the proposed technique, phase
synchronization can be accomplished at base station instead of mobile terminals. The
proposed technique requires a lower number of retransmissions comparing to one-bit
feedback and zero-feedback techniques. Also, the proposed non-feedback technique
does not require any feedback signal and interaction between transmitting nodes.
Table 4.9 summarizes the requirement comparison between proposed non-feedback
and literatures. Moreover, the proposed non-feedback technique is analyzed under the
real environment having random phase variation of the transmitted signal as presented
in Section 4.3. The obtained results prove that the proposed technique is stable in a
real environment. From the simulation results in Section 4.4, the proposed non-

feedback technique provides a high beamforming gain compared with the literatures.
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Moreover, the proposed technique provides lower complexity and BER than the

literatures.

Table 4.9 Requirement comparison between proposed non-feedback and literatures.

Requirement
: Festlazad e Large number of Reference signal
Technique from the base e
. retransmissions among nodes
station
One-bit v v

M aster-Slave v v

Round-Trip v v
Zer o-feedback v
Non-feedback




CHAPTER V

AN EXPERIMENTAL STUDY OF NON-FEEDBACK

DISTRIBUTED BEAMFORMING

5.1 Introduction

In a real circumstance, the proposed non-feedback distributed beamforming
can be affected by characteristic of communication channel such as phase variation or
fading. Therefore, the experimental study of proposed techniques is considered in
order to validate the proposed technique. A testbed consisting of two transmitting
nodes and one base station was developed under SDR technology. The testbed utilizes
a Universal Software Radio Peripheral (USRP) as it provides high speed ADCs,
DACs, FPGA and USB interface support (Clark C. (2008)). This chapter consists of
five section as presented in Figure 5.1. The Section 5.1 is an introduction of the
chapter. Section 5.2 discusses the Software-defined radio (SDR) which utilized as a
testbed. The experiments are separated into two parts : Section 5.3 is an experiment
on received signal power and Section 5.4 is an experiment on BER. The first one
presents the proposed technique provides a gainfully combined signal at base station
while the latter presents the enhancement of system performance in terms of BER.

Finally, the chapter is concluded in Section 5.5.
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Software-defined radio (SDR) is a radio communication technology based on

software defined wireless communication protocols instead of hardware (e.g. mixers,

Chapter 5

distributed beamforming

An experimental study of non-feedback

A J

5.1 Introduction

\d
5.2 Software Defined

Radio
5.3 An experiment on 5.4 An experiment on
received power BER
Y
5.5 Chapter summary

Figure 5.1 Route map of study in Chapter V.

filters, amplifiers, modulators/demodulators, detectors, etc.) (Clark C. (2008)). Thus,

SDR reduces the component cost because hardware specific components are replaced

by DSPs and FPGAs. The basic ideal of SDR is presented in Figure 5.2. The ideal

receiver attaches an analog-to-digital converter to an antenna. A digita signal

processor reads the converter and then its software transforms the stream of data from

the converter to any other forms the application require. The idea transmitter is

similar to the recelver. A digital signal processor generates a stream of digital data
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(usually binary). These data are sent to a digita-to-analog converter in order to

convertsdigita

Flexible RF Channdlization ad Output
Hardware » ADC/IDAC[|—>{  SampleRate » Processng | |
Conversion | 1P
Hardware Software

Figure 5.2 Configuration of SDR.

data into an analog signal which is amplified by RF hardware. Then, the amplified
analog signal istransmitted by aradio antenna.
5.2.1 Equipment List

For this thesis, the USRP1, USRP B100, XCVR2450 and SBX
daughter boards (or RF broads) were equipped in the testbed. These equipment is
provided by Ettus Research.

A USRP1 is the original hardware of the USRP (Universal Software
Radio Peripheral) family of products, which enables engineers to rapidly design and
implement powerful, flexible software radio systems (Ettus, (2015)). Figure 5.3 shows
aUSRP1 module. The USRP1 has the features as follows.

e AlteraCyclone FPGA

e Twodua 64 MS/s, 12-bit ADC’s

e Twodua 128 MS/s, 14-bit DAC’s

e DDC/DUC with 15 mHz resolution
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Upto 16 MS/sUSB 2.0 streaming
Auxiliary digital and analog 1/0

25 ppm frequency accuracy reference

A USRP B100 is an idea model for users that require an entry-level

software defined radio device for cost-sensitive applications (Ettus, (2015)). The

B100 hardware provides low-cost RF processing capability. Figure 5.4 shows the

USRP B100 module. The B100 has the features as follows

Spartan 3A-1400 FPGA
Two dual 64 MS/s, 12-bit ADC’s
Two dual 128 MS/s, 14-bit DAC’s
DDC/DUC with 15 mHz resolution
Upto 16 MS/sUSB 2.0 streaming
Auxiliary digital and analog 1/0

2.5 ppm frequency accuracy reference

Ettus research offers many daughter boards with differing features. The

daughter boards are easily installed and available for almost any project. In thisthesis,

the XCVR2450 and SBX daughterboard are utilized for the USRP1 and B100

respectively. Figure 5.5 and 5.6 shows the XCVR2450 and SBX daughterboard

modules respectively. A XCVR2450 daughterboard has the features as follows

Support dual band: 2.4-2.5GHz, 4.9-5.9GHz

Thetypica power output of the XCVR2450 is 100 mW.

A SBX daughterboard has the features as follows.
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e A typica noisefigureis5 dB.

In this work, a VERT?2450 antenna shown in Figure 5.7 is used. The
VERT 2450 antenna has the features as follows.

e Omni-directiona vertical antenna

e Support dua band: 2.4 to 2.48 GHz and 4.9t0 5.9 GHz.

e Provides 3dBi Gain.

5.2.2 GNU Radio Companion

In this experiment, the proposed non-feedback technique is developed
by utilizing the USRP family of boards with the GNU Radio Companion (GRC). The
GRC is an open-source software development toolkit which contains the signa
processing blocks used for implementing SDR (Clark C. (2008)). The GRC provides a
graphic user interface of GNU Radio and the signa processing blocks, allowing a
system to be quickly constructed. The signal processing blocks of GRC are primarily
written using the Python programming language, while the performance-critical signal
processing path is implemented in C++ using processor floating point extensions.
Thus, the developer is able to implement rea -time, high-throughput radio systemsin a
simple-to-use and rapid-application-development environment. Therefore, GRC
enables the user awide range of flexibility such as smart antennas and wireless sensor

networks.

5.3 An Experiment on Received Signal Power

Figure 5.8 shows the configuration of experiment setup to measure the

received signal power including two USRP1. A cosine wave is transmitted using the
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USRP1 by utilizing a network analyzer. Figure 5.11 presents a calibrated power in
which the optimum programming gain is 29 dB which provides a transmitting gain of

24.8 dB.

node #A
Transmitting

Figure 5.9 Configuration of the two transmitting nodes on received signal power.

: Base
station &

Figure 5.10 Configuration of the base station on received signal power.
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the two extracted signal which related to the signal transmitted from node #A and #B.
Figure 5.15 presents the programming block diagram of the weighting and combining
signal. The two extracted signa are weighted and combined according to proposed
weighting agorithm discussed in Chapter 1V. Finaly, the base station obtains the
maximum combined signal using a selector.

The measured results are presented in a histogram of average combined
magnitude at base station. Note that this magnitude is average from 100-time of data
recording. Figure 5.16 shows the results in the case of only a single node (node #A)
transmits a cosine wave to base station while Figure 5.17 is for the case when only
node #B transmits a cosine wave to base station. Figures 5.18 and Figures 5.19 show
the average of combined magnitude when both nodes #A and #B transmit a signal for
the 1% time and 2™ time, respectively. Then, Figure 5.20 shows the output of
combined signa when the proposed beamforming scheme has been performed.
However, the proposed scheme is off (without phase synchronization), the combined
signal turns to be lower as shown in Figure 5.21. As a 100-time of experiments is
recorded, Table 5.1 shows a mean value and standard deviation of all cases. The
results present that the proposed technique provides an optimum gain as 0.038 volt
with respect to the optimum beamforming gain. Note that the optimum gain can be
calculated by summation of the received signal power from node #A and #B (0.012 +
0.026 = 0.038). Thus, the gain of proposed technique is significantly better than
without phase synchronization which provides a signa gain as only 0.026 volt.
Moreover, a standard deviation in case of proposed technique (¢ = 0.0051) is lower
than the case when the proposed scheme is off (¢ = 0.0078). This implies that the

proposed technique provides higher stability in terms of received signal power.
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Table 5.1 Mean and standard deviation of measured average magnitude

1x1A | 1x1B | 2x11% | 2x12™ | 2x1on | 2x1 off

Mean (v) 0.012 0.026 0.030 0.030 0.038 0.026

Standard deviation (v) | 0.0022 | 0.0037 | 0.0042 | 0.0046 | 0.0051 | 0.0078

signal cannot totally guarantee the quality of the received data. This is because the
received signal can be affected by transmission channel such as fading, noise and
interference Therefore, the candidate further investigates into the BER in the next

section.

54 An Experiment on Bit Error Rate

A testbed for BER measurement is shown in Figure 5.22. In this experiment,
transmitting nodes transmit the random binary bits to a base station. The number of
transmitting bitsis 1 million which has a carrier frequency at 2.45 GHz. The USRP is
employed at base station and two USRPB100s are employed asthe transmitting nodes,
nodes #A and #B. A SBX-120 is used as the daughter boards for USRP B100. All
USRPs are connected to a laptop for signal processing and recording. The two
transmitting nodes are placed at the sidewall as shown in Figure 5.23. The
configuration of the base station is the same as the one for previous experiment shown
in Figure 5.10. Also, al losses in transmission line have been calibrated before
performing the measurement. According to a transmitting power of USRP B100 is not
calibrated. Thus, the candidate calibrates the transmitting power of USRP B100 by
utilizing a network analyzer. A calibrated power of USRP B100 is presented in Figure
5.24. The measured results show that the optimum programming gain is 31 dB which

provides atransmitting gain of 25 dB.
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Gray code is enabled. Then, a demodulated signal is decoded by “Packet Decoder”.
Finally, the decoded signal is used to collect aBER.

The measurement results are presented in a histogram of BER where 100-
time of recorded data has been average. Note that the measured BER employing
USRP is relatively sensitive with noise. Thus, the major portion of measured BER is
the optimum case as 0.0 or the worst case as 0.5. Note that BER = 0.0 means that
thereis no bit error at all, while BER = 0.5 means that bit error turns out be a half of
transmitted bits, e.g. bit error is 500,000 when transmitting 1 million bits. Figure 5.29
presents the BER in the case of transmitting data from only node #A while Figure
5.30 presents the case when only Node #B transmits the data. The results show that
transmitting data from only a single node provides a low performance in terms of
BER: the portion of BER = 0.0 which isonly 11/100 in the case of only node #A and
the portion of BER = 0.0 which is only 22/100 in the case of only node #B. Then, the
proposed technique is applied in order to enhance the BER. Figures 5.31 and 5.32
show the BER at the base station when the two nodes transmit data at the 1% and 2™
time, respectively. Figure 5.33 shows the BER of combined signal at base station
when the proposed technique has been applied. Figure 5.34 shows the BER for the
case without the proposed technique. The results present that the proposed technique
provides a lower BER than the case when transmitting signal from a single node and
when the proposed technique is not applied. The portion of BER = 0.0 in case of
using the proposed technique is 45/100. The portion of BER = 0.0 in case of 1% and
2" retransmission and without phase synchronization is only 25/100, 17/100 and
14/100 respectively. Table 5.2 shows a mean and standard deviation BER of all cases

as the experiments have been recorded for 100 times. The results in this table confirm
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Table 5.2 Mean and standard deviation of measured BER.
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Ix1A | 1x1B | 2x11% | 2x12" | 2x1on | 2x1 off
Mean (V) 0.43 0.39 0.35 0.39 0.27 0.40
Standard deviation (v) 0.16 0.21 0.22 0.20 0.25 0.19

#A and #B is 0.43 and 0.39, respectively. The mean BER in case of retransmission

and without phase synchronization is 0.35, 0.39 and 0.40, respectively. Therefore, the

experimental results in this section validate the proposed technique that it can be

utilized to realize for a distributed beamforming network with an optimum gain and

lower BER.

55 Chapter Summary

The proposed non-feedback technique has been analyzed under real indoor

environment. The SDR is utilized as a testbed. The measured results have revea ed

that the proposed technique provides the optimum beamforming gain. Also, it can

enhance the system performance by lowing a BER comparing to the case when the

phase synchronization is not applied.




CHAPTER VI

THESIS CONCLUSION

6.1 Conclusion

So far, mgjor phase-synchronization techniques for distributed beamforming
suffer from the problem related to the feedback procedure as base station sends
feedback reference signals back to the transmitting nodes. A one-bit feedback
procedure requires a large number of retransmissions which degrades the battery
lifetime of mobile terminals (Mudumbai R., (2010)). Moreover, the transmission of
feedback signal from base station to distributed collaborative nodes may be not
reliable when the communication channel between base station and nodes is weak. A
master-slave and time-slot round-trip utilize reference signal between transmitting
collaborative nodes ((Mudumbai R., (2007) and Brown D.R., et.a, (2010)). This
requirement gives rise to complexity at transmitting nodes. Alternatively, a zero
feedback technique does not require any reference signal between nodes but requires a
large number of retransmissions (Bletsas A., et.a, (2010)). In this thesis, a new
technique handles a non-feedback beamforming employing an operation in both space
and time domains. The proposed non-feedback beamforming performs an extraction
of combined signal at base station which means the transmitting nodes do not need to
dea with phase synchronization anymore, hence they can save energy and aso
battery life. The concept of extraction is based on a classical equation solving using
inverse matrix. This procedure requires a few retransmission from nodes. After

performing a signal extraction, each extracted signal is properly weighted to obtain an
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appropriate phase alignment at base station. Finally, the base station obtains a
combined signal with maximum beamforming gain. According to the proposed
concept, all transmitting nodes do not require any feedback or reference signals. The
number of retransmissions are less comparing to the one-bit feedback and zero
feedback techniques. Therefore, the transmitting nodes are of low complexity and aso
low power consumption.

The simulation results reveal that the proposed non-feedback technique
provides a high beamforming gain compared with the ones presented in literatures.
Moreover, the proposed technique provides lower BER. With respect to the existing
methods in the literatures, the proposed non-feedback technique is low of complexity
comparing to one-bit feedback, zero-feedback master-slave and time-slot round-trip
techniques.

For the experiment, this thesis has shown the design and construction of
proposed non-feedback distributed beamformer. The testbed consisting of two
transmitting nodes and one base station was developed under SDR technology by
using USRP. The measured results have revealed that the proposed technique
provides the optimum beamforming gain. Also, it can enhance the system
performance by lowing a Bit Error Rate (BER) comparing to the case when the phase

synchronization is not applied.

6.2 Futurestudies
Based on the knowledge learned and acquired over this research, some
recommendations for future wireless communication design should be presented.

According to the proposed non-feedback technique requires the number of
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retransmissions of N when N is the number of transmitting nodes, the non-feedback
technique requires a large number of retransmissions when the number of transmitting
nodes is large. This may be extremely reduces the battery life at transmitting nodes.
Therefore, a few general and useful formulas or coding techniques should be

reviewed in order to reduce the number of retransmissions.
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Abstract-  Distributed beamforming technique has been
introduced in the wireless sensor network (WANs) in order to
increase the transmission range and signal strength of sensor
node, The identical data is itted to the d by all
nodes which have timing and carrier synchronously. Then, the
data tr jons are combined gainfully at the d it
Thus accuracy of reference signal for synchromization is
extremely significant. Synchronization among nodes can achieve
by utilizing the reference signals 'rom Global Position System
(GPS). This paper investigates into the effect of inaccuracy of the
reference signals from GPS in term of node location (radii and
phase of each node) on the beamforming performance. The
simulation results show that a slightly imperfection of estimated
node location can tremendously affect to the beamforming
performance.

Index Terms- Wireless sensor networks, beam pattern, GPS,
distributed beamforming.

1. INTRODUCTION

One of the major problems in wireless communication
networks is occurred when direct transmission from mobile
terminal or sensor node to destination (i.e. access point and
base station) is very long distance. This tremendously affects
the signal loss at destination [1]. Therefore, we often require
higher amount of energy to default attenuation, which is
considerably not practical. To recover this issue, a source node
may be implemented with multiple antennas which can
achieve sufficiently transmission power. The power gain is
extended with a help of a number of antenna elements, so
called antenna array [2]. Nevertheless, in many practical
situations, employing antenna array has limitation in cost and
size. Therefore, the distributed beamforming or collaborative
beamforming technigue has recently been proposed due to the
advantage of dramatic increase in range. energy efficiency,
data rate or Signal-to-Noise Ratio (SNR) |3 and 4], The
increasing scale of SNR in distributed beamforming is N'=,
when N is number of collaborative nodes in the networks. The
distributed beamforming is based on the random antenna array
theory in which each node broadcasts its data to collaborative
nodes in the networks [5, 6, and 7). Then the same data is
transmitted to destination by all nodes which have timing and
carrier synchronously. Therefore, the transmitted data are
aainfully combined at the destination. For the mention
procedure, the synchronization is a key success for distributed
transmission beamforming.
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The synchronization can be divided into two scenarios:
closed-loop and open-loop [8. 9, 10 and 11]. The closed-loop
has the feedback from destination which requires knowledge
of the distance, relative to the wavelength between each node
and the destination. While the open-loop requires only the
node locations which may be achieved by utilizing of
reference signals from the Global Position System (GPS),
whereas GPS can achieve a reference signal by locate a node
position [12].  Therefore, the open-loop concept is more
interesting as it does not require any feedback from
destination. However, according to GPS Performance
Standards and Specifications indicating a 95% error bound
[13], using reference signal from GPS is not perfect accurate.
The mentioned error in GPS may come from several causes
such as: satellite geometry, satellite orbit, multipath effect and
atmospheric effects. The affection of inaccuracy of GPS is
approximate valves such as: an ionosphere effect of +3
meters, Multipath effect of 1 meters and shifts in the satellite
orbits of £2.5 meters [14]. An inaccuracy in position of GPS
can lead to degradation in beamforming, Therefore, this paper
investigates into the effect of such an imperfection of GPS
accuracy in term of node location on the beamforming
performance for the distributed beamforming technique when
open-loop synchronization is assumed. The node locations are
estimated in term of a range between sensor node and
collaborative node k, radii %, and phase of & node, Y. The
obtaining results provide relation between the imperfection of
estimated node locations and degradation of mainbeam’s gain.
Note that the node locations in wireless sensor networks are
randomly accordingly to probability distribution. Thus we
consider the beamforming performance in term of average
beamforming. The computer simulation shows that there is
some error in node estimation which results in degradation of
beamforming.  This information can be helpful to the
distributed beamforming designers who choose an open-loop
scenario for network synchronization.

The remainder of this paper is organized as follows,
Following introduction, a brief discussion of distributed
beamforming system model and average far-field beam pattern
are shown in Section II. Then, we discuss the estimated of
node locations in average beam pattern in Section [IL
Afterwards, the simulation model and results are revealed in
Section IV, Finally, Section V concludes the paper.




IL  SYSTEM MODEL AND AVEREAGE FAR-FIELD
BEAM PATTERN

The distributed beamforming geometrical model is shown in
Fig. 1, which is referred to [15]. The N sensor nodes are
located in (x, ¥) plane where k = 1, .., N, which are random
according to uniform distribution. Each node location is
denoted in polar  coordinates expressing by
n =yxi+ 35 Pp =tan" 0y /x).  Location of the
destination is denoted in spherical coordinates by (4, 8. 6, ),
In this paper, the destination node is assumed to be at the same
plane as other nodes. Therefore, we assume 6 =n/2.
Introducing the node location veclors as
r = [r.n.won. 1€ [0,RIY and
v = [,y . Py ] € [-mal" for randomly located sensor
nodes. We also assume that each node is equipped with a
single isotropic antenna and the mutual coupling effects
between nodes are negligible because they are sufficiently
separated.

Accordingly to [15], the distance between the k™ nodes and
destination is

d:(0,8) ® A — n. sin8 coslp — w) (1
The initial phase in case of using open-loop is

Py = 1%11‘ sin 8, cos(p, — i) {(2)
The array factor of far-field can be by

i o
Fa %zgﬂe;Tri[slnﬁ:uiog-wi?-lmBml(d'-v:k), 3)

As we assume that & = 8, = n/2, then
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The array factor from (4) can be minimized to
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where R = R/ and
Iy = (r_:) sin (—“-.’:’“ﬂo'l) (6)

This has the probability density function (pdf) as

fu=(B)vI—7. -1x5:2251 U]

a
Then, the far-field beam pattern is characterized as
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Fig. 1. Definition of distributed beamforming system model,
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where @ = 4nR sin(@/2), As the location of each node in the
systems is not known, a set of nodes are acted as a random
antenna array. For this work, we assume the distribution as
uniform, Hence, we investigate the beamforming performance
in term of average beamforming. The average beam pattern is
expressed as the expectation of the far-field beam pattern
presented in (8) by

B,(¢) =E (P} (9)

where E.{} is expectation operator. Accordingly, (7) and (8)
we obtain

Po(@) =1+ (1-2) 222/ (10)

where [, (x) is the first-order of Bessel function.

1. AVEREAGE FAR-FIELD BEAM PATTERN WITH IMPERFECT
ESTIMATED NODE LOCATION

In the open-loop scenario, an imperfection of estimated
node location affects the initial phase presented in (2) as

P =5 On + n) cos(o — Gy + A1)
=, cos(p — Gy + Ay)) + T8, cos(gpy —
(s +0%))
(11)

where Ar and Ay, are the imperfection of estimated radii and
phase, respectively. Similarity to (8), the beam pattern is
expressed as
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Fig. 3. Average beam pattern with imperfection of estimated phase, Wi

where .
z§=?sin(w* +%——¢:¢”) (13)
v = A, coslys + Ay — @) (14)

We assumed that the imperfection of estimated radii An are
uniformly distributed over rang of [~%pge  frar ). While the
imperfection of estimated phase Ay are uniformly over
[~Wimax Wmeel in constraint of 0 to 27, The pdf of vy can be
expressed by

" 1
S | v Il
fon = [In(l + J1765) }w -2 ]
for vl =< free (15)

Finally, the average beam pattern is expressed as

P =2+ (1-3) 4@ 14,1 (16)
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Fig. 4. Plot of mainbeam's gain degradation with respect to imperfection

of estimated node location (radii and phase).
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In next section, we investigate into how such an error
caused by inaccuracy of GPS affect the beamforming
performance of distributed beamforming. Moreover. the
degradation of mainbeam’s gain is also taken into account.

IV, SIMULATION RESULTS

For simplicity to simulation, we assume that the normalized
radii of network with wavelength & = R/4 are | [15]. The
node location is random over the networks as shown in Fig, |
with a uniform distribution. We also assume that all nodes
have identical wansmitted power. The path losses are not
considered, The number of sensor nodes in the simulation is
256, The destination is assumed to be located at ¢ = 0°.

Accordingly to (16) and (17). we investigate into the
performance of beamforming when imperfections of estimated
radii 7, are taken into account. As shown in Fig. 2, we set
estimation of phase ¥ as an error free while the imperfection
of estimated radii % are assumed as
g/ A = 0.1, %0, /4 =05 and %, /4 =1.0, The results
show that the n's gain is ex ly degraded when
imperfection of estimated radii 7 are occurred. The
mainbeam’s gain is degraded as about 6%, 81% and 98%




when figy /A = 0.1, #iap/A =05 and e, /A = 1.0,
respectively. This is how to calculate the percentage
degradation. For example for the case having #qe/1 = 0.5,
the ratio of mainbeam is approximately 0.19 or 19%, Thus, the
degradation of mainbeam’s gain is 100-19 = 81% or (1.8,

In order to investigate the imperfection of estimated phase
Py, we utilize (16) and (18) in the simulation. According to
Fig. 3, we set estimation of radii 7 to be perfect. While the
imperfection of estimated phases ¥y are assumed as
Rmax/A = 0.1, Rifpax /A = 0.5 and Rimg, /4 =1.0. The
results show that the direction of obtained mainbeam are
deviated from the direction of destination (@, = 0°.), deviated
mainbeam are about 3°, 15° and 30°, thus the mainbeam’s
gain is degraded as about 2%, 48% and 96%,respectively.
When they are compared to the optimum beamforming which
has deviated direcetion is 0°, ratio of mainbeam power is 1.0
or 100%. Example to case of Ry /A = 0.5, the ratio of
mainbeam in direction of destination is approximately .52 or
52%. Thus, the degradation of mainbeam’s gain is 100-
52=48% or 0.48. Regarding this simulation results we can
conclude that the imperfection of estimated radii degrades the
mainbeam’s gain while the imperfection of estimated phase
deviate the direction of mainbeam.

In the case when both of estimated radii and phase are
imperfect. The Fig. 4 shows the contour plot of degradation of
mainbeam’s gain when the imperfection of estimated radii
Tmax /A and the imperfection of estimated phase Rimgy /4 are
assumed. From the figure, we can allow the imperfection of
estimated radii and phase not lower than 0.2 and 0.4 in order
to limit the degradation within half-power beamwidth.

Regarding the GPS issue, the authors of the work presented
in [16] have tested Samsung’s Galaxy 5 phones which have
fairly serious GPS implementation issues. The authors have
used Google Earth to determine the location on the linear
sidewalk with the distance 333 meters. The results have
revealed that the mean error in location estimation is 3.0
meters with a standard deviation of 2.0} meters when the worst-

case is 8.6 meters approximately.  According o this
information,  the imperfection of  estimated  radii
tnge/d =~ 0.3 when assuming  no  error  in  phase,

W, estimation Rtz /A = 0, As a result, the degradation of
mainbeam’s gain is 40-50%, according the information from
Fig. 4. Therefore, the network designer should aware of such a
huge degradation when employing estimation from GPS.

V. CONCLUSION

This paper has revealed that the accuracy of GPS is
extremely significant for distributed beamforming technique
as it requires an accurate reference signal from GPS. An
inaccuracy of GPS can affect a performance of beamforming.
The simulation results have showed that the imperfection of
estimated radii degrades the gain of mainbeam while the
imperfection of estimated phase dewiate the direction of
mainbeam. To limit the mainbeam deviation within half-
power beamwidth, the imperfection of estimated radii may be

lower than 0.2 while the imperfection of estimated phase may
be lower than (0.4,
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Abstract—From literatures, path loss effect has not been taken
into account when analyzing beamforming performance of
distributed or cooperative beamforming networks such as

*mitpe sut.ac.th

Therelore, the transmitied data are gainfully combined at the
destination,

As known that attenuation in free-space path loss degrades
wireless communication performance. The authors of the work
presented in [4] have shown that path loss degrade the

Wircless Semsor Networks (WSNs). Therefore, this paper
investigates into  the mentioned effect on  beamforming
performance of WSNs through comy imulati The

obtained results indicate that the path loss occurring between the
networks and destination extremely degrades beam pattern and
beamforming gain.

Keywords—~Beam pattern, Distributed beamforming, Free-
Space Path loss, Wireless sensor networks

L INTRODUCTION

Recently, Wireless Sensor Networks (WSNs) have gained
lot of consideration into several monitoring applications in
various areas. This is because WSNs have an advantage in
term of [fexibility as its sensor nodes are scalable and
movable. However. WSNs have a major limitation in term of
energy efficiency and battery lifetime. As the sensor nodes are
small of size. canying long-life battery having large
dimension is impractical. Moreover, sometimes the sensor
networks are installed in some inaccessible places such as roof
of building. forest or river. This resulls in difficulty for battery
replacement. Thus, WSNs minimize their energy consumption
by utilizing techniques such as ad hoc protocol. low-power
processing or data collision reduction. However, in some
situations. extra power is still needed e.g. when the distance
between sensor nodes and destination is long. This introduces
signal loss at destination. To avoid the mention impairments,
sensor networks have to boost up the transmitted power.
However. this is considerably not practical as battery lifetime
is shortened. Recently. utilizing multiple antenna elements at
individual sensor nodes have been considered as the
transmitted power can be gained depending on a number of
antenna clements. so called antenna array |1] Nevertheless,
installing antenna array has limitation in cost and size.
Therefore, a distributed beamforming or collaborative
beamforming technique has recently been considered 1o WSNs
due 1o the advantage of dramatic increase in range, encrgy
efficiency, data rate or Signal-to-Noise Ratio (SNR)|2]. The
increasing scale of SNR in distributed beamforming is N?,
when N is number of collaborative wireless sensor nodes in
the networks. The distributed beamforming is based on
random array theory as a mumber and position of sensor nodes
in WSNs are often random. A sensor node distributes its data
among neighboring nodes then all nodes transmit the same
data to destination with time and carrier synchronization [3].

978-1-4799-0545-4/13/831.00 ©2013 IEEE

tr itted signal strength in WSNs. They have also
recommended thal a higher number of nodes is required (o
improve the sysiem performance, The work presented in [5]
has studied some problems in finding an optimal position for a
sensor node. The authors have revealed that signal path loss
tremendously affects the topology of sensor networks,
However, most  of literatures  dealing  with  distributed
beamforming on WSNs have not taken into account the effect
of signal path loss. For example. the work presented in [6] has
studied performance of distributed beamforming for wireless
ad hoc sensor networks in which the distributions of nodes are
uniform, The authors have shown the system performance in
the term of average far-field beam pattern, 3-dB beamwidth
and directivity with respect to several numbers of nodes and
network radius, Also. the authors of the work presented in [7]
have revealed the distributed beamforming performance when
all nodes are distributed with Gaussian manner. Both works
appeared in |[6-T] and also in [8-10] have not considered the
cffect of path loss which probably alters the system
performance. However. the work presented in [11] has
mentioned that signal path loss is negligible when increasing
number of collaborative nodes. gaining transmitted power or
compensating received signal at destination. An increase in a
munber of sensor nodes is considerably not practical as this
can resull in budget limitation. Also. gaining transmitted
power is unrcasonable because of battery-lifetime constraint.
In addition, compensating signal at destination is not possible
when path loss is severe as the margin between desired and
undesired signal is low [12]. Moreover. this also increases the
network complexity [13].

Therefore this paper investigates a path loss effect on
distributed beamforming for WSNs. The obtained results show
that the free space path loss has extremely effected on
distributed  WS8Ns  beamforming. This is because the
destination cannot receive a transmitted signal as it is lower
than signal sensitivity.

The remainder of this paper is organized as follows.
Following introduction. a brief discussion of distributed
beamforming and path loss effect is shown in Section IL
Afterwards, the simulation and results are revealed in Section
I1, Finally, Section IV concludes the paper.
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Fig. 1.Definition of distributed beamforming system model,

11. PATH LOSS MODEL AND AVERAGE FAR-FIELD
BEAMPATTERN

A System Model of Distributed beamforming and Path Loss

The distributed beamforming geometrical model is shown
in Fig. 1, which is referred to the work presented in [6]. The V
sensor nodes are located in (x. v) plane where k=1, .., N.
This k parameier is random according Lo uniform distribution,
Each node location is denoted in polar coordinales expressed
by r, = /x; + v and i, = tan""(y/x,). Location of the
destination is denoted in spherical coordinates denoted
by(A, Dy, 05). In this work, the destination (base station or
access point) is assumed to be located al the same plane as
other nodes are. As a result. we assume thatf, = 7/2. The
node location vectors are 1 = [ry, 75, .., 1y, ] € [0,R]Y and
= [y, 45, ., Py, ] € [=m, ]V which are randomly located.
We also assume that each node is equipped with a single
isotropic antenna and the mutual coupling effects between
nodes are negligible becavse they are sufficiently separated.

The initial phase of cach sensor node in the case of open-
loop svnchronization (referred to x-axis) is

Py, = %rk sin 6y cos(y — Y) @

We assume that each sensor node is located in polar
coordinates. As we can see in Fig. 1. sensor node geometry is
appeared as circular antenna array as the location of nodes are
randomly rand 1. Therefore the far-field amay factor of
distributed beamforming for wircless sensor can be wrilten by

F, 8: 1, ipy) =

i e o i
%Z.'Ll E;Trk[sln By cos(ghs— ) —sin & cos(p -1y )] (2)

Note that the destination is located on the same plane as sensor
nodes, 8 = 0, = /2. Then (2) can be minimized to

N
F@imop) =3 3 eFrrwin(sn(ont52)

k=1
- %Zf=1 e.fi:sm["’“—;m]{%) sin g %;w) 3

Moreover we assumed that the direction of the destination is
denoted as ¢y = 0. Thus, the position of destination is
(A, ¢y = 0,8y = m/2). Therefore, the amay factor from (3)
can be minimized to be

F@izy) ~ 13l e isn(E)e @

where R = R/A representing the normalized network radius
with lambda. Then. corresponding z;, is

2@ ) = () sin (wk - (ee2)) (5)
This 2, has the probability density function (pdf) as
fzk=(%‘)\/l—zz. —1=<z=<1 ()

We can estimate the radiation patiern by taking absolute array
factor of (4). Then the far-ficld radiation pattern is
characterized as

Pgp: z;) = |F (¢ ZH)A!Z ? F(p:z )F (¢: 2,)

- i Z Z & Jamh sin{%}fzk -Zq)
=%

k=11=1
= ﬁ + ﬁE}Ll gIRRES Lizk e~ % ()
where f = 4mR sin(¢/2).

As a sei of nodes are acted similar to a random antenna
array. For this paper, we assume that positions of nodes are
uniform. Next, we investigate the beamforming performance
in term of average beam pattern. The average beam pattern is
expressed as the expectation of the far-field beam pattem
presented as

P (9) = E{P(: 2,)} (8}

where E,{-} is expectation operator. According to (6) and (7).
we obtain

LG fsinig /20|
) 4h sin{g/2} ™

P B)=5+(1-5
where Jy(+) is first-order Bessel function and V is number ol
nodes,

Equation (9) reflects the figure of average beam patiern in
which the firsi lerm is related (o side lobe level As we can
see, lower side lobe level can be oblained when increasing
mumber of V. The second term appeared in (9) is related to
beamwidth of main lobe which can be controlled by R. As a
resull. the factors N and R appeared in (9) control
beamforming gain or directivity of distributed beamforming,

The mentioned directivity of sensor node can be expressed
by

_u _ Jhewae _ on (10)
Tuy Cr@ie L P@)de

When 7 is the radiation intensity (W/unit solid angle), U, is
the radiation intensity of isotropic antenna (W/ianit solid
angle) and P(¢) is the radiation intensity in direction of ¢.




TABLE|
SIMULATION PARAMETERS FOR OUTDOOR SCENARKY

ration Frequency [SM band. 902-928 MHz
Number Nodes (M) 40 Nodes
Node Distribution Uniform
Radius of Network 5
T ission Range <10 km, (macro cell)
Radiated Power 0 dBm, 10 dBm, 20 dEm
Signal Sensilivily -106 dBm
Tmnsnm(t;:?:mcnna 2.5dBi
Received Anienna Gain 5 dBi

The work presented in [6] has shown the close-form formula
for distributed beamforming as

N

n

()

ol
1+U.U'JJJZ-E

B. Path loss Channel Model

In this paper. we assume that WSNs is considered in
outdoor condition as the most WSNs are utilized. For this
case. we adopt a simple Free-Space Path Loss (FSPL) model
is expressed by

a; (dB) = 20log,y(dy) + 20log,, (f) — 27.55 (12)
where d,, is a distance between sensor node £ and destination
(melers) and (s an operating frequency (megahertz).

We utilize Euclidean estimation for approximating the
distance between the #" node and destination which is
expressed as

d (¢,0) = JA? + 17 — 2 AsinB cos(p — ) (13)
where 4 is the distance between center of network and the
destination as shown in Fig 1.whileryis the location of sensor
nodes referred to the network cenier,

Analyzing a madiation pattern are commonly considered in
far-field region which has very long distance belween sensor
nodes and destination, A 3 . Then (12) can be minimized
to

di(.8) = A —r,sinf cos(d — Py (14)
When the size of npetwork is mnot large. we may
estimate d (@, @) = A which is represenied (o all node’s
distance,

I SIMULATION RESULTS AND DISCUSSIONS

This section reveals the effect of path loss on the
beamforming performance of distribuled beamforming for
WSNs, Some ulilized parameiers appearcd from [14] arc
adopted in which the authors have developed WSNs for area
monitoring and integrated vehicle health management having
several nodes distance. The utilized parameters for the
simulation in this paper are shown in Table 1. Note that cach
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Fig. 2, Simulated average beam pattemn in outdoor scenano with
several 4 when mumber of collaborative nodes (V) is 40 nodes
and radiated power is 20 dBm.
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Fig. 3. Simulated average beam pattern in outdoor scenario with
several radiated power when number of collaborative nodes (V)
is 40 nodes and .1 is 1000 m.

node is equipped with a single isotropic antenna which has
identical radiated power,

Fig. 2 shows the average beam pattiern of distributed
beamforming for outdoor scenario when the 40 sensor nodes
are randomly located in the networks. Please note that this

ber is referred to the ber of channel. As we can see,
the effect of path loss is more pronounced when distance
between the network and destination increases. At = 1 km,
the average beam paltern is dropped o -40 dBm. Al longer
distance, the beam pattern gain is dropped to -50 dBm. -57
dBm and -62 dBm when 4 = 3 km. 5 km and 10 km
respectively. This is because that path loss effect is more
pronounced when distance between transmitter and receiver
increases according to (12) and (13).

Fig. 3 shows the average beam pattern of distributed
beamforming when the radiated power is given as: 20 dBm. 30
dBm and 40 dBm. The beamforming gain is also degraded
with respect to a decrease in radiated power. As we can see in
the figure, beamforming gain is of <43 dBm. =33 dBm and -23
dBm when the radiated power is 20 dBm, 30 dBm and 40
dBm respectively. These results have revealed that radiated
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power can be pushed up in order o compensate the path loss
between the network and destination. Note that the mentioned
compensation is not practical when the transmitter is situated
at very far away from receiver, Moreover. this is considerably
not practical as the battery-lifetime of sensor networks is very
limited. Nevertheless, some rescarchers have proposed the
idea of increasing the mumber of nodes (o tackle the mentioned
problem. As we can see in Fig. 4. this figure presents that
beamforming gain or directivity can be increased when
utilizing more number of sensor nodes. This is because the
beamforming gain or directivity is related to the nodes density
N/R as shown in (11). However. the directivity is stable at
higher mumber of nodes. Referring to (11). the directivity
depends on only R at high number of nodes. which has been
constantly given at the beginning. Also, as seen in Fig. 4, the
higher £/4 is given. the higher directivity can be abtained.
The reason is that directivity is reverse to the network radii as
shown in (11).

At this point, path loss exiremely affects the beamforming
performance of distributed beamforming systems. There are
several dies such as increasing of the network radii or
number of utilized nodes. However. these are considerably not
practical. Firstly, utilizing higher number nodes introduces an
increased budget. Also. adding more number of nodes is not
possible e.g.. the work presented in |14] has utilized only 40
channels, This means that maximum number of node which

Nevertheless, this is considerably not practical because
increasing number of nodes has impact to the system budget.
In addition. the number of utilized nodes is limited according
to available channels of the svstems. In summary. the path loss
effect is one important factor that should not be ignored when
designing a distributed or cooperative beamforming networks.
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ABSTRACT

This paper presents a ready-made formula to cal-
culate the number of node and network radius for
distributed beamforming networks. The calculation
is based on guarantee of received signal at destination
to be higher than received sensitivity. The proposed
caleulation model already includes path loss and also
imperfection in node location estimation, which can
be applied for both indoor and outdoor seenarios.

Keywords:  Array signal processing, Distributed
beamforming, Path loss, Phase synchronization and
Wireless communications.

1. INTRODUCTION

As a rapid inerease in data rate transmission in
wireless communication is needed, distributed beam-
forming networks are currently considered as one so-
lution for the next generation of wireless commmmnica-
tion systems. The distributed beamforming is based
on a random antenna array theory in which all user
terminals in the network transmit their same signal
at same time to destination or hase station [1]. Then,
the received signal at destination ean be gained when
the phase of transmitted signal are aligned following
some phase synchronization techniques. According to
this concept, the received signal at destination can be
gained by 100ogo N, where N stands for the number
of collaborative user terminals in the networks. Tf all
user terminals transmit collaborative signal without
phase synchronization, the received signal at destina-
tion may be not gained as the received signal’s phases
are off-set. Therefore, phase synchronizalion is a vel-
atively significant key to obtain maximum beamform-
ing gain. Generally, phase synchronization can be di-
vided into two scenarios according to interaction be-
tween nodes and destination: closed-loop and open-
loop [2]. For the first concept, destination directly
controls the node’s phase adjustment by transmitting
feedback signal from destination to nodes in which
knowledge of distance relative to wavelength between

Manuscript received on July 31, 2014 ; revised on December
11, 2014.
* The authors are with Department of School of Telecommu-
nication Engineering, Suranaree University of Technology 111,
Mahawittayalai Road, Muang, Nakhon Ratchasima, Thailand
3000 Email: 1054400548 g sut.ac.th’, uthansakul@sut.ac.th?,
mtpiisut.acth?

each node and destination is required. According to
this, nodes in the networks are able to compensate
own phase off-set following the feedback reference sig-
nals. Some examples of the mentioned concept have
heen shown in [3, 4], which are full-feedback closed-
loop and one-bit feedback closed-loop synchroniza-
tion, respectively. For the later concept, the informa-
tion of node location is required, which can be usu-
ally obtained from Global Position System (GPS).
Then, nodes in the networks are able to compensate
individual phase off-set according to node location
information. Some examples of open-loop phase syn-
chronization are master-slave and round-trip open-
loop synchronizations as shown in [3, 6]. Comparing
between these two scenarios, the open-loop synchro-
nization is more interesting as it does not require any
feedback from destination. Unfortunately, utilizing
synchronization technique such as one-bit feedback or
master-slave gives rise to system complexity at nodes
and destination. However, as mentioned before, we
can reduce this complexity by utilization of GPS at
individual nodes. Then the information of node loca-
tion can be obtained from GPS directly. Thus, nodes
in the networks compensate own phase off-set accord-
ing to node location information instead of employing
phase compensating message though the open-loop
concept [7]. However, from literatures, GPS perfor-
manece standards and specifications indicate an error
in location estimation at bound of 95% [8]. As a re-
sult, using refercnce signal from GPS is not a perfect
choice. The mentioned error in GPS may come from
several causes such as: satellite geometry, satellite or-
bit, multipath effect or atmospheric effects [9]. Our
previous work [10] has shown that the imperfection in
node location estimation in terms of radins degrades
the gain in the direction of main beam. Also, im-
perfection in terms of phase makes some changes in
main beam direction. However, phase synchronizing
error is not the only one factor that affects beam-
forming performance, but also the path-loss between
nodes and destination. The anthors of the work pre-
sented in [11] have shown that path loss degrades the
transmitted signal strength in distributed networks.
They have also recommended that an increase in the
number of nodes is required to improve the system
performance. In addition, the work presented in [12]
has also revealed that signal path loss tremendously
affects the topology of the networks. Moreover, from
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our previous work [13], path loss extremely affects
heam pattern as it degrades the beamforming gain.
At this point, it can be said that phase synchroniza-
tion and path-loss extremely involve in evaluating the
performance of distributed beamforming networks,
According to the degradation mentioned above, some
researchers have proposed an increase in the num-
ber of collaborative nodes and radins of the networks
[14. 15]. The reason is that increasing number of col-
laborative nodes and network radius provides higher
beamforming gain. The results have indicated that
side lobe level can be reduced when increasing the
number of nodes and main beam width is reduced as
network radius increases. Unfortunately, an increase
in the number of nodes is relativel iited by com-
munication channel and also this introduces an in-
creased budget. Also, the concept of allowing longer
network radius may be limited by available space.
However, gaining transmitted power is an alterna-
tive choice. Still, increasing power in transmitter
is also relatively limited because of battery-lifetime
constraint. Therefore in this paper, we propose an
idea to choose an optimum number of collaborative
nodes and network radius for distributed beamform-
ing. The effect of phase synchronizing error and path
loos are included to the model. The outcome of study
is a ready-made formula to calculate the appropriate
number of node and network radius with respect to
received sensitivity.

The remainder of this paper is organized as fol-
lows. Following introduction, a brief discussion of dis-
tributed beamforming and path loss model are shown
in Section 2 and 3 respectively. Moreover, the effect of
phase synchronizing error in distributed beamforming
is discussed in Section 4. Afterwards, the proposed
concept for optimum selection of the number of nodes
and network radius is presented in Section 5. Finally,
Section 6 concludes the paper.

2. DISTRIBUTED BEAMFORMING WITH
PERFECT PHASE SYNCHRONIZATION

The distributed beamforming geometry is shown
in Fig. 1 which refers to the work presented in |7].
The N collaborative nodes are located in (i, y) plane
where &k stands for node index (k = 1,,N). The
node location is uniformly distributed in a specified

region. Also, node location is denoted in polar co-
ordinate which is expressed by r, = /72 + yf. and
iy = tan Yy /o). Also, destination position is de-
noted in spherical coordinates by (A, ¢, ). In this
work, destination (base station or access point) is as-
sumed at the same plane of other nodes, #y = 7/2.
The node location vectors are r, € [—m, 7" and
¢y £ [—m wY. We also assume that each node is
equipped with a single isotropic antenna. Also, the
mutual conpling effects between nodes are negligible
hecause they are sufficiently separated.

The initial phase of individual node in case of open-
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tems.

Definition of distributed beamforming sys-

loop synchronization referred to x-axis is expressed
by
2%

Wy = =riesin o cos (g0 — v (1
where A is the wavelength, ry. is distance between kyy,
node and network center. Also, fy and ¢y are di-
rection angles of destination referred to x-axis and
z-axis respectively as seen in Fig. 1 while ¢y, is direc-
tion angle of ky, node referred to x-axdis. As consid-
ered in far-field region, we assume that each node is
located in polar coordinates. Thus, sensor node ge-
ometry looks like cirenlar array but location of nodes
are random with parameters ry, and . Therefore,
the far-field array factor of distributed sensor or user
terminals can be written as

F o, 0lr 4) =

N
1 z =i 2 ry [sin thy cos{gdy — i ) —sin  cos(d—qh )] (2)

1

where N is the number of nodes, As we can see in (2),
it is similar to circular array factor equation while the
node location (v, 1) s random. We has previously
denoted that destination is located on the same plane
with nodes, # = 8y = 7/2. Then, (2} can be mini-
mized to

)
F (0l 0) = o3 e/ (552 in(— 552)
k=1
3)

knin(t"-,..]

: 30 i & sin(

where R is network radius, 7, = r/R and ¢y =
P — (o + @)/2). Tf network model is a symmetrical
circular respected to azimuth angle o, then its array
factor does not relate to ¢g. To ease the calenlation,
we also assume that destination direction is at bore
sight direction, ¢y = 0°. Thus, the position of desti-
nation is A, ¢p = 0°, 8y = 7/2, note that —7 < ¢ < 7.
Then the distributed beamforming array factor from
(3) can be minimized to

N

F(gle) = 5 Yo e i) )

k=1
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Fig.2:  Average beampatiern of distributed beam-

forming networks with various N and R.
where B = R/A is a normalized network radius and
corresponding 2 is defined by

2p = . sin (L'!;-) (8)

This z; has the probability density funetion (pdf) as
follow:

1%

z<1 (6)

2 -
Jr;,\(CJ=;V1—5‘-. -1
7
We can estimate the radiation pattern by taking
magnitude of the array factor shown in (4). Then,
the far-field radiation pattern is characterized by

vl | 2 =W ;
Plolz) = |Fe]z)| =Flofz) F* (¢])
g AL Lain( 202 )
e TN A Rsin ) (a2
Vi o
N
s o )z (.—jmwlu
>
I#k

where a (@) = dmRsin ((¢n — ¢)/2) and  is destina-
tion direction in azimuth, within —7 < ¢ < 7.

In this paper, nodes positions are assumed to have
uniformly random distribution. Thus, we investi-
gate the beamforming performance in terms of av-
erage beam- pattern. The average beampattern is
expressed by the expectation of far-field beam pat-
tern as follow:

FPou(9) =E. {P(¢]2)} (8)
where E.{.} is expectation operator. According to
(6) and (7)., we obtain average beampattern as

P l¢y= % + (1 — %) ‘2

2

Jile ()

a(d)

9)

Half Power Reanvwidih (degros)

Fig.3: Half-power beam width of distributed beam-

forming networks with various network radius R.

where Jy(.) is first-order Bessel function, N is the
number of nodes, B = R/A is normalized network
radiug and ¢ is destination direction in azimuth.
The (9) informs the behavior of average beampat-
tern when the first term of this expression 1/N re-
lates to side lobe level. As we can see in Fig. 2, side
lobe level becomes lower as the number of nodes N
increases.  This is because increasing N makes the
term of 1/N smaller. According to this, side lobe
level i only related to the number of nodes while
main beam width is related to network radius R in
which narrower beam width can be achieved when
inereasing network radins.  This is because main
beam width correlates with the second term of (9)
or (1 —(1/N)}[2Jy (o (@) /a (m)|"e, When the num-
ber of node is very large thus the second term of (9)
can be minimized to |20 (o (¢)) /o (rp)|2. Therefore,

lim |27 (a(e)/e(6)]* = 0. Alsoin (7), a(d) is
() —++oc
related to network radius . Thus, main beamn width
can be decreased by increasing network radius R. Tn
conclusion; factors N and R appeared in (9) directly
relate to heamforming gain of distributed beamform-
ing.

Half-power bean width (HPBW) or 3-dB beam
width is the angular separation between the half-
power points (or 3-dB) on the antenna radiation pat-
tern, referred to the maximum value of main beam
gain. The HPBW of distributed beamforming relates
to network radius of collaborative node as discussed
before. The HPBW of average beampattern for dis-
tributed beamforming can be achieved by numerical
solving as shown in (10).

M8 _ gyt ('}-1?85)
e 7
2 u

or o‘rﬁf{s = % when R=1

(10)




48 ECTI TRANSACTIONS ON

-
=]

Sidelobe Level [dB]
]

o 10 200 300 400 500

Number of Nodes, N
Fig.4: Side lobe level of distributed beamforming

networks with various the numbers of nodes.

The (10) describes that main beam width inversely
depend on network radius. This means that its
HPBW can be decreased as network radius increases,
This behavior is shown in Fig. 3. On the other hand,
increasing network radius is involved side lobe level.
Fig. 4 shows simulation result regarding the effeet of
changing network radius on side lobe level. As we can
see, side lobe level of beamforming pattern becomes
lower when increasing the number of nodes.

Another important parameter of beampattern is
directivity. The directivity informs radiated gain in
desired direction referred to single isotropic antenna.
The definition of directivity is as follow:

[ P(0)de
U | POy 2

D= == =—
0 [ Pl(o)dy [ P(e)de
—= —7

(11)

when U is radiation intensity (W / unit solid angle).
Uy is radiation intensity of isotropic antenna (W ‘unit
solid angle) and P(¢) is radiation intensity in direc-
tion of &. A summary equation of directivity from
the work presented in [7] is adopted in this paper as
follow:

N

Do 2 T 5003 {12)

Fig. 5 shows the directivity with respect to various
the number of nodes and network radi N and R
respectively. As we can see in this figure, directivity
is gained as N and R increase. This is because in-
creasing N provides lower side lobe level and inereas-
ing R makes its main beam narrower as described in
(9). The directivity of distributed beamforming is a
parameter to compensate the degradation caused by
path loss which will be discussed in next section.
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Fig.5: Directivity of distributed beamforming net-
works with various N and R.

3. PATH LOSS CHANNEL MODEL

Path loss hetween user terminals and destination
is one significant factor to indicate true performance
of the networks. In this paper, we consider path loss
for both outdoor and indoor conditions. For outdoor
seenario, we assume that transmission between user
terminals and destination has no any obstacle caus-
ing some scattering or reflecting to the signal. There-
fore, we adopt a simple Free-Space Path Loss (FSPL)
madel presented in [16] which can be expressed hy

oy (di3) = 20 logyy (di) + 201logy, (f) — 27.55 (13)

where dy, is distance between & node and destination
(meters) and f is operating frequency (megahertz).

We utilize Euclidean estimation for approximating
the distance between the k™ node and destination,
which can be expressed by

dy (@,6) = V 2~ 2 Asinflcos (¢ — 1) (14)

where A is distance between network center and desti-
nation as shown in Fig. 1, ry is node location referred
to the network center while #5 and @y are direction
angles of destination referred to x-axis and z-axis re-
spectively and 1y, is direction angle of ' node re-
ferred to x-axis as shown in Fig. 1.

When analysing its radiation pattern in far-field
region, we usually assume that distance between node
and destination is relatively long, A & ry. Then, (12)
can be minimized to

dy (¢, 8) = A —rysinfeos (¢ —y)  (15)
When the network size is not large, we can estimate
that of di (. @) = A which is represented to all node's
distance.

In case of indoor condition, we adopt indoor path
loss model presented in [17] which has been defined
by

Y (dB) = 20logy (f) + 10n logy, (di) + Ly (ny) — 28 (16)
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Table 1: Path Loss Exponential, n.
Frequency Environment
|GHz| Resident | Office | Commercial
0.9 - 3.3 2.0
1.2-1.3 - 3.2 2.2
T 1.820 28 | o0 | 298 |
4.0 - 2.8 2.2
60.0 - 2.0 1.7

Table 2: Floor Penetration Factor, Ly (ny).

Frequency Environment
|GHz| Resident Office: Commercial
0.9 - 9(1Hoor) -
- 19(2floor) -
- 24(3Hoor) -
1.5-2.8 dny 15+4{ng-1) G+3(n -1}

where n is path loss exponent and Ly (ny) is Hoor
penetration factors, The n and Ly (ny) can be se-
lected from Tables 1 and Tables 2, respectively.

According to the path-loss model mentioned
above, the received signal at destination for outdoor
condition can be expressed by

Ry = 10log ( ) +Gi+G 4P —a | (17

N
when the first term represents distributed beamform-
ing gain (dB), Gy stands for transmitted antenna gain
(dB), 7. is received antenna gain (dB), P is radiated
power (dB) and ay is path loss in case of ontdoor sce-
nario,

Also similar to (17}, the received signal at destina-
tion for indoor scenario can be expressed by

Re=10log (—\' ) +C+ G+ Py (18)

1+ 0.09332
when 4 is path loss of indoor condition,

Fig. 6 shows degradation in signal strength in case
of outdoor and indoor when n = 3.3 and Ly (ng) = 9.
Please note that both transmitter and receiver are
located on same floor. The figure shows that path
loss in indoor scenario is more pronounced compar-
ing with the case of outdoor environment. This is
because there are many obstacles in indoor environ-
ment. This effect has an influence to the performance
of distributed beamforming networks. Therefore, the
received signal at destination is degraded as revealed
in Fig. 7. This figure shows various radiated power
levels adopted from [18] including outdoor path-loss
effect. As we can see in the figure, received signal
strength for all cases is extremely dropped with an
increase in distance hetween destination and nodes.
Also, at A = 1000 m, received signal strength is ap-
proximately -61.3 dBm, -51.3 dBm and -41.3 dBm
when radiated power is () dBm, 10 dBm and 20 dBm,

........ [ amaOitdar Path_tos ||

— Indoor Patli-los

3000

1] 1000 2000

[hstance (m)

4000

Fig.6: FSPL {outdoor and indoor) vs. distance be-

tween transmitter and receiver.

Received

o 200 400 600 8O0
Distance (m)

1000

Fig.7: Reccived signal strength at destination in out-
door scenario vs.  distance between transmitter and
Teceiver.

respectively. Next, we further investigate into the ef-
fect of path loss on the beamforming performance of
distributed beamforming networks.

For outdoor condition, we reveal the effect of
path loss on the beamforming performance of dis-
tributed beamforming for WSNs. Some utilized pa-
rameters appeared from Rochwell Science Center [18]
have been adopted. The authors of |18] have devel-
oped WSNs for area monitoring and integrated vehi-
cle health management which has several nodes dis-
tance. We utilize some parameters from this work as
shown in Table 3. Note that all nodes arve indivi
ally equipped with a single isotropic antenna having
identical radiated power.

Fig. 8 shows average beampattern of distributed
beamforming networks for outdoor scenario when 40
sensor nodes are randomly located in the networks.
Please note that this number is referred to the number
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with several A when number of collaborative nodes
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Fig.9: Simulated average beam pattern in outdoor
scenario with several radiated power when number of
collaborative nodes (N) 1s {0 nodes and A is 1000 m.

of communication channel. As we can see, the effect
of path loss is more pronounced when distance (A)
between the networks and destination increases. At
A = 1 km, the average beampattern is dropped to
-40 dBm. At longer distance, the beampattern gain
is dropped to -50 dBm, -57 dBm and -62 dBm when
A = 3 km, 5 km and 10 km respectively. This is
because that path loss effect is more pronounced when
distance between transmitter and receiver increases
according to (13) and (14).

Fig. 9 shows the average beampattern of dis-
tributed beamforming networks when radiated power
is given as: 20 dBm, 30 dBm and 40 dBm. The
beamforming gain is also degraded with respect to the
change of radiated power. As we can see in the figure,
beamforming gain is of -43 dBm, -33 dBm and -23
dBm when radiated power is 20 dBm, 30 dBm and 40
dBin, respecti These results have revealed that
path loss effect can be eased by increasing radiated
power at transmitter. However, this compensation is

laborative nodes, N,

not practical when transmitter is far away from re-
Moreover, this is congiderably not practical
as the battery-lifetime of sensor nodes is very lim-
ited. Nevertheless, some researchers have proposed
the idea of increasing the number of nodes to tackle
the mentioned problem [12, 14]. Fig. 10 presents
that beamforming gain or directivity can be increased
when utilizing the higher number of nodes. This is
because the beamforming gain or directivity is related
to nodes density N/ R as shown in (12). However, the
ohtained direc ¥ is stable when using a large num-
ber of nodes. Referring to (12), directivity depends
on only R at a large number of nodes, which has
been constantly given at the beginning. Also, as seen
in Fig. 10, the higher R/ is given then the higher
s can bhe obtained. The reason is that di-
rectivity reverses to the network radius as shown in
(12).

For indoor condition, we adopt simulation model
and some parameters from the work presented in [19]
which are shown in Table 4. The author of [19]
have developed WSNs for home entertainment which
is able to send a large data with high speed trans-
mission. - The authors have provided a new multi-
threaded embedded operating system which is inte-
grated with a general purpose single-board hardware
platform to enable flexible and rapid prototyping of
WSNs.

The results in case of indoor condition look simi-
lar to the ones from outdoor condition. As we can
see in Fig. 11, the beamforming gain is also ex-
tremely dropped by path loss effect especially when
distance between WSNs and destination is very far.
The beampattern gain is dropped to -47 dBm, -57
dBm and -67 dBm when A 100 m, 200 m and
300 m respectively. In Fig. 12, radiated power is
gained from 30 dBm to 40 dBm and 50 dBm. How-
ever, beam pattern gain is still degraded to -32 dBm
and -22 dBm, respectively. This seems that gain-
ing transmitted power in indoor cannot overcome the

ceiver.
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with several A when the number of collaborative nodes
(N} is 80 nodes and radiated power is 30 dBm.

degradation caused by path loss.

From all obtained simulation results, we can con-
clude that path loss extremely affects the beamform-
ing performance of distributed beamforming systems.
There are several remedies such as increasing of net-
work radius or the number of utilized nodes. How-
ever, these are considerably not practical. Utiliz-
ing more collaborative nodes introduces an increased
budget. Also, adding more nodes is not possible for
some cases. For example, the work presented in [18]
has utilized only 40 nodes operating at the same time
as the limitation of available channels. Moreover, an
increase in network radius may be limited by the size
of available space or environment. However, the path
loss is not the only one factor that affects beamform-
ing performance, but also the phase synchronization
error or imperfections in node location estimation de-
grades the beamforming performance. Therefore we
step on to discuss an effect of imperfection in node lo-
cation estimation on distributed beamforming in next
section.

4. DISTRIBUTED BEAMFORMING MODEL

WITH IMPERFECT PHASE SYNCHRO-
NIZATION

In this work, we focus on open-loop synchroniza-
tion as it avoids any feedback (or reference) signal
from destination. For open-loop scenario, imperfoect
synchronization due to an error in node-location es-
timation affects the initial phase presented in (2) as
follows:

27
A

27 =5
= 5 riecos (90— (Ve + dine))

{ri + dry) cos (dg — (40 + Sty )
(19)

2 . .
+ Sk cos (d0 — (1 + 0y))
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Fig.12: Average beampatlern for indoor scenario

with several radiated power when the number of col-
laborative nodes (N) is 30 nodes and A is 200 m.

where dr; and 4y are estimation error of node lo-
cation in terms of network radius and angle, respec-
tively. The dry and vy, ave corresponding error ran-
dom variables where both dri and didy. are assumed
to be independent and identically distributed as well
as v and vy described in (1). Similar to (7), the
beampattern can be expressed by

2

(20)
:I'JWF-?{ 2k Fill( . J & r:inf:6 T ) } e
where
& 5 il
R o BEY
vg= dry, cos (W + ddg — o) (22)

We assime that estimation error in network ra-
dius dry is uniformly distributed over range of
[“PmazsPmax).  In addition, estimation error in
phase diy, is uniformly distributed over range of
[~¥mar, Ymae] in constraint between 0 to 2r. The
pdf of v can be expressed by

ooy

Finally, the average beampattern can be written as

T max

for [v] £ rmax

; 1 1 5 2
O e A (31214 94
Pan (6) K+(1 K)HH@;HJ (24)
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where

Av=Ey { RESC }

i —
T A S e G !
=— [ cos N max n ; at  [{25)

1]

Ay (8) = Esy 501 {(;__J.:I:rﬂ-f;-k sin (£

Jy (-1‘.‘”‘-? sir
= E‘én‘q

2 R sin £

2

According to this, estimated phase error di is uni-
form and distributed over range of [— a0y Yimaa] and
sin (b + duiy ) /2) == (b + Sufy ) /2. Then, we obtain

i .
Ay (6) ~ = (1 = )
2 Vmas

where ., F,, () is hypergeometric function. Since the
v (é § - {1')2) = 1 when x=0 and as the function
has its symmetrical peak around phase error of ¢ =
£ Then, the function at main beam center can
be defined by

1.3 L

3o (Bt )?
ghar A

From our previous work, we has shown that the
imperfection in network radius estimation degrades

Ayl =0)=1F (28)
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the gain of main beam while the imperfection in
phase estimation deviates the main beam direction
[9]. Some examples of imperfection in network ra-
dius estimation affecting the gain of main beam are
shown in Fig. 13. For this case, the system is as-
sumed to have an error free in phase estimation while
estimation error in network radins r is assumed as
Fmas/ A = 0.1, Prae/A = 0.5 and rpee/d = 10
The obtained results show that the main beam’s gain
is extremely degraded when error in radius estima-
tion ig oceurred. The main beam’s gain is degraded
by 6%, 81% and 98% when estimation error in net-
work radius is rpeefA = 01, rpaee/A = 05 and
Paar/ A = L0, respectively. This is how to calen-
late the percentage degradation. For example in case
of having #na:/A = 0.5, the ratio of main beam is
approximately 0.19 or 19%. Thus, the degradation of
main beam’s gain is 100-19 = 81% or 0.8.

Furthermore, some examples showing an effect of
estimation error in phase are shown in Fig. 14. For
this case, estimation of nodes location in terms of ra-
dius 7. is assumed to he perfect. Also, estimation
error in phase iy are assumed as Ry /A = 0.1,
Riyga fA = 0.5 and Ribyae/A = 1.0. The ob-
tained results show that the directions of obtained
main beam deviate from the direction of destination
(g = 07). The deviated main beams are approxi-
mately at 3°, 15° and 30°, Thus, the main beam's
gain is degraded by 2%, 48% and 96% respectively
when comparing to the optimum beamforming, Max-
imum power ratio of main beam is denoted as 1.0 or
100%. For the case of Riya./A = 0.5, the ratio
of main beam in direction of destination is approxi-
mately 0.52 or 52%. Thus, the degradation of main
beam's gain is 100-32 = 48% or 0.48. Regarding this
simulation results, we can conclude that the imper-
fection in network radius estimation degrades main
beam's gain while the imperfection of phase estima-
tion deviates the direction of main beam.

From running a number of simulations, we have
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radiuses and imperfection of estimated phase, .

found that network radins 17 is significant parameter
for the systems. If utilizing a large network radius
is allowed, a small amount of phase error can really
affect the system performance as the main beam can-
not be pointed to the destination. Some examples are
shown in Fig. 15, the number of nodes is set as 16 and
direction of destination is given at 0°. Note that in
this figure we set an error free to the network radios,
The figure shows that, when R =1 and th,q. = 0.26,
gain at desired direction (0°) drops to -2 dB. In ad-
dition, this error is even more pronounced at -12 dB
when network radius is wider,

According to simulation results shown in Section 3,
path loss and node location estimation error tremen-
dously degrade the beamforming gain of distributed
beamforming networks. However, some simulations
have revealed that increasing the number of nodes
helps improving the beamforming gain. Neverthe-
less, this is hardly practical because increasing the
number of nodes has impact to the system budget.
Moreover, utilizing more number of nodes is limited
according to available communication channels of the
systems. Also an increase in network radius for im-
proving the beamforming gain may be limited by the
size of implemented area or environment. The sim-
ulation results in Section 4 show that the imperfec-
tion in network radius estimation degrades the gain
of main beam while the imperfection in phase estima-
tion deviates the direction of main beam. According
to those degradation and limitation, we propose an
idea to choose the optimum number of collaborative
nodes and network radius for distributed beamform-
ing networks in next section.

5. OPTIMUM NUMBER OF NODES AND
NETWORK RADIUS

As the limitation of the number of node and aceu-
racy of node location estimation discussed above, we
propose the solution to select the optimum number

| —rgoor |
| ===Indoor

8§ &

g

]

(=]

Mormalize received poweradesti
=

o 20 40 &0 80 100
Number of nodes

Fig.16: Normalized received signal strength at des-
tination with various N when B =5,

of nodes N and network radius R for the distributed
beamforming. In this section, we separate the pro-
posed concept into two cases: Perfect Phase Synchro-
nization and Imperfect Phase Synchronization as fol-
lows.

5.1 Perfect Phase Synchronization

For this case, synchronization between collaborate
nodes and destination is assumed to be perfect. How-
ever, beamforming calibration has to be taken place
before destination moves out from the main beam for
the case of having mobility at destination. When syn-
chronization between nodes and destination is per-
fect, only path loss between them as mentioned in
Section 3 affects beamforming performance. From
the (12), (13) and (16), the proposed algorithm for
caleulating the optimum number of nodes and net-
work radius in case of perfect synchronization is as
follow:

101 —_— A1+ Gy —PL-S52> 29)
:\u(l+0luga:;2) G+ G 4P —PL—§>0 (20)
when

N = Number of collaborative nodes.
R=R/A

Gy = Transmitted gain (dBm)

G, = Received gain (dBm)

P, = Sensitivity of destination (dBm)
S = Sensitivity of destination (dBm)
PL = Path loss

f = Operation frequency (MHz)

The objective of proposed formula shown in (29)
is to make the received-signal at destination higher
than receiver sensitivity at destination. The first term
shown in {29) is a distributed beamforming gain or
directivity, We herein define the left-side term of (29)
as “normalized received signal”. As a result, we
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can select the number of collaborative nods N and
network radius B which corresponds to having nor-
malized received signal higher than zero,

Fig. 16 shows some examples to select the proper
number of N when H = 5. For this case, distance
between collaborative networks and destination is as-
sumed as 500 m, path loss in case of outdoor and in-
door are -86 dB and -127 dB respectively. The path
loss exponent, n is 3.3 and floor penetration factors,
Lg(nyg) is 9. Also f is assumed at 916 MHz, £, is 10
dBm, G, is 2.5 dBm, G, is 5 dBm and sensitivity of
base station § is -100 dBm. As we can see in this
figure, in case of indoor, we shonld select a number of
collaborative nodes NV higher than 10 nodes so that
destination can receive the transmitted signal having
its signal strength higher than receiver sensitivity.

5.2 Imperfect Phase Synchronization

An existent synchronization in distributed beam-
forming system iz often imperfect due to hardware
error such as an estimation error in node location
employing GPS or phase adjustment ervor. In this
case caleulation of the optimum number of N and R
is more critical than having perfect phase synchro-
nization as discussed in Section 5.1. Because imper-
fect estimation in network radius degrades pattern
gain while the imperfection in phase estimation de-
viates main beam direction. Therefore, we separate
the proposed algorithm into two steps as follows. For
the first step, we carefully select the optimum R in
order to maintain its main beamn gain not lower than
HPBW or -3 dB. Some examples for this case are
shown in Fig. 15, when estimated phase error is (.26
and R is 5, the main beam gain is approximately -12
dB.

Step 1: from (10) and the munerical information
shown in Fig. 17, we can find the deviation of main
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Fig.18: optimum R vs. estimated phase error,

1.- mar-

beam comparing to the phase error, t'... The nu-
merical results can be obtained from (24) and (28)
while the estimated formula of main beam deviation
can be taken from this figure as 57.3v,,, — 0.033.
Therefore, the optimum solution is as follows.

Main beam deviation < Half Power Beamavidth

o . 0.26

BT Bt — 0.033 < T’)
. 0.26
R <

(30}

7 3max — 0.033

5

The optimum R is selected according to (30) and
also Fig.18 informs the optimum value of R when
estimated phase error is oceurred.  For example, if
the network has phase error, ¥y, of 0.1, then the
network radius R must be not higher than 2.5. Note
that V., 15 united in radian therefore we multiply
(30) with 180/ for having its unit in degree.

Step 2: Since we get the optimum R from the pre-
vious step. Then we consider an imperfect estimation
in network radius which degrades the gain of main
beam, Therefore we select the optimum N in order
to allow vhe received signal at destination higher than
receiver’s sensitivity at destination when R is given
from Step 1. Finally, the proposed algorithm is as
follows.

1U|og( ?32) Le+Gi+Ged Pi=PL=-S >0 (31)

1+ 0.09332

when L, is loss factor of main beam degradation
by imperfect estimation in radius (ratio} that we de-
scribe in Fig. 13. The L, can be obtained by the
information shown in Fig. 13 which shows the main
beam degradation cansed by imperfect estimation in
network radins when mae /A is given in (25). For ex-
ample, in case of having r../A = 0.5, the ratio of
main beam gain is approximately 0.19 or 19% com-
pared to optimum normalized power of 1 or 100%.
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Thus, main beam degradation is 100-19 = 81% or
loss factor in main beam degradation caused by im-
perfect estimation in network radius. Therefare, we
obtain L. is 0.81.

Fig. 19 shows the numerical and estimated results
of main beam degradation L, vs. estimated radins
EITOT Tyae- According to this figure, the estimated
values of main beam degradation, L, is defined as

Ly = — 39063 (Fuax )’ + 9792 (rFax)” — 730 (rose )
+5(rmaz) +1
(32)

when 7., < 0.1

Ly = 0.084 (ryay) " — 0.025 (33)
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Fig.21: Average beampattern utilized optimum N —

38 and B = 2.6 for e = 0.1 and e, = 0.05.

when 0.1 = rypge < 0.45
Ly =0.00091 {rusax)® + 0.004262 (Fia ) 3
— L006TL(Pype ) + 0.066227 (34
when rpa. = 0.45
Finally we obtain the optimum N and R utilizing
(30), (31) and (32) to (34) in Steps 1 and Steps 2.
For example, we assume the distance between net-
work and destination of 500 m. In addition, [ is 916
MHz, % is 10 dBm, G, is 2.5 dBm, G, is 5 dBm,
sensitivity is -100 dBm, path loss exponent, n is 3.3
and Hoor penetration factors, Lg(ny) is 9. Moreover
phase and radius error are assumed as U0, = 0.1
and e = 0.02 respectively. Firstly, according to
(30) or Fig. 18 utilized in Steps 1, the optimum
for ¥hmae = 0.1 is not larger than 2.6. Secondly, as
the radius error, rpae 18 0,02, then (32) in Steps 2
is used to estimate the main beam degradation, thus
we obtain L, = 0.85. Finally we obtain the optimum
number of nodes, N by using (31). Fig. 20 shows
the normalized received signal caleulated by (31) in
Steps 2. As we can see in this figure, we should select
N more than 38 nodes for indoor scenario. Therefore,
we achieve the average beampattern employing opti-
mum N = 38 and i = 2.6 as shown in Fig. 21, As we
can see in this figure, we obtain the optimum average
beam pattern that maintains its main beam gain not
lower than HPBW or -3 dB. Moreover, the received
signal at destination is also higher than sensitivity of
receiver,

6. CONCLUSION

In the existent the distributed
beamforming performance is degraded by the phase
synchronization error and path loss. However, in-
creasing the number of nodes and network radius

circur

SLANCes,
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in order to obtain higher beamforming gain is con-
strained. Therefore, this work has proposed the se-
lection for an optimum number of nodes and network
1 order to receive higher signal over receiver’s

r at destination. The proposed idea pro-

sensitlv
vides readyv-made formulas that are helpful for the
distributed beamforming designers.
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So far, major phase synchro 1 techniques for distributed beamforming suffer from the problem related to the feedback
procedure as a base station has to send the feedback reference signal back to the transmitting nodes. This requires stability of
communication channel or a number of retransmissions, introducing a complicated system to both transmitter and receiver.
Therefore, this paper proposes an alternative technigue, so-called nonfeedback beamforming, employing an operation in both
space and time domains. The proposed technique is to extract a combined signal at the base station. The concept of extraction is
based on solving a simultanecus linear equation without the requirement of feedback or reference signals from base station. Also,
the number of retransmissions is less compared with the ones available in literatures. As a result, the transmitting nodes are of low
complexity and also low power consumption. The simulation and experimental results reveal that the proposed technique provides

the optimum beamforming gain. Furthermore, it can reduce Bit Error Rate to the systems.

1. Introduction

Nowadays, wireless communication networks provide a vari-
ety of applications such as wireless local area networks,
cellular networks, or wireless sensor networks, These wireless
networks have lots of advantages in flexibility and mobility
for users compared with a wired communication. However,
the transmission range of wireless communication systems
is limited due to signal attenuation {1]. Therefore, nodes or
sensors in the systems require a higher transmitted power
to compensate the mentioned attenuation. This requirement
is not practical due to the limited battery lifetime of nodes.
To tackle the problem, array antennas may be employed at
individual devices in order to enhance beamforming gain [2-
7]. Unfortunately, the installation of multiple antennas on a
maobile terminal is difficult due to its size and the limitation
of power consumption [8-10]. Recently, a distributed beam-
torming has been proposed to handle the mentioned problem
[11, 12], which has lots of advantages such as a significant
increase in transmission range and an enhancement of both
energy efficiency and Signal-to-Noise Ratio (SNR) [13-16].
The distributed beamforming concept is similar to smart
antennas but the position of antennas (or nodes) is not fixed.

Also, it could be said that the distributed beamforming is
similar to virtual array antennas in which each node sends
the same data at the same time to base station [17]. In the
distributed beamforming networks, the transmitting nodes
have to perform the synchronization in order to achieve
phase alignment, Otherwise, the phase offsets or phase errors
among all transmitted signals may degrade the combined sig-
nal at base station causing intersymbol distortion, Recently,
lots of phase synchronization techniques have been proposed.
These techniques can be classified into two types: closed-loop
and open-loop synchronization techniques [18].

The closed-loop technique needs some feedback from
base station to adjust the phase offsets among transmitting
nodes. A one-bit feedback is one of the best techniques for
closed-loop synchronization [19, 20]. In the mentioned work,
every transmitting node in the networks has to randomly
adjust its carrier signal phases. Then, all nodes transmit the
same data to base station. After performing an estimation of
received SNR at base station, one bit (0 or 1) is transmitted
back to all nodes. The bit “0” means that SNR is worse than
before so that each node has to randomly adjust its phases
again. On the other hand, bit “1" means that SNR is better




than before so that all nodes have to update their latest phase
adjustment. As we can see, this technique requires a large
ber of retr issions from nodes to base station. For
example, it requires at least SN iterations in order to achieve
75% guarantee of perfect or maximum beamforming gain,
where N stands for the number of transmilting nodes [21].
‘This may be considerably impractical as the battery life of
nodes or mobile terminals is very limited. Moreover, a closed-
laop feedback from base station to transmitting nodes may be
unreliable when the communication channel is weak.

In order to overcome the mentioned problems, two
open-loop phase synchronization techniques, master-slave
and time-slot round-trip techniques, have been proposed to
reduce the interaction between base station and nodes. For
master-slave technique, one node in the networks is selected
as a master node while all remaining nodes are assigned to
be slave nodes. The phase synchronization in this technique
is achieved by sending the reference signals between master
and slave nodes [21]. Alternatively, for time-slot round-trip
technique, the phase synchronization among transmitting
nodes can be obtained by sending a reference data among
themselves [22, 23]. The idea is based on the equivalence
of round-trip transmission delays through a multihop chain
between transmitting nodes and base station. According
to these procedures, the open-loop technigues reduce the
interaction among nodes and base station. However, both
master-slave and round-trip techniques still require some
feedback from base station. Also, this interaction increases
a complexity to all transmitting nodes. Tn addition, nodes
require a special hardware such as phase-locked loops to
obtain a precise reference signal when performing phase
synchronization.

Alternatively, a zero-feedback distributed beamforming
technique has been lately proposed. This technique does not
require any feedback signal from the base station and the
unsynchronized carriers do not matter [24, 25]. However, this
technique requires a large number of packet retransmissions.
For example, in case of having 3 transmitting nodes, this
technique requires at least 50 retransmissions (iterations) to
obtain the beamforming gain at 9.1dB [24]. Note that the
maximum gain for this case is 9.5 dB. In addition, the number
of required retransmissions exponentially increases when the
number of nodes increases.

From above literatures, the major disadvantage of exist-
ing phase synchronization technigues can be concluded as
follows: the one-bit feedback and zero-feedback require a
large number of retransmissions, which extremely reduces
the battery life of transmitting nodes. Also,. the master-
slave and round-trip techniques require the reference signal
among transmitting nodes which increases a complexity to
transmitting nodes.

To overcome those disadvantages, a nonfeedback dis-
tributed beamforming technique is proposed in this paper.
Note that the authors use “nonfeedback” term to avoid
any confusion with the conceptual term defined for “zero-
feedback”™ that appeared in [24, 25]. In this paper, the
proposed technique does not require any feedback signal
from base station or interaction between transmitting nodes.
Instead, the proposed technigue requires a few number of
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retransmissions from nodes, which is only the same as the
number of transmitting nodes, N. This is relatively small
compared with the number of retransmissions for one-bit
feedback and zero-feedback techniques. The proposed non-
feedback beamforming performs an extraction of combined
signal al base station which means that the transmilting
nodes do not need to deal with phase synchronization
anymore; hence they can save energy and also battery life.
The concept of extraction is based on a classical equation
solving using inverse matrix. This procedure requires a
few retransmissions from nodes. After performing a signal
extraction, each extracted signal is properly weighted to
obtain an appropriate phase alignment at base station. Finally,
the base station obtains a combined signal with maximum
beamforming gain, However, the retransmitted signals may
be distorted when travelling through the communication
channel.

This paper is organized as follows. Following an intro-
duction including motivation and contribution of the pro-
posed idea, the basic concept and definition of distributed
beamforming techniques are presented in Section 2. Then,
the proposed nonfeedback technique and its performance
are discussed in Section 3. Afterwards, experimental studies
are performed in Section 4 in order to validate the proposed
concept. Finally, Section 5 concludes the paper.

2. Distributed Beamforming:
Concept and Definition

The basic concept behind a distributed beamforming is
similar to a traditional beamforming technique such as
smart antennas in which the data is transmitted by array
antennas located at one place. The phases of antennas are
aligned so that the transmitted signals are gainfully combined
at destination. For distributed beamforming networks, the
transmitting nodes representing a group of single antenna
elements are randomly distributed over the networks. As
the nodes’ locations are unknown the phase synchroniza-
tion between nodes is the key challenge over a traditional
beamforming, Figure 1 shows a configuration of distributed
beamforming networks in which each transmitting node and
base station are equipped with a single antenna element.
All nodes and base station are stationary. It is assumed
that N distributed nodes transmit a shared message x(t)
to base station over the Rayleigh flat fading channel. The
mathematical model of distributed beamforming networks is
shown in Figure 2 which is detailed as follows. The received
pass-band complex signal, Yp(t), can be written as

N
Ye() =R |x(1‘) Y el L w m} ’ 5]
=1
where x(t) is a transmitted message, h, is a fading coefficient,
and A, is a carrier signal amplitude at nth node. Also, w, =
w, + Aw,, where w, is a carrier signal frequency and Aw,
is a frequency offset. In addition, ¢, = ¢, + Ag,, where
¢y is a nominal phase and Ag, is a phase offset of the
signal coming from mth node which depends on the relative
mobility or node location between nth node and base station.
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Furthermore, W(t) is the Additive White Gaussian Noise
(AWGN) which consists of in-phase, wy(t), and quadrature,
wg(t), components; that is, Wit) = [w{f) + ij(r)]e"“".
Therefore, the received signal power at base station can be
expressed as follows [24]:

N
¥y (O] = x (e {Zhiﬁi
=1

2% Il A e m}

n#Em

. (2)
+ [ Weg (0] = x (0 {Zhiﬂi

n=1

* 2 z [h"h"‘] [AF]AM] COS(¢P] v ¢ﬂl)} + |K‘!J'H{r]|z o

i

1odel of wireless networks emploving

N
¥ylt) = Ri;u:Zh,&"-'—“ i + wm}

=l

distributed beamforming,

The phase offset between each node (¢, — ¢,,,) shown in (2) is
relatively significant to the beamforming gain. Note that nand
mare the index of transmitting node in the networks in which
n # m. In the case of having a finite number of nodes N, the
distributed beamforming gain can be defined as a normalized
received power at base station, Py, as

XIS ) 2, 2 jas 2
ZO5 |, e

= Fwor. 3

Pya=N

n=]

As the phases of transmitting nodes are random, thus we con-
sider the normalized received power in form of an expected
value. If we assume that the received signal amplitude from all
nodes is A, = 1, the average power of the transmitted signal
is P = 1,and h, are i.i.d random variables then E[h,] = E[H]




and F[}I::] = 1, Therefore, the average power of the received
signal is adopted from |21] as tollows:

x(t)?

E[Py] = N

N & N - ¥
B[P S ]
n=1 m=1

N(N-1)

o 2
+B[[Was 0] = 225 (N+ =5

J\l
E[ Il 4, |A,f 23 (S0 )])

N(N-1)
= (4)

2
+E “I‘VPR [t)l"] = xf\r"} (N +

<2E[cos (9, — $2)] ) + E[[Wea ()] = x 0"
+(N = 1) E[cos (¢, — )]} + E [ |Wey ()]
=x(tPf1+(N=-1)

< E [cos (¢ ) cos (¢,) — sin (¢;) sin (¢,)]}
+E[[Wep 0] = x@) {1+ (N = 1) E[cos (¢,)]’}
+E[[Waa 0F],

where ¢ is a phase offset among nodes which is uniformly
distributed around 0° between [-m.m| interval. Figure 3
shows a normalized beamforming gain, E[Pg|, which is
obtained using (4) upon varying the numbers of nodes in
the networks. The “perfect distributed beamforming” term
means that every received signal at base station is perfectly
aligned. Note that the maximum beamforming gain is 1 as the
signal normalization is performed at base station. For the case
of having no phase offset (or ¢, = 0° here defined as a perfect
distributed beamforming), the resulting beamforming gain
is of maximum value, Otherwise, the systems experience an
unstable low beamforming gain. According to these resuls,
phase synchronization is a key success for distributed beam-
forming which is the focus ofthis paper. As mentioned in the
Introduction, various phase synchronization techniques have
been proposed with a common drawback of sending a large
number of feedback signals and the requirement of additional
hardware, Alternatively, this paper proposes a phase synchro-
nization technique avoiding any feedback signal from base
station and any interaction between transmitting nodes. The
proposed nonfeedback phase synchronization is described in
the next section.

3. Proposed Phase Synchronization

In this section, we propose a nonfeedback distributed beam-
forming which does not require any interaction between
nodes and feedback signals. The phase synchronization is
performed at base station. At base station, there are two
major parts: (1) RF front end operation which converts the RF
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Fraure 3: Beamforming gain in case of perfect beamforming and no
phase synchronization,

signals to the baseband signals and (2) proposed nonfeedback
technique procedure which performs signal extraction and
phase synchronization. Moreover, the performance compar-
ison between the proposed technique and some existing
techniques is presented afterwards.

When base station receives signals from N transmitting
nodes, the composite received signal, Yy(t), is processed in
the RF front end receiver in order to convert a pass-band
received signal to digital baseband signal. The RF front end
receiver consists of RF demodulator, band-pass filter, Analog-
to-Digital Converter (ADC), and Digital Downconverter
(DDC). Then, the proposed nonfeedback technique is applied
to the output baseband signal, ¥"(k), which includes a
signal extraction and a weighting process. The mentioned
procedures are detailed as follows.

3.1. RE Fromt End Operation. In RF front end, we assume that
the received signal amplitude, A, is equal to L. The combined
received signals at base station when they are coming from all
transmitting nodes can be written as

"
Ye()=R {Zy; (1) + wm}
n=1

N
=R ix{r} Y ettt {c)}
=]

(5)
N

=x(1) Y [h,cos (wyt + )]
=1

+wy (1) cos (w.t) — we (1) sin (w,t),
RWe (0]

when y!(t) is a signal from the nth node, @, = w, + Aw, in
which w, is a carrier signal frequency and Aw,, is a frequency
offset, ¢, = ¢, + Mg, where g, is a nominal phase, A, isa
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phase offset, and W(t) is AWGN which consists of in-phase
wr(t) and quadrature wy(t) components. Then, the received
signal that appeared in (5) is modulated and downconverted
using RF modulator and DDC in order to obtain the digital
baseband signal as follows:

N &
Yri (k) = x (k) Zh”e-;i.’m‘_kve[l") + 'Wﬁn{k}u (6)

n=1

where k is a sampling time variable, AL}, is a frequency offset,
and @, is a phase offset at kth sampling time. In addition,
Wig(k) is a baseband AWGN and Wy (k) = wy (k) + juiglk).
Equation (6) presents the baseband signal which can be
degraded by the phase offset, @, Thus, the baseband signal
of each transmitting node requires a phase synchronization in
order to obtain the maximum beamforming gain. Therefore,
Y"(k) is passed to the procedure of proposed nonfeedback
technique which is presented in the following section.

3.2 Proposed Nonfeedback Technique. In this paper, a non-
feedback technique is proposed employing a signal extraction
at base station to achieve a phase synchronization for dis-
tributed beamforming networks. The received signal, V"' (k)
mentioned earlier is processed in two steps: Spatial-Temporal
Extraction and Optimum Weighting.

Step 1 (Spatial-Temporal Extraction). The combined signal
that appeared in (6) needs to be extracted before performing
a phase synchronization. The steps of signal extraction are as
follows.

All transmitting nodes in the networks transmit the
similar message to the base station at the same time. This
transmission repeats only N times where N stands for the
number of transmitting nodes in the networks. For each
retransmission, the transmitting nodes adjust their phases
according to a fixed phase adjustment pattern matrix, Ay,
which can be obtained by the following algorithm. Note that
this retransmission does not require any interaction among
transmitting nodes:

(1) At 1st symbol period, all transmitting nodes send the
signal without any phase adjustment.

o]
o
oJ

5
.\ I\r I|
L YRLk] Base
P station
-
(2) At the nth symbol period, where n = [2,3,..., N],

only (n — 1}th transmitting node shifts its phase by
180°. For example, at the 2nd symbol period, the 1st
node shifts its phase by 180" and, at the 3rd symbol
period, the 2nd node shifts its phase by 180" as seen
in Figure 4 which shows the summary of proposed
phase adjustment pattern.

(3) Repeat phase shifting pattern until N symbol period.

According to the proposed phase adjustment pattern as
presented above, we obtain the fixed coefficient matrix Ay,
by retransmitting signal for N times as shown in the following
equations:

1 1 aee 1 1
e F180° 1 1 1
180"
Agg=| 1 &1 )
1 1 e 180" 1

After having completed N retransmissions, all received
signals are simultaneously arranged to form vector Y}, as
follows:

Y4 (R) = Ay (k) + Wy (K) 8)
or
I R 1
Yy (k) S R L R N )
W] 1 e 1 | mk
Yy k) 1 1 e 1| Lyy ()
Ay




Wi, (k)
Wig (k)
+ | Wans (k)

Wi, (K)
(9)

where YK.{J() is the vector of combined received signal
obtained by retransmitting signal for N times. yy (k) is
the vector of transmitted message from nth node, n =
[1,2,..., N], and Wy (k) is the vector of baseband AWGN.
Equation (9) confirms that the retransmitting signal of Y}, (k)
provides the coefficient matrix A, .

From the combined signal vector that appeared in (8),
Y:.(k] can be extracted by applying an inverse matrix A;.l_\.
as seen in (10), Thus, we can extract the combined signal by
utilizing the inverse matrix as follows:

.f\_l Yn

an Y (k) = "\F\-I;\"‘\N.\'Y.\' (k) + A.:\-I.vwna..u (k). (10

‘Then, the expression of y,(k) that appeared in (8) becomes
Yo (k) + AR Wiy (K) = AR YL (K). (1)

Equation (11) represents the extracted signals from each node,
¥ (k) + Ay Wi (k) which can be extracted by applying the
proposed A, Equation (11) also reveals that the extracted
signals are affected by baseband AWGN, A ‘\.JNW )

This proposed technique will be demonstrated through
an example of a beamforming network that is composed of
four transmitting nodes, N' = 4. Note that each transmitting
node and base station are equipped with a single antenna
element. Also, all nodes are stationary and the operating
frequency is 2.45 GHz. The received signals at base station are
assumed to be equal to 1 having SNR of 20 dB, referring to
the minimum SNR of commercial Wi-Fi networks [26]. This
confirms the feasibility of proposed concept when operated
in real circumstances having rich noise signal. The phase
offset is distributed over - to m. The utilized frequency
offset is referred to as a typical frequency offset of clock
crystals which is 1-20 parts per million (ppm) [24]. As the
operating frequency is 2.45 GHz, the maximum. frequency
offset is 2.45GHz x 20 x 10°° = 49 kl1z and the minimum
frequency offset is 2.45 GHz x 1 x 10°° = 2.45 kHz. Thus, the
frequency offset is distributed over —49 kHz to 49kHz. As
the systems are stationary, the effect of fading channel is now
neglected. Thus, the received signal amplitude from all nodes
is assumed to be 1. As the focus of this paper is only phase
synchronization, the perfect timing synchronization across
all nodes is assumed in this system.

In case of N = 4, expressions (8) can be rewritten as
follows:

Y (k) = Aggyy (k) + Wy (0) (12)
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or
! (k) L
YY (k) L T R B
vrwl| |1 e 1 1| mm
Yy (k) 1 1 M g | Lyak)
Ay (13)
Whg, (k)
| Wasat |
Wi, (k)
H”BD,:] (k)

where Y,”(k). )';'[k}. Y_,':’{k}. and Y:(k} are the received signal
from retransmissions for the first, second, third, and fourth
time, respectively. Also y,(k), (k). y;(k), and y,(k) are
the transmitting signal, where Wy, (k), Wy, (k), W, (k),
and Wy, (k) are baseband AWGN. Then, we can extract the
original signal by utilizing the inverse matrix A} as follows:

¥ (K) + A Wi, (k) = ALY (k) (14)
or
¥ (k) 05 =05 0 0 7[Wg, (k)
3, (k) 05 0 05 0 || Wy (k)
i
5 (k) 05 0 0 05| | Wy (k)
¥y (k) 0.5 05 05 0 ]| W,k
a
., (15)
05 -05 0 0 1[¥] (k)
05 0 -05 0 ||v!®)
les 0 0 -os| vl
~05 05 05 0 1|y
Al

Figure 5(a) shows the original signals of 4 transmitting
nodes which are separately sent to base station, y,(k), y,(k),
yalk), and y, (k). As we can see in the figure, the initial phase
of each signal'is 4.5, 108.1°, -105.9°, and -25.5", Note that
the phase of transmitting signals is random using uniform
distribution. After all original signals are transmitted, they
are destructively combined at base station. Figure 5(b) shows
the 4 retransmissions of combined signals, Y,”(k), Yg”(k).
¥!'(k), and ¥} (k), for the first, second, third, and fourth time,
respectively. As we can see, the maximum combination of
received signal cannot be achieved as their phases are not
suitably aligned. Thus, we propose an extraction of received
signal at base station by applying the inverse matrix as
shown in (14). After having done the proposed extraction,
Figure 5(c) shows the 4 extracted signals y, (k) + A7, Wy 4 (k)
obtained from (14) or (15). As we can see in the comparison
between Figures 5(a) and 5(c), phases of extracted signals
are similar to original signals at 4.8°, 110.7°, -104.3", and
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Fraure 5: Simulation results from Spatial-Temporal Extraction,

-26.3". At this point, phase offsets among those 4 signals still
remain in which a suitable phase synchronization technique
is required next.

Step 2 (Optimum Weighting). After we obtain the correct
extracted signals as pointed out in previous step, the signals
are sent to the weighting procedure. In this process, the
phases of extracted signals will be synchronized by the
following simple algorithm. The transmitted signal from the
1st node is given to be a reference signal. Then, signals from
remaining nodes y,(k) will be weighted by shifting their
phases from 0" to 360" in order to find the best weighting
coefficients which provide the maximum combined signal
strength between the reference node y, (k) and the remaining
nodes y,(k), where n [2,3,...,N]. As a result, the

synchronized signals have equal phases referring to the
chosen reference signal. Figure 6 presents the flow chart of
the proposed phase synchronization concept. In the process
of finding the best weighting coefficients, we can choose a
weighting step size larger than 1" in order to reduce the
processing time. Figure 7 shows a normalized beamforming
gain upon employing several weight steps varied from 1
to 100°. In this simulation, we assume that the received
signal amplitude from all nodes is equal to 1 having SNR =
20dB, the number of nodes is 20, and the phase offset is
uniformly distributed over 0" to 360°, As we can see in this
figure, a large weighting step provides the lower beamforming
gain. This is because a large weighting step may skip the
Optimum Weighting value. However, the weighting step of
~10" provides a similar beamforming gain as employing a
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Fraure 6: Summary flow chart of proposed phase synchronization,
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smaller weighting from 1" to 10", Thus, we can utilize the
weighting step of 10° to reduce the processing time,

After having done signal extraction and phase syn-
chronization, we obtain the gainfully combined signal in a
continuous time domain, Y, (t}, as shown in Figure 8. We
finally obtain the maximum 4 times of transmitted signal
amplitudes using the proposed techniques. The phase of
combined signal equals the phase of the reference node y, (k).
Without a phase synchronization, a lower beamforming gain
is achieved due to the phase offset.

The simulation results in this section also reveal that
the proposed nonfeedback technique has an efficiency over
the one-bit feedback and zero-feedback techniques as the
proposed technique requires a lower number of retransmis-
sions comparing to the one-bit feedback and zero-feedback
techniques. The proposed nonfeedback technique provides
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N?/N = N beamforming gain per transmission while the
work presented in [18] has stated that the one-bit feedback
offers N?/3N = N/5 beamforming gain per transmission
with the requirement of at least 5N retransmissions in order
to achieve 75% guarantee of maximum beamforming gain.
For example, considering employing 3 nodes in the networks,
the proposed one and one-bit feedback offer gain per trans-
mission of 3°/3 = 3 and 3/5 = 0.6, respectively. In addition,
from [24], in case of having 3 transmitting nodes, the zero-
feedback technigue provides 3%/50 = 0.18 beamforming gain
per transmission as it requires at least 50 retransmissions in
order to achieve =95% guarantee of maximum beamforming
gain. As we can see, the proposed concept offers higher
beamforming gain per one transmission comparing to other
techniques.

The next section presents the beamforming gain compari-
son between the proposed technique and some existing phase
synchronization techniques.

3.3, Performance Comparison, In this section, the average
beamforming gains of some existing techniques and the pro-
posed one are compared where the number of transmitting
nodes is varied from 2 to 10 nodes. Note that the number
of iterations for an average value is 100. In the simulation,
we assume that the received signals at base station have unit
amplitudes, A, = 1, and SNR of 20 dB. The random initial
phase of each node is uniformly distributed over -7 to 7.
The effects of fading channel and Doppler are neglected. The
number of retransmitting signals (retransmissions) is limited
to 50. Also, this paper focuses on only phase synchronization
and the perfect timing and frequency synchronization across
all transmitting nodes are assumed in this system. For the
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F1Gure 9: Beamforming gain of proposed nonfeedback technique
versus other techniques,

proposed nonfeedback beamforming, we utilize the weight-
ing step of 10", Note that the reason of choosing the step size
has been mentioned in the previous section.

As seen in Figure 9, the obtained results show that
the average beamforming gains for the cases of proposed
nonfeedback and time-slot round-trip are equal to the case
of perfect phase synchronization. Although nonfeedback and
time-slot round-trip techniques are comparable in terms of
beamforming gain, the proposed nonfeedback technique is
preferable as it does not require any feedback from base
station while the time-slot round-trip technique requires a
reference signal transmitted back from base station. More-
over, the proposed nonfeedback technique does not require
any interaction between nodes while time-slot round-trip
technique does. Although the master-slave technique also
does not require any feedback from the base station it requires
an interaction between transmitting nodes. This introduces
a complexity to the systems. Moreover, the beamforming
gain of the master-slave technique may be distorted by an
uncompensated VCO phase drift. This phase drift occurred
by the internal oscillator noise and over time of phase
compensation in the open-loop mode, while the slave nodes
are transmitting. Thus, the slave’s carrier signals can be drifted
out of phase [21].

According to the number of retransmissions which is
limited to 50, the one-bit feedback and zero-feedback tech-
niques provide lower beamforming gain compared with the
proposed one. This is because the one-bit feedback and zero-
feedback technique require alarge number of retransmissions
to achieve the maximum beamforming gain. The one-bit
feedback technique requires the number of retransmissions
to be at least 5N retransmissions to achieve 75% guarantee of
maximum beamforming gain [18]. Thus, the one-bit feedback
requires the number of retransmissions to be larger than 50
to achieve the maximum beamforming gain upon having
10 transmitting nodes, N = 10, Figure 9 shows that the 10

transmitting nodes for one-bit feedback technique provide
(14.7 dB/20 dB) = 100 = 73.5% of the maximum beamforming
gain which is close to the numerical results of [18]. Figure 9
also presents that the one-bit feedback technique cannot
provide the maximum beamforming gain when N > 3. The
reason is thal only 50 retransmissions may be not enough
to achieve the maximum beamforming gain while the zero-
feedback requires at least 50 and 250 retransmissions to
achieve =95% of the maximum beamforming gain upon
having 3 and 4 transmitting nodes, respectively [24]. That
means only 50 retransmissions are not enough to achieve the
maximum beamforming gain when N = 3.

In summary, the proposed nonfeedback technique has
the following advantages over other phase synchronization
techniques: It offers higher effective gain with lower number
of retransmissions. Also, it avoids interactions between trans-
mitting nodes and also does not require any feedback signal
from the base station.

4. An Experimental Study of the
Proposed Nonfeedback Distributed
Beamforming Technique

In a real circumstance, the proposed nonfeedback distributed
beamforming can be affected by characteristic of communi-
cation channel such as phase variation or fading. Therefore,
the experimental study of proposed technigues is considered
in order to validate the proposed technique. A testbed
consisting of two transmitting nodes and one base station
was developed under SDR technology. We utilize a Universal
Software Radio Peripheral (USRP) as it provides high speed
ADCs, DACs, FPGA, and USB interface support [27, 28]. The
experiments are separated into two parts: (A) an experiment

Jor received signal power and (B) an experiment for BER.

The first one is to prove if the proposed concept provides a
gainfully combined signal at base station while the latter is to
confirm the enhancement of system performance in terms of
BER.

4.1, An Experiment on Received Signal Power. Figure 10
shows the configuration of experiment setup to measure the
received signal power. A cosine wave is transmitted using
USRP1 which includes two transmitting nodes, nodes #A
and #B. Note that XCVR2450 is employed as a daughter
board for both cases. Then, base station receives the trans-
mitted signal and conveys it to laptop for data recording.
We use a single laptop in order to avoid the problem of
timing synchronization among transmitting nodes. As the
transmitted cosine wave is very sensitive to frequency offset,
two daughter boards (or RF boards) on a single USPRI are
chosen. The USEP1 is connected to a laptop which is operated
by Ubuntu 10.04. Figure 11{a) presents the configuration of
transmilling nodes (#A and #B) which are placed al the
sidewall. Figure 11(b) presents the placement of base station
which is situated 7 meters away from the two transmitting
nodes. According to a distance between the base station and
laptop which is limited to about 2 meters (a maximum range
of USB cable), we utilize a transmission line to extend a
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Frgure 11: The configuration of the experiment on received signal power.

communication range; the transmission lines are connected
between USRP1 and antenna as shown in Figure 10. A loss of
used transmission line is —16.2 dB. Therefore, the 7 meters is
the longest distance to ensure that the received signal is not
too weak. We cannot use a farther distance as the USRP is
very sensitive for the signal strength, The antennas having
gain of 3dBi are employed at both transmitting nodes and
base station,

For the programming, we utilize GNU Radio Companion
(GRC) version 3.7.4 which can build GNU Radio flow graphs
using a graphical user interface. Figure 12(a) presents a block
diagram of the transmitting nodes. Note that the phase differ-
ences between the two transmitting nodes are random by the
node locations as shown in Figure 11{a). The “Signal Source”
generates a cosine wave which has the setup parameters as
follows: signal amplitude is 1volt, signal frequency is 1 kHe,
carrier frequency is 2.45 GHz, and sampling rate is 250 kHz,
Then, the signal is weighted by a “Phase Shifter” considered as
aweighting coefficient. This weighting coefficient depends on
the proposed phase adjustment patterns shown in Figure 4.

Finally, the signals are transmitted by “UHD USRP Sink"”
where UHD is the USRP Hardware Driver compatible for all
USRPs. Note that the transmitting gain of USRP parameter
in GRC is 29 dB. Note that the testbed has two transmitting
nodes (N = 2). Thus, the required number of transmission is 2
times as the proposed nonfeedback beamforming technique
requires.only N transmissions to perform beamforming when
N is the number of transmitting nodes. Figure 12(b) presents
a block diagram of base station. The received signal is
obtained by “UHD USRP Source.” Then, the received signal
is locked to the center frequency and downconverted to
baseband signal by a “Costas Loop.” The loop bandwidth
of Costas Loop is 0.0065 radians per sample. Finally, the
signal is saved at “File Sink.” The saved files are used for
an offline processing to be performed for the proposed
technique as shown in Figure 12(c). The saved files are loaded
by “File Source.” The “File Source #1” and “File Source #2" are
obtained at the Ist- and 2nd-time transmission, respectively.
Then, the “Extraction” proposed in Section 3.2 provides the
two extracted signals which related to the signal transmitted
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Frouge 12: The programming block diagram for experiment on received signal power.

from nodes #A and #B. Finally, the extracted signals are
weighted and combined according to proposed weighting
algorithm discussed in Section 3.2.

The measured results are presented in a histogram of
average combined magnitude at base station. Note that
this magnitude is average from 100-time data recording.
Figure 13(a) shows the results in the case of only a single
node (node #A) that transmits a cosine wave to base sta-
tion while Figure 13(b) is for the case when only node #B
transmits a cosine wave to base station. Figures 13(c) and
13(d) show the average of combined magnitude when both
nodes #A and #B transmit a signal for the Ist time and 2nd
time, respectively. Then, Figure13{e) shows the output of
combined signal when the proposed beamforming scheme
has been performed. But when the proposed scheme is off
{without phase synchronization), the combined signal turns
to be lower as shown in Figure 13(f). As 100-time data of
experiments is recorded, Table 1 shows a mean value and
standard deviation of all cases. The results present that the
proposed technique provides an optimum gain as 0.038 volts
with respect to the optimum beamforming gain. Note that the
optimum gain can be calculated by summation of the received
signal power from nodes #A and #B (0.012 + 0.026 = 0.038).
Thus, the gain of proposed technique is significantly better
than that without phase synchronization which provides a
signal gain as only 0.026 volts. Moreover, a standard deviation

in case of proposed technique (o = 0.0051) is lower than that
in the case when the proposed scheme is off (o = 0.0078). This
implies that the proposed technique provides higher stability
in terms of received signal power.

The experimental results in this section validate that the
proposed technique provides a gainfully combined signal at
base station, However, the power of received signal cannot
totally guarantee the quality of the received data. This is
because the received signal can be affected by transmission
channel such as fading, noise, interference, and bit synchro-
nization between the two transmitting nodes. Therefore, we
further investigate the BER in the next section.

4.2, An Experiment on Bit Error Rate. A testbed for BER
measurement is shown in Figure 14. In this experiment, we
transmit the random binary bits to a base station. The number
of transmitting bits is 1 million which has a carrier frequency
at 2.45 GHz. The USRP is employed at base station and two
USRPE100s are employed as the transmitting nodes, nodes
#A and #B. SBX-120 is used as the daughter boards for
USRPB100. All USRPs are connected to a laptop for data
recording, The two transmitting nodes are placed at the
sidewall as shown in Figure 15, The configuration of the base
station is the same as the one for previous experiment shown
in Figure 11(b). Also, all losses in transmission line have been
calibrated before performing the measurement.
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Figure 16(a) shows a block diagram of the transmitting
nodes. The “Signal Source™ generates the random binary bits
which has sample rate of 250 kHz. Then, the signal is encoded
by “Packel Encoder.” In this block, the signal is wrapped
into a packet which provides a payload length with a header,
access code, and preamble. The setup parameters of this block
are samples/symbol of 2 and bits/symbol of 1. Afterwards,
the encoded signals are demodulated by the "Differential

Binary Phase Shift Keying (DBPSK)” modulation. The setup
parameter of this block is that an excess bandwidth (or
roll-off factor) is 0.35 and Gray code is enabled. Then, the
modulated signal is weighted by a “Phase Shifter” considered
as weighting coefficient. Note that the mentioned weighting
scheme has been proposed in Figure 4. Finally, the signals are
transmitted at “UHD USRP Sink.” The transmitted gain in
GRC is 31 dB which related to the optimum transmitting gain.
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FIGURE 15: Two transmitting nodes employing USRF BI10O,

Figure 16{b) shows a block diagram of base station including
“UHD USRP Sink™ and “File Sink.” In the offline processing,
the saved files are extracted, weighted, and combined as
shown in Figure 16(c). After that, the combined signals
are demodulated using “DBPSK. Demodulation.” The setup
parameters of this block are as follows: an excess bandwidth
{or roll-off factor) is 0.35, frequency lock loop bandwidth is
0.0628 radians per sample, phase recovery loop bandwidth
is 0.0628, timing recovery loop bandwidth is 0.0628 radians
per sample, and Gray code is enabled. Finally, a demodulated
signal is decoded by “Packet Decoder.”

‘The measurement results are presented in a histogram
of BER where 100-time recorded data has been averaged.
Note that the measured BER employing USRP is relatively
sensitive with noise. Thus, the major portion of measured
BER is the optimum case as 0.0 or the worst case as 0.5.
Note that BER = 0.0 means that there is no bit error at all,
while BER = 0.5 means that bit error turns out to be a half
of transmitted bits; for example, bit error is 500,000 upon
transmitting 1 million bits. Figure 17(a) presents the BER

in the case of transmilting data from only node #A while
Figure 17(b) presents the case when only node #B transmits
the data. The results show that transmitting data from only a
single node provides a low performance in terms of BER: the
portion of BER = 0.0 which is only 11/100 in the case of only
node #A and the portion of BER = 0.0 which is only 22/100
in the case of only node #B. Then, the proposed technique
is applied in order to enhance the BER. Figures 17(c) and
17(d} show the BER value at the base station when the two
nodes transmit data at the 1st and 2nd time, respectively.
Figure 17(¢) shows the BER of combined signal at base station
when the proposed technique has been applied. Figure 17([)
shows the BER for the case without the proposed technique.
The results present that the proposed technique provides a
lower BER than the case of transmitting signal from a single
node and when the proposed technique is not applied. The
portion of BER = 0.0 in case of using the proposed technique
is 45/100. The portion of BER = 0.0 is only 25/100, 17/100,
and 14/100 when the two nodes transmit data at the 1st and
2nd time and without phase synchronization, respectively.
Table 2 shows a mean and standard deviation BER of all
cases as the experiments have been recorded for 100 times.
The results in this table confirm that the proposed technique
makes the system BER lower comparing to other cases. The
mean BER of the proposed technique is only 0.27 while
the mean BER values in case of transmitting signal from
a single node #A and a single node #B are 0.43 and 0.39,
respectively. The mean BER is 0.35, 0.39, and 0.40 when the
two nodes transmit data at the Ist and 2nd times and without
phase synchronization, respectively. The BER performance
obtained in the experiment is considered high as the received
signals are too weak as shown in Table 1. However, the BER
performance of proposed technique is significantly lower
than the BER performance of using a single node (1 x 1 A
and 1 x 1 B) and without phase synchronization (2 x 1 off).
Therefore, the experimental results in this section validate
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Frcune 16: The programming block diagram experimental BER.

the proposed technique that it can be utilized to realize a
distributed beamforming networkwith an optimum gain and

lower BER.

5. Conclusion

This paper has proposed an alternative phase synchronization
technique, so-called nonfeedback distributed beamforming
technique. The proposed nonfeedback requires a lower num-
ber of retransmissions comparing Lo the one-bit feedback
and zero-feedback techniques. Also, the proposed nonfeed-
back does not require any feedback signal or interaction
between transmitting nodes. Using this technique, phase
synchronization can be accomplished at base station instead
of mobile terminals. From simulation results, the proposed

nonfeedback technique provides a high beamforming gain
compared with some existing phase synchronization tech-
niques. Also, the proposed nonfeedback technique has been
analyzed under real indoor environment. The measured
results have revealed that the proposed technique provides
the optimum beamforming gain. Also, it can enhance the
system performance by lowering a Bit Error Rate (BER)
comparing to the case when the phase synchronization is not
applied.
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