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( )n ty = Signal from the nth node

 N y = Vector of transmitted message from all transmitting nodes

 Y  = Received digital base-band signal at a base station

 N Y = Vector of combined received signal

 optY  = Output signal
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CHAPTER I

INTRODUCTION

1.1 Background and problems

Nowadays, wireless communication networks provide a variety of applications

such as Wireless Local Area Networks (WLANs), cellular networks or wireless sensor

networks. These wireless networks have lots of advantages in flexibility and mobility

for users compared with wire line systems. However, the transmission range of

wireless communication systems is limited due to signal attenuation (Sriploy, P., et.al,

(2013)). Therefore, nodes or sensors in the systems requires higher transmitting power

to compensate the mentioned attenuation. This requirement is not practical due to the

limited battery life time of nodes. To tackle the problem, a relaying technique has

been presented (Dohler, M. et.al, (2010)). The relay increases a transmission rangs by

sending the information among nodes which pass on the information to a base station.

Nevertheless, the relaying technique is ineffectiveness when the relaying network is

situated far away from a base station. This is because the transmitted signal is

distorted when travelling through long distance. On the other hand, an array antenna

may be employed at individual devices in order to enhance beamforming gain

(Balanis C. A., (1997); Meerasri P., et.al, (2014); Innok A., et.al, (2012); Uthansakul

M. et.al (2005); Bunsanit C. et.al (2012) and Uthansakul P., et.al, (2011)).

Unfortunately, the installation of multiple antenna elements on a mobile terminal is

difficult due to its size and the requirement of limited power consumption (Rayal F.,

(2005); Kosanovic M., et.al, (2012) and Kaiser T., (2005)). Recently, a distributed
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beamforming has been proposed to handle the problem (Lo Y. T., (1964) and Ochiai

H., et.al, (2005)), which has many advantages such as a significant increase in

transmission range and enhancement of both energy efficiency and Signal-to-Noise

Ratio (SNR) (Amini S., (2015); Yang L. (2013) and Dohler, M. et.al, (2010)). This is

because the beamforming gain of distributed beamforming networks is N2, where N is

the number of transmitting nodes in distributed beamforming networks.

The distributed beamforming concept is similar to smart antennas but the

position of antennas (or nodes) is random. Also, it could be said that the distributed

beamforming is similar to virtual array antennas in which each node sends the same

data at the same time to base station (Yao K., et.al, (1998)). The transmitting nodes

have to perform the carrier phase synchronization so that the transmitted signals are

combined at a base station. Otherwise, the phase offsets or phase errors among all

transmitted signals would reduce the power of combined signal at a base station.

Thus, phase synchronization is the key success for distributed beamforming networks.

Recently, several phase synchronization techniques have been proposed.

Those techniques can be divided into two general types which are closed loop and

open loop synchronization techniques (Mudumbai R., et.al, (2009)). The closed loop

technique needs some feedbacks from base station to adjust phase offsets between

base station and transmitting nodes. A one-bit feedback is one of the best techniques

for closed loop synchronization (Mudumbai R., et.al, (2005); Mudumbai R., (2010)

and Rahman M. M, at.al, (2012)). According to this technique, every transmitting

node in the networks adjusts its carrier phase randomly. Then, all nodes transmit the

same data to base station. After the SNR of received signal is estimated at the base

station, one bit (0 or 1) is fed back to all nodes. The bit “0” means that SNR is worse
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than before so that each node has to randomly adjust their phases again. While bit “1”

means that SNR is better so that all nodes have to update their latest phase adjustment.

Otherwise, all nodes do this closed loop technique again in order to update the best

phase adjustment. This technique requires a large number of retransmissions (or

feedback signal) from all nodes to a base station. In addition, this technique requires at

least 5N iterations in order to achieve 75% guarantee of perfect or maximum

beamforming gain (Mudumbai R., et.al, (2009)). This may be considered impractical

as the battery lifetime of nodes or mobile terminals is very limited. Moreover, closed-

loop feedback from base station to transmitting nodes may be unreliable when the

communication channel between base station and nodes is weak.

In order to overcome the mentioned problems, two open loop phase

synchronization techniques have been proposed to reduce interaction between the base

station and nodes, so called the master-slave and the time-slot round-trip techniques.

For the master-slave technique, a node in the network is selected as a master node

while all remaining nodes are assigned as slave nodes. The phase synchronization is

achieved by sending the reference signals between master and slave nodes

(Mudumbai R., (2007)). Alternatively, for time-slot round-trip technique, phase

synchronization among nodes is obtained by sending a reference data round between

nodes (Brown D.R., et.al, (2008); Ozil I. et.al, (2007) and Brown D.R., et.al, (2010)).

The idea is based on the equivalence of round-trip transmission delays through a

multi-hop chain between transmitting nodes and base station. According to these

procedures, the open loop techniques reduce the interaction among nodes and base

station. However, both master-slave and round-trip techniques require some feedbacks

from the base station. This interaction between nodes increases complexity to all
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transmitting nodes. In addition, nodes require a special hardware such as the phase-

locked loops (PLLs) to obtain reference signals when performing open-loop feedback

in order to achieve phase synchronization.

Alternatively, a zero-feedback technique for phase synchronization has been

lately proposed (Bletsas A., et.al, (2010) and Sklivanitis G., et.al, (2011)). This

technique does not require any feedback signal from the base station. All transmitting

nodes are also assumed as the conventional radio transceivers employing no special

hardware. The utilized technique employs a carrier frequency offset between

transmitting nodes for the phase synchronization. However, the zero-feedback

technique requires a large number of packet retransmissions. For example, in case of

having 3 nodes, this technique requires at least 50 retransmissions (iterations) to

obtain a beamforming gain at 9.1 dB. Note that the maximum gain for this case is 9.5

dB (Bletsas A., et.al, (2010)). In addition, the number of retransmissions

exponentially increase when the number of nodes increases. Thus, this technique is

also not practical.

From the above literatures, the major disadvantage of existing phase

synchronization techniques, one-bit feedback and zero-feedback, is that they require a

large number of retransmissions. This requirement reduces the battery-lifetime of

mobile nodes. Also, the master-slave and round-trip openloop techniques require a

reference signal among transmitting nodes, which increases complexity for all

transmitting nodes.

To overcome these limitations, a Non-Feedback Distributed Beamforming

technique is proposed in this thesis. The proposed technique does not require any

feedback signal from base station or any interaction between nodes. A few number of
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retransmissions from nodes, which is only the same as the number of beamforming

nodes, N, is required. This number is relatively small comparing to the case of one-bit

feedback and zero-feedback techniques. The proposed non-feedback beamforming

employs an inverse matrix to extract the combined signal at the base station. The

concept of extraction is based on solving a linear equation using the inverse matrix

method (Kreyszig E., (1999)). After performing signal extraction, each extracted

signal is weighted for phase synchronization at the base station, instead of nodes.

Finally, the base station obtains a combined signal with maximum beamforming gain.

However, the retransmitted signals may be distorted due to phase variations when

travelling through the communication channel. To investigate the mentioned effect,

the phase variation effect in real circumstance is taken into account in this thesis.

Please note that the term use “non-feedback” is used to avoid any confusion with the

conceptual term defined for “zero-feedback” which has been presented in (Bletsas A.,

et.al, (2010) and Sklivanitis G., et.al, (2011)).

1.2 Thesis objectives

(i) To study the basic principles and theories of the phase synchronization

for the distributed beamforming.

(ii) To propose a new distributed beamforming technique which does not

require any feedback signal from a base station or any interaction

between transmitting nodes for the phase synchronization procedure.

(iii) To investigate the performance of the proposed distributed beamforming

technique in a real circumstance.
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1.3 Scope of study

(i) The phase of transmitting signals can be synchronized by utilizing the

proposed non-feedback distributed beamforimg.

(ii) All simulation results are performed using MATLAB.

(iii) For simulation, the transmitting node’s location are uniformly distributed

in a network. The transmitting nodes and base station are equipped with a

single isotropic antenna. Also, the mutual coupling effect between nodes

is negligible because the antennas are sufficiently separated.

(iv) A testbed of the proposed non-feedback distributed beamforimg consists

of two transmitting nodes and one base station.

(v) The performance comparison between the proposed technique and a

system without phase synchronization are investigated.

(vi) The measured power and Bit Error Rate (BER) are considered.

1.4 Contributions

This thesis proposes the new distributed beamforming technique, so called

non-feedback distributed beamforming technique which the outcome can be

categorized as follows :

(i) The proposed technique is attractive as it can be practically implemented

because it requires a few number of retransmissions and does not require

any feedback or reference signals from a base station.

(ii) This thesis has presented the experimental study of received power and

BER for the proposed technique compared to a system without phase

synchronization.

 

 

 

 

 

 

 

 



7

7

1.5 Thesis organization

The remainder of this thesis is organized as follows. Chapter II presents the

background theory including relay and beamforming technique which includes smart

antennas and distributed beamforming. This chapter presents that the distributed

beamforming is more interesting than the relay and smart antennas.

Chapter III presents the existing phase synchronization techniques for

distributed beamforming. This chapter presents that the existing phase

synchronization techniques have some drawbacks as they require a large number of

retransmissions, feedback signal and interaction among transmitting nodes.

Chapter IV presents the proposed non-feedback distributed beamforming

which does not require any interaction between nodes and feedback signals. The

simulation results of the proposed technique are also presented in this chapter.

Moreover, the phase variation in real circumstance is taken into account in this

chapter.

Chapter V presents the practical measurement of the proposed the non-

feedback distributed beamforming. A full testbed is constructed. The testbed

consisting of two transmitting nodes and one base station was developed under SDR

(Software-Defined Radio) technology. The experimental results reveal that the

proposed technique provides the optimum beamforming gain. Furthermore, it can

reduce BER in the systems.

Chapter VI provides the conclusion of the research work and suggestion for

further study.
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CHAPTER II

BACKGROUND THEORY

2.1 Introduction

Recently, wireless communication systems such as Wireless Local Area

Networks (WLANs) have gained lots of consideration into several applications in

various areas. This is because WLANs have advantages in terms of flexibility and

mobility. Moreover, it can support a high speed data transmission. However, WLANs

have a major limitation in terms of transmission range. Generally, the transmission

range is typically 30 meters for indoor communications and 100 meters for outdoor

communications. Therefore, this chapter discusses the relay and beamforming

technique which can tackle the mentioned problem. Figure 2.1 demonstrates a route

map of this chapter. Section 2.1 is an introduction of this chapter which presents the

limitation of communication range of WLANs. Then, some techniques for increasing

communication range are presented in the Sections 2.2, 2.3 and 2.4. Section 2.2

discusses the relaying technique which can increase communication range by sending

the signal among the relay nodes. Section 2.3 presents the theories of the array

antennas which are the basic theory of beamforming technique presented in Section

2.4. The beamforming technique can increase communication range by increasing a

directivity. Finally, Section 2.5 points out the advantages and disadvantages of the

relay and beamforming technique.
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Figure 2.1 Route map for Chapter II.

2.2 Relaying Technique

A relaying technique is a cooperative method in which the source node and

base station are interconnected by means of cooperative nodes (Dohler M. et.al,

(2010)). The cooperative relaying technique consists of source, destination and relay

nodes supporting the direct communication between source and destination. If the

direct transmission of a signal from source to destination is not successful, the

overheard signal from the source is forwarded by the relay to reach the destination via

a different path. Figure 2.2 shows an example of cooperative relaying networks where

Chapter 2
Background Theory

2.1 Introduction

2.2 Relaying Technique

2.3.1 Linear array 2.3.3 Circular array2.3.2 Planar array

2.3 Array antennas

2.4. Beamforming

2.4.1 Smart antennas
2.4.2 Distributed beamforming
 Basic concept
 Radiation pattern

2.5 Chapter summary
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the direct communication between a WLAN access point in home #1 and a WLAN

access point

Figure 2.2 Relaying network in WLANs.

in home #2 is not successful. Thus, the WLAN access point in home #1 transmits a

signal via the relays nodes such as laptop or mobile phone to the WLAN access point

in home #2. The relaying protocol can be classified into two groups as follows

(i) Amplify-and-Forward (AF) : AF is the simplest relaying protocol in

which each relay amplifies the received noisy signals and forwards them to

the base station. According to the noise component in the signals is also

amplified, thus the BER can be degraded (Issariyakul T., et.al, (2009)).

(ii) Decode- and-Forward (DF) : The received signals are decoded by the

relay then the relay re-encodes signals and transmitted to base station,

also the received signals are amplified. The DF provides a higher quality

1

2

WLAN

WLAN
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signal over the AF. However, the DF has higher complexity in terms of

signal processing (Hwang K. S., et.al, (2008)).

According to these procedures, the relay can extend a communication range by

interconnecting among nodes. However, the relaying technique is ineffective when

the relaying network is situated far away from base station. As seen in Figure 2.2 if

the network has no any relay node between home and street. Then, the base station

cannot transmit signals to the nodes on the street. In this case, the beamforming

technique is more attractive in which it can point the main beam to the desired

direction. The next section presents the array antennas which are the basic theory for

beam formation.

2.3 Array antennas

Array antennas are a set of individual antenna elements which are connected

together (Bletsas A., et.al, (2010)). The signals from the antennas are combined in

order to improve the directional characteristics. The array geometry can be roughly

classified into three types e.g. linear, planar and circular array.

2.3.1 Linear array

The linear array is the simplest array geometry. All antenna elements

are aligned along a straight line. Figure 2.3 shows a linear antenna array which has N

antenna elements. The element spacing, d, can be usually calculated by

2
d


 , (2.1)

where λ is the wavelength.
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For simplification, we assume that all elements have a uniform inter-element spacing

and have an equal transmitted power. Thus, we can derive the array factor in the far

field region as follows

Figure 2.3 N-element linear array.

( sin ) 2( sin ) ( 1)( sin )1 j kd j kd j N kdAF e e e               
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
  , (2.2)

where ψ = kdsinθ + β, θ is an angle as measured from the z-axis, k is the wave number

where k = 2π/λ and β is an electrical phase difference between two adjacent antenna

elements. The most common mode of operation for linear array is in the broadside

mode, thus β generally is 0. In the case of end-fire linear array, the phase difference is

θ
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1 2 3 N

dsinθ
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that β = -kd. In the case of smart antennas, the phase difference is that β = -kdsinθ0

where θ0 is the desired direction.

The array factor appeared in (2.2) can be expressed in a compact form

by multiplying both side of (2.2) by ejψ as follows

2 3 ( 1)( ) j j j j j N jNAF e e e e e e           . (2.3)

Subtracting (2.2) from (2.3), the array factor is reduced to

( )( 1) ( 1 )j jNAF e e     , (2.4)

which can be rewritten as

1
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. (2.5)

If the reference point is at the physical center of the array then the array factor of (2.5)

can reduce to
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sin
2
1

sin
2

N

AF




  
    
  
    

. (2.6)

In the case of having a small ψ, the (2.6) can be minimized to

sin
2

2

N

AF




  
    

 
  

. (2.7)

As the maximum values of (2.6) and (2.7) equal to the number of elements, N, we

need to normalize the array factor as follows
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1 2
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(2.8)
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. (2.9)

According to (2.9), Figure 2.4 presents the radiation pattern of linear

array where the number of antennas is 4, d = λ/2 and the direction of propagation, θ, is

45°. Therefore, the phase difference among the antennas is β = -kdsin45° which
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depends on the position of antenna as shown in (2.2). Subtracting β = -kdsin45° from

(2.2), we obtain the maximum value of array factor in the direction of 45° (main

beam) and 135° (gating lobe).

Figure 2.4 Radiation pattern of linear array where N = 4.

2.3.2 Planar array

The planar array provides additional variables which can be used to

control and shape the radiation pattern. Moreover, the planar array is more versatile

and provides more symmetrical radiation pattern with lower side lobe. However, the

planar array has slightly higher complex geometries than the linear array. The

geometry of planar array is generally a rectangular as shown in Figure 2.5 which has

N elements in the y-direction and M elements in the x-direction.

The array factor of planar array can be considered with respect to the

direction of propagation, γ, as follows
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 ˆ ˆ ˆ ˆ ˆ ˆcos sin cos sin sin cos sin cosx r x x y z              , (2.10)

Figure 2.5 N ×M rectangular planar array.

where x̂ , ŷ and ẑ is the unit vector in the x, y and z direction, respectively. The r̂ is

the unit vector in the direction of propagation, γ is the direction of propagation, θ is an

angle as measured from the z-axis and  is an angle from the x-axis on the x-y plan.

For this case, the array factor on the x-axis can be written as

( 1)( cos )

1

x x

M
j m kd

x m
m

AF I e   





( 1)( sin cos )

1

x x

M
j m kd

m
m

I e    



 , (2.11)

(1,1)

(M,N)

(1,2) (1,N)

(2,1)

(M,1)

(2,2)

(M,2)

(2,N)





Y

X

Z
Direction of propagation

dx

dy



r

 

 

 

 

 

 

 

 



17

17

where M is the number of antennas on the x-axis, Im is the excitation coefficient of

each antenna element on the x-axis as shown in Figure 2.5, dx is the inter-element

spacing on the x-axis, γ is the direction of propagation, k is the wave number, βx is an

electrical phase difference between two adjacent antennas on the x-axis, θ is an angle

as measured from the z-axis and  is an angle from the x-axis on the x-y plan. For this

case, the array factor on the y-axis can be written as

( 1)( sin cos )

1

y y

N
j n kd

y n
n

AF I e    



 (2.12)

where In is the excitation coefficient of each antenna element on the y-axis as shown

in Figure 2.5, dy is the inter-element spacing on the y-axis, k is the wave number and

βy is an electrical phase difference between two adjacent antennas on the y-axis. Thus,

the array factor for the entire planar array can be obtained by multiplying (2.11) with

(2.12) as follows.

( 1)( sin cos )( 1)( sin cos )
1 1

1 1
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n m
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 

    
  (2.13)

We assume that the excitation coefficient of each antenna element is equal. Thus,

mn m nI I I (2.14)

In addition, the excitation coefficients of the entire antennas are uniform, Imn = I0, thus

(2.13) can be expressed as
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( 1)( sin cos )( 1)( sin cos )
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AF I e e        

 

   (2.15)

According to (2.8) and (2.9), the normalized form of (2.15) is

Figure 2.6 Radiation pattern of 2×2 rectangular planar array.

 
sin sin

1 12 2
,

sin sin
2 2

x y

n
x y

M N

AF
M N

 
 

 

     
             

               

(2.16)

where

sin cosx x xkd     (2.17)
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sin cosy y ykd     , (2.18)

According to (2.16), we can simulate the radiation pattern of the 2×2

rectangular planar array as shown in Figure 2.6 where the element spacing, dx and dy,

are both equal to λ/4. The direction of propagation as measured from the z-axis is

assumed as θ = 90° and the direction of propagation as measured from the x-axis is

assumed as  = 45°. According to (2.17) and (2.18), the phase difference of each

element is βx = kdxsin90°cos45° and βy = -kdysin90°cos45°. Subtracting the phase

different values into the array factor (2.15), we obtain the maximum value of array

factor in the direction of 45°. Therefore, the main beam can be pointed to the 45° as

we can see in Figure 2.6.

2.3.3 Circular array

In circular array, the antenna elements are located in a circular ring

which is shown in Figure 2.7. The N antennas are located at the radius of a with the

phase angle, n , where the direction of propagation is θ. As we consider far-field

conditions, the position vectors r and nr are parallel, thus, the unit vector in the

direction of propagation of each array can be calculated by

ˆ ˆ ˆcos sinn n nx y    . (2.19)

The unit vector in the direction of the far-field point can be calculated by

ˆ ˆ ˆ ˆsin cos sin sin cosr x y z       . (2.20)
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Figure 2.7 shows that the distance nr is less than the distance r by the scalar

projection of ˆ
n . Thus,

ˆ ˆn nr r a r   , (2.21)

Figure 2.7 Circular array of N-elements.

where

ˆ ˆ sin cos cos sin sin sinn n nr        

 sin cos n    . (2.22)

Finally, the array factor of circular array can be calculated as follows
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N
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
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 sin cos

1

n n

N
j ka

n

e
       



 (2.23)

Figure 2.8 Radiation pattern of circular array where N = 10.

where δn is an electrical phase difference between two adjacent antenna elements.

Also, the n is an angular location of each element which can be calculated by

 2
1n n

N


   . (2.24)

According to the direction of propagation is denoted by θ0 and 0 , the phase

difference is that  0 0sin cosn nka      . Therefore, the array factor in the

direction of θ0 and 0 is
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    0 0sin cos sin cos

1

n n
N

j ka

n

AF e
          



 . (2.25)

According to (2.25), we can simulate the radiation pattern of the circular

array as shown in Figure 2.8 where the number of antenna elements is 10 and the

radius, a, is λ. Also, the direction of propagation is θ0 = 90° and 0 = 45°. Thus, the

phase difference between element is  2 sin90 cos 45n n     .

2.4 Beamforming Technique

The beamforming is the method used to create the radiation pattern of the

antenna array by constructively adding the phases of the signals in the directional

signal transmission or reception (Rivas M., (2010) and Gross F. (2005)). The

beamforming can be used in various applications such as in mobile networks. The

base station deploying beamforming can point its main beam to a desired direction

and point the nulls to the interference as shown in Figure 2.9. According to this

capability, beamforming has lots of advantages as follows

(i) Enhance the coverage area.

(ii) Reduce the transmitted power.

(iii) Reduce co-channel interference and multipath interference.

(iv) Provide high security.

(v) Improve system capacity.

Beamforming can be divided into two general types which are smart antennas

(or conventional beamforming) and distributed beamformer (cooperative

beamforming).
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Figure 2.9 Base station in a mobile network with beamforming technique.

2.4.1 Smart antennas

The smart antennas are the systems of antenna array having smart

signal processing used to calculate a beamforming algorithm (Liberti Jr. J. C., et.al.

(1999)). The first smart antennas were developed in early 1980s for military

communications and intelligence gathering such as radar communication. In the

1990s, smart antennas were developed for upgrading to digital radio technology in the

mobile phone, indoor wireless network and satellite broadcasting.

The smart antennas consist of two major parts: array antennas and

signal processing. The systems of antenna array receive/transmit the spatial signals.

Then, the signal processing identifies a spatial signal signature such as the Direction

of Arrival (DOA) of the signal used for calculating the beamforming vectors. The

simple beamforming of two linear antenna array is shown in Figure 2.10 which can be

calculated by starting the received signals as follows

Desired direction
Interference source

Base station
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Figure 2.10 2×1 smart antenna systems.

  sin 1
1 1 1

j kd n
d dy w A e w A   (2.26)

and

    sin 1 sin
2 2 2

j kd n j kd
d dy w A e w A e     , (2.27)

where y1 and y2 is the received signal of antennas #1 and #2 respectively, k is the

wave number, k = 2π/λ, θ is the direction of desired signal as measured from the z-

axis, d is the distance between antenna elements and Ad is the desired signal which

comes in direction of θ. Thus, the output signal, yout, can be calculated by

1 2outy y y 

Combiner

Output, yout

Plane wave front

Desired direction

1w2w

1y2y




12

dA

2d 

sind 
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    sin
1 2

j kd
d dw A w A e  

  sin
1 2

j kd
dA w w e   , (2.28)

We need a beamforming vector which provides the maximum beamforming gain (or

combined signal). Thus, the optimum weighing coefficient for (2.28) is

 0
1

jw e (2.29)

and

 sin
2

j kdw e  , (2.30)

Subtracting the weighing coefficients shown in (2.29) and (2.30) into (2.28), we

obtain the maximum output signal as follows

      0 sin sin 2j j kd j kd
out d dy A e e e A    (2.31)

This section shows that smart antennas may be employed at the mobile node in order

to enhance beamforming gain. Unfortunately, the installation of multiple antenna

elements on a mobile terminal is difficult due to its size and the requirement of power

consumption. Therefore, a distributed beamforming has been recently proposed to

handle the problem which will be discussed in next section.

2.4.2 Distributed beamforming
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The distributed beamforming concept is similar to smart antennas but

the position of antennas (or nodes) is not fixed. Also, it could be said that the

distributed beamforming is similar to a virtual array antennas in which each node

sends the same data at the same time to base station (Yao K., et.al, (1998)). The

transmitting nodes have to perform the carrier phase synchronization so that the

transmitted signals are constructively gained when combined at base station. Thus, the

distributed beamforming requires only one antenna per node.

The average received power of the distributed beamforming can be

calculated by

      1 1 cosR nE P N E    , (2.32)

where  E  is an expectation operator, N is the number of transmitting node and n is

the phase of received signal from the nth transmitting node. The (2.32) shows that the

phase synchronization is the key success for distributed beamforming networks as the

phase offsets or phase errors among all transmitted signals can reduce the power of

combined signal at base station.

Figure 2.11 shows the distributed beamforming networks in which the

location of each transmitting node, (rn, ψn) is random (Ochiai H., et.al, (2005)). The N

collaborative transmitting nodes are located in (x, y) plane where n stands for node

index (n = 1, …, N). The node location is uniformly distributed in a specified region.

Also, node location  is  denoted in polar  coordinate  which is  expressed by radius  of
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Figure 2.11 Distributed beamforming networks.

2 2
n n nr x y  and angle of  1tann n ny x  . Also, destination position is denoted in

spherical coordinates by  0 0, ,A   . In this section, destination (base station or access

point) is assumed at the same plane of other nodes, 0 2  . The node location

vectors are  0,
N

nr R and  ,
N

n    . In order to simplify the analysis, the following

assumption are made.

(i) Each node is equipped with a single isotropic antenna.

(ii) All transmitting nodes transmit identical power and path losses of

all nodes are also identical.

(iii) There is no multipath fading or shadowing.

(iv) All transmitting nodes are sufficiently separated so that the

mutual coupling effects between nodes are negligible.

Let  ,nd   denotes the Euclidean distance between the nth node and

the base station which can be written as

x
y

z

Base station

Transmitting
node

R

Distributed beamforming network
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   2 2
0 0, 2 sin cosn n n nd A r r A        , (2.33)

where A is distance between the center of network and base station, nr is a position of

nth node in terms of radius, n is a position of nth node in terms of angle, 0 is a

direction of base station as measured from the z-axis and 0 is a direction of base

station as measured from the x-axis. Then, the initial phase of each transmitting node

can be calculated by

 0 0

2
,n nd


 


   . (2.34)

According to (2.33) and (2.34), we obtain the array factor as follows.

   2
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1
, | ,
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N j dj

n

F r e e
N


    



 

   0 0
2

, ,

1

1 n n
N j d d

n

e
N


   


  



  , (2.35)

where n is a number of node, n is a position of nth node in term of radius, nd is

distance between the nth node and the base station and λ is wave length of operation

frequency.

Assuming that the far-field condition when A ≫ rn, the (2.34) can be

rewritten as

   , sin cosn n nd A r       . (2.36)
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Thus, the far-field beam pattern in the case of using closed loop is approximated by

     0 0
2

sin cos sin cos

1

1
, | ,

n n n
N j r

n

F r e
N


     

  
    



  . (2.37)

Alternatively, in the case of using open-loop reference signal, the

initial phase (2.34) can be rewritten as

 †
0 0

2
sin cosn n nr


  


   . (2.38)

Then, we obtain the array factor as

   †
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F r e e
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n

e
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     
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     



 

   0 0
2 2

sin cos sin cos

1

1 n n n
Nj j r

n

e A e
N

 
     

 
    



  , (2.39)

where N is the number of node, A is distance between the center of network and base

station, nr is a position of nth node in terms of radius, n is a position of nth node in

terms of angle, 0 is a direction of base station as measured from the z-axis and 0 is

a direction of base station as measured from the x-axis. Equation (2.37) and (2.39)

show that the array factor of distributed beamforming resembles to the array factor of
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circular array as discussed in Section 2.3.3. However, the location of each node is not

fixed.

Using this assumption, the node location (rn, ψn) is uniformly

distributed in the radius of network R as shown in Figure 2.11. Therefore, the

probability density function (pdf) of rn and ψn are given by

  2

2
, 0

nr

r
f r r R

R
   (2.40)

and

  1
,

2n
f    


    (2.41)

As the base station is assumed at the same plane of other nodes, thus 0 2  . Then,

the array factor (2.39) can be rewritten as

 
0 04
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2 2
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 

 04 sin sin
2

1

1 n n
RN j r
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e
N

 
 


 

 
 



 
 , (2.42)

where n nr r R and   0 2n n      . Also, the compound random variable is

 sinn n nz r   , (2.43)

which has the probability density function (pdf) of
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  22
1 , 1 1

nzf z z z

     (2.44)

According to (2.42) and (2.43), we obtain the array factor as follows

 
04 sin
2

1

1
|

n
N j R z

n

F z e
N

 



 

 
 



 


 , (2.45)

where R R  is the radius of network which normalized by wave length and 0 is

the direction of the base station. Finally, the far-field beam pattern can be defined as

    2
| |P z F z  

   | |F z F z   
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    (2.46)

where   04 sin
2

R
 

  
   

 
 .

Figure 2.12 shows the radiation pattern of the distributed beamforming

with perfect phase synchronization which obtained by (2.46) where the number of

transmitting node N is 16, the radius of network 1R  and the direction of base

station
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Figure 2.12 Radiation pattern of distributed beamforming with perfect phase

synchronization.

0 = 60°. This figure presents the distributed beamforming which can point its main

beam towards the base station. This capability is similar to smart antennas. However,

the distributed beamforming requires the accurate phase synchronization. As

mentioned before, the phase offsets among all transmitted signals can reduce the

beamforming gain. Therefore, the effect of phase offsets on the beamforming gain is

discussed as follows.

For the closed loop case, the effect of imperfect phase synchronization

can be derived following (Mudumbai R., et.al (2013)), the initial phase of nth

transmitting node (2.34) can be rewritten as follows.

 0 0

2ˆ ,n n nd

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    (2.47)
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where dn is distance between the nth node and the base station and φn is the phase

offset due to the imperfect phase synchronization. According to the phase offset is

assumed as independent and identically distributed (i.i.d.) random variables. Then,

from (2.35) to (2.38) and (2.45), the far-field array factor with θ = θ0 = π/2 can be

given by

 
04 sin
2

1

1
| ,

n n
N jz R

n

F z e
N

 
 

 
  

 



 


 . (2.48)

Then, we obtain the average beam pattern as follows

    , | ,av zP P z   

  
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 

 
    
 

, (2.49)

where   , | ,z P z   is the expectation of radiated power,  | ,P z  presented in

(2.46) and  is the attenuation given by phase offset, φn, which can be calculated by

1 2

0 2
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I

I
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




 
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 
 
  
 

, (2.50)

where Im(x) is the mth-order modified Bessel function of the first kind and 2
 is the

variance of the phase noise which related to the loop Signal-to-Noise Ratio (SNR) of

the Phase Lock Loop (PLL).
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For the open loop case, the initial phase of nth transmitting node in the

case of θ0 = π/2 can be rewritten as follows

    †
0

2ˆ cosn n n n nr r


   


    

     0 0

2 2
cos cosn n n n n nr r

 
      

 
      , (2.51)

where δrn and δψn are the random variables of estimated node location error which are

assumed to be independent and identically distributed (i.i.d.), then, the far-field array

factor approximation is
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Let  0ˆ 2n n n        . Thus, the right-hand side of (2.52) is given by
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According to (2.39) and (2.53), we obtain the beam pattern as follows
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where

sinn
n n

r
z

R
 

0sin
2 2

n
n nr

  


    
 

 , (2.55)

and

cos
2

n
n n nv r

 
 

   
 


 0cosn n nr      . (2.56)

According that the location of each node is uniformly distributed, the n can be seen

as a uniformly distributed random variable, thus the pdf of zn, (2.55), corresponds to

(2.44). The v is uniformly distributed over [-π, π] and δrn is uniformly distributed over

[-rmax, rmax]. Therefore, the pdf of vn can be given by

2

max
max max max

1
ln 1 1 ln ,

nv

vv
f v r

r r r

                

(2.57)

According to (2.44), (2.53) and (2.57), the average beam pattern can be written as
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    2 21 1
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 

, (2.58)

where    is the location error in terms of phase which can be calculated by
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J R
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        

  




, (2.59)

According to δψn is uniformly distributed over [-ψmax, ψmax] and

 sin n n      , the (2.59) can be rewritten as

    21 2 max
max

1 1 3
1 ; ,2;

2 2 2
F R


    


         

  


  21 2 max
max

1 1 3
1 ; ,2;

2 2 2
F R


  


         

  
 (2.60)

where pFq(x) is the generalized hypergeometric function where p is a parameter of

type 1 and q is parameter of type 2 of a hypergeometric serie.

If no loss generality, 0 = 0, was assumed, the (2.60) can be rewritten

as follows

 
2

max
1 2

1 3
0 ; , 2;

2 2

R
F


  



         
. (2.61)
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From (2.58), r is the location error in terms of radius which can be calculated by

2
n

n

j v

r vE e



 
  

 

1 2
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2 2 1 1
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t
r t dt

t


 

    
 

2

max
1 2

1 3
;1, ;

2 2

r
F 



        
, (2.62)

Figure 2.13 shows the average beam pattern which affected by the

estimated radius error, δrn, obtained using (2.58) and (2.62). For this case, the system

is assumed to have an errors free in phase estimation while estimation error in

network having radius rn is assumed as max 0.1r   , max 0.5r   and

max 1.0r   . The obtained results show that the main beam’s gain is extremely

degraded when error in radius estimation is occurred. The main beam’s gain is

degraded by 6%, 81% and 98% when the estimation error in network radius is

max 0.1r   , max 0.5r   and max 1.0r   respectively. This is how to calculate

the percentage degradation. For example in case of having max 0.5r   , the ratio of

main beam is approximately 0.19 or 19%. Thus, the degradation of main beam’s gain

is 100-19 = 81% or 0.8.

Furthermore, some examples showing an effect of estimation error in

phase are shown in Figure 2.14. For this case, the estimation of nodes location in

terms of radius rn is assumed to be perfect. Also, the estimation error in phase δψn is

assumed as max 0.1R   , max 0.5R   and max 1.0R   . The obtained
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results show that the directions of obtained main beams deviate from the direction

of destination

Figure 2.13 Average beam pattern with imperfection in network radius estimation, rn.

( 0 = 0°). The deviated main beams are approximately at 3°, 15° and 30°. Thus, the

main beam’s gain is degraded by 2%, 48% and 96% respectively comparing to the

optimum beamforming. This is how to calculate the percentage degradation. For

example in case of having max 0.1R   , the ratio of main beam is approximately

0.02 or 2%. Note that the maximum normalized power of main beam is denoted as 1.0

or 100%. For the  case  of max 0.5R   ,  the  ratio  of  main  beam  in direction of

destination is approximately 0.52 or 52%. Thus, the degradation of main beam’s gain

is 100-52 = 48% or 0.48. Regarding these simulation results, we can conclude that the

-90 -60 -30 0 30 60 90
0

0.2

0.4

0.6

0.8

1



Po
w

er
 [

ra
tio

]

r
max

/=0

r
max

/=0.1

r
max

/=0.5

r
max

/=1.0

Degradation = ~98%

Degradation = ~6%

Degradation = ~81%



 

 

 

 

 

 

 

 



39

39

imperfection in network radius estimation degrades main beam’s gain while the

imperfection of phase estimation deviates the direction of main beam.

Figure 2.14 Average beam pattern with imperfection in phase estimation, ψn.

For the case when both of estimated radius and phase are imperfect.

Figure 2.15 shows the contour plot of degradation of main beam’s gain when the

imperfection of estimated radius maxr  and estimated phase maxR  is assumed.

This figure is obtained using (2.58), (2.61) and (2.62). From the figure, we can allow

the imperfection of estimated radius and phase not lower than 0.2 and 0.4 in order to

limit the degradation within half-power beam width.

The results in this section present that the estimated node location error

or phase synchronization error can degrade the beamforming gain. Therefore, phase
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synchronization is the key success for distributed beamforming. The major phase

synchronization techniques will be discussed in the next chapter.

Figure 2.15 Plot of main beam’s gain degradation with respect to imperfection of

estimated node location (radius and phase).

2.5 Chapter Summary

As the wireless communications have the limitation in terms of

communication range. Therefore, this chapter has discussed some techniques for

increasing communication range such as the relaying and beamforming techniques.

The beamforming is more interesting as it does not require the relay nodes between

source and destination. The beamforming can point the main beam to the destination

and point the nulls to the interference directions. Thus, the beamforming has lots of

advantages as follows: enhance communication range, increase SNR, increase the
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capacity and reduce the transmitted power. The beamforming can be divided into two

general types which are smart antennas and distributed beamforming. However, the

distributed beamforming is more interesting as it requires only one individual antenna

element at a transmitting node to perform beamforming. Thus, the distributed

beamforming is suitable for a mobile node or terminal. In the distributed

beamforming networks, each transmitting node sends the same data at the same time

to base station. The transmitting nodes have to perform the carrier phase

synchronization so that the transmitted signals are constructively gained when

combined at base station. Otherwise, the phase offsets or phase errors among all

transmitted signals would reduce the power of combined signal at base station.

Section 2.4.2 presents the performance of distributed beamforming with imperfect

phase synchronization. The results show that the main beam’s gain is extremely

degraded when error in radius estimation is occurred. The directions of obtained main

beam deviate from the direction of destination ( 0 = 0°) when the error in phase

estimation is occurred. Therefore, phase synchronization is the key success for

distributed beamforming networks. The major phase synchronization techniques will

be discussed in next chapter.
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CHAPTER III

PHASE SYNCHRONIZATION FOR DISTRIBUTED

BEAMFORMING

3.1 Introduction

As phase synchronization is the key success for distributed beamforming

networks, lots of phase synchronization techniques have been proposed so far. These

techniques can be divided into two general types which are closed loop and open loop

synchronization techniques (Mudumbai R., et,al., (2009)). The closed-loop technique

needs feedback signals from base station to adjust phase offsets among the

transmitting nodes. The open loop technique needs the interaction among nodes with

only a minimal feedback signaling from base station. The base station may simply

transmit an unmodulated sinusoidal beacon to the transmitting nodes. Then, the

transmitting nodes use the received beacon signal to achieve an appropriate phase

compensation for beam formation. Figure 3.1 demonstrates a route map of this

chapter. Section 3.1 is an introduction of this chapter which presents the categories of

synchronization techniques. A closed-loop phase synchronization called one-bit

feedback technique is presented in the Sections 3.2. The open loop phase

synchronization called master-slave and round-trip techniques are presented in

Sections 3.3 and 3.4, respectively. The section 3.5 presents a zero-feedback phase

synchronization technique which does not require any feedback signal from base

station. Finally, Section 3.6 points out the advantages and disadvantages of the

mentioned phase synchronization techniques. Note that some symbols appeared in the
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Sections 3.2 to 3.4 are changed from the literatures for the sake of continuation for

this thesis.

Figure 3.1 Route map of organization in Chapter III.

3.2 One-Bit Feedback Phase Synchronization

A one-bit feedback is one of the best techniques for closed-loop phase

synchronization (Mudumbai R., et.al, (2005); Mudumbai R., (2010) and Rahman M.

M, at.al, (2012)).The one-bit feedback technique can be considered as a distributed

version of a stochastic approximation algorithm. Figure 3.2 shows a configuration of

distributed nodes having a number of transmitting nodes employing the one-bit

feedback phase synchronization technique. For this technique, each node transmits the

Chapter 3
Phase Synchronization for
Distributed Beamforming

3.1 Introduction

3.2 One-bit feedback

Closed loop
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same signal with individual random phase to base station. The transmitting signal can

be written as

Figure 3.2. Configuration of distributed nodes employing the one-bit feedback

phase synchronization technique (Mudumbai R., (2010)).

     c nj t
ns t Ax t e   (3.1)

where 2c cf  is a carrier frequency, A is carrier amplitude normalized to unity, A =

1, for all transmitting nodes, x(t) is the data message and θn is the initial phase of nth

transmitting node. Then, the received signal at the base station is

   

1

n n n

N
j t

n
n

Y x t Ae       



  (3.2)

where N is the number of transmitting nodes, αn is the attenuation in channel between

nth node and base station where αn ≥ 0, γn is an unknown phase offsets from different

local oscillators and φn is the phase offset affected by the channel. According to (3.2),

Distributed
Beamforming Network

Base Station

1-bit (0,1) feedback
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the beamforming gain depends on the phase alignment of n n n    . Thus, the

objective of this technique is to align the phase of all transmitting nodes using one-bit

feedback signal. The received signal at ith retransmission can be written as

    ,

1

i nc n

N
jj t

i n
n

Y x t Ae e  



  (3.3)

where n n n n      is the phase at the receiver corresponding to the signal from

nth transmitting node and ,n i is the random phase perturbation for an appropriate

phase compensation of nth transmitting node and ith retransmission.

After the base station receives the combined signal, Y1, for the 1st time (n = 1)

as shown in (3.3), the base station records the received SNR of Y1. Then, all

transmitting nodes retransmit signal Y2 with a new random weighting coefficient,

, 1n i  . After the SNR of the received signal is estimated at base station, one bit (0 or 1)

is fed back to all transmitting nodes. The bit “0” means that SNR is worse than before

so that each node has to randomly adjust their phases again. While bit “1” means that

SNR is better so that all nodes have to update their latest phase adjustment. Otherwise

all nodes do this closed-loop procedure again in order to update the best phase

adjustment. Thus, the best known phases at the transmitting nodes are updated as

follows

, ,

, 1
,

,      _

,                otherwise
n i n i i i

n i
n i

Y Y best 




  


(3.4)

where _ iY best is the highest indicated signal strength which can be denoted by
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_ maxi n
n i

Y best Y


 (3.5)

Simultaneously, the base station also updates its record of the highest received signal

strength as follows

 1_ max _ ,i i i
n i

Y best Y best Y 
 (3.6)

Therefore, we can summarize the basic concept of the one-bit feedback technique for

one iteration as follows.

(i) Each transmitting node adjusts its carrier phase randomly.

(ii) All transmitting nodes simultaneously transmit their signals to the base

station as a distributed beamformer.

(iii) Base station estimates the SNR of the received signal.

(iv) Base station broadcasts one bit back to the transmitting nodes indicating

whether its SNR is better or worse than before so that the transmitting

nodes can properly adjust their phases. If it is better, all nodes keep their

latest phase adjustments, otherwise all transmitting nodes undo their latest

phase adjustments and retransmit signal with a new random weighting

coefficient.

Figure 3.3 shows the convergence behavior of the phase angles in a simulation

of the 1-bit feedback algorithm with 10 transmitting nodes (Mudumbai R., (2010)).

As we can see, the 500-iteration provides the phase of each nodes within 45° to 60°.

That means the phase offset among the transmitting nodes is 0° to 15° which provides

the beamforming gain at 97% of maximum value. The beamforming gain can be

calculated utilizing the (2.32) as       1 1 cosR nE P N E    where n is the phase
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offset among the transmitting nodes. Thus, the maximum beamforming gain (perfect

phase synchronization, 0n   ) equals to N.

Figure 3.3. The distributed array of transmitting nodes using the one-bit feedback

phase synchronization technique (Mudumbai R., (2010)).

When the number of the transmitting nodes, N, is limited, the expected

increment of the normalized received signal strength is given by

     
 

1 i
i

y x
h y i l

i





 
   

 
(3.7)

where y(·) is received signal at ith retransmission, xi is the data message at ith

retransmission,  i represents the mean deviation which is given by

     2 2 2
,2

1

1
1 cos 2

2

N

n i i y i n
n

i x E i
N

   


      (3.8)
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where αn is the attenuation by channel,   ,cosi n ix E i    and

  2
,cos 2i i n ix E i      . The     1 il y x i in (3.7) can be calculated as follows.

   
2

2
1

2

x

l x e xQ x



  (3.9)

where Q(x) denote the complementary comparative distribution function of a standard

Gaussian random variable which can be calculated by

 
2

2
1

2

t

x

Q x e dt





  (3.10)

Figure 3.4 (a) shows the beamforming gain y[i] with a several number of

iteration, i, which obtained using (3.7) and Monte Carlo simulation where N = 10

transmitting nodes and the phase perturbation, ,n k , is distributed over the range from

-31.6° to 31.6 °. Note that the dot line denotes the standard deviation of  _ iY best N

which converges to zero as N increases. The results present that the one-bit feedback

technique requires at least 100 iterations in order to achieve 90% guarantee of perfect

or maximum beamforming gain. Figure 3.4 (b) shows the beamforming gain y[i]

where N = 100 transmitting nodes and the phase perturbation, ,n i is distributed over -

10° to 10°. The simulated results present that the one-bit feedback technique requires

at least 1,000 iterations in order to achieve 90% guarantee of perfect or maximum

beamforming gain. In addition, the system requires at least 10,000 iteration when the
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number of transmitting nodes is up to 1,000 as shown in Figure 3.4 (c). According to

Figures3.4

(a) N = 10 transmitting nodes. (b) N = 100 transmitting nodes.

(C) N = 1,000 transmitting nodes.

Figure 3.4. Beamforming gain with a number of iteration, i, (Mudumbai R., (2010)).

(a) to (c), the one-bit feedback technique requires a very large number of

retransmissions (iterations). It requires number of retransmissions at least 10N in

order to achieve 90% guarantee of maximum beamforming gain. This may be

considerably impractical as the battery-lifetime of nodes or mobile terminals is very

limited. Moreover, the feedback send between base station and transmitting nodes
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may be unreliable as the communication channel between base station and nodes is

usually unstable.

In order to overcome the mentioned problems, two open-loop phase

synchronization techniques have been proposed to reduce interaction between base

station and nodes: master-slave and time-slot round-trip techniques. The master-slave

open-loop phase synchronization technique is presented in the Section 3.3 and the

time-slot round-trip open-loop phase synchronization technique is presented in the

Section 3.4.

3.3 Master-Slave Phase Synchronization

Figure 3.5 shows the configuration of nodes employing a master-slave phase

synchronization technique. A node in the networks is selected as a master node while

all remaining nodes are assigned as slave nodes. The phase synchronization is

achieved by sending the reference signals between master and slave nodes (Mudumbai

R., (2007)). The algorithm of the master-slave technique can be written as follows.

Step 1: The master node has a local oscillator which generates a sinusoid

signal to all slave nodes as shown in Figure 3.6. The transmitted sinusoid signal can

be written as follows

    0 0c t c t   (3.11)

where    0

0
cj tc t e   , 2c cf  and γ0 is the (reference) phase of master node. The

authors simply sets the constant γ0 to zero for simplicity. They have also assumed that
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the local communication channel between master and slave node has a large SNR and

ignored a receiver noise in the channel.

Step 2: The nth slave node receives the signal transmitted by master node as

Figure 3.5 Configuration of distributed nodes employing a master-slave phase

synchronization technique.

    ,0 ,n n oc t c t  

  0

,0
c nj t

nA e     (3.12)

where γn is the phase offset between the master and nth slave node. An,0 is the

amplitude of the received signal form nth slave node which was set to be unity for

simplicity. The nth slave node uses the signal (3.12) as an input to a second-order

phase locked-loop.  Thus, the steady-state Voltage-Controlled Oscillator (VCO)

output can be used as a carrier signal consistent across all nodes as presented in

Figure 3.6. This signal provides the information of phase offset between the master

and nth slave node, γn.
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Step 3: The nth slave node transmits the (uncompensated) VCO signal (3.12)

back to the master node. The summary of the forward and reverse master-slave

channels imply that the signal at master node can be written as

    0 2
,1 ,1 ,0

c ij t
i i ic t A A e      (3.13)

Figure 3.6 Round-trip phase calibration for master-slave technique

(Mudumbai R., (2007)).

where An,1 is the received signal amplitude at the master node, An,1 was set to be unity

for simplicity.

Step 4: The master node estimates the phase difference between the received

signal from slave nodes (3.13) and the transmitting sinusoid signal (3.11) as
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 2 mod 2n n    (3.14)

where mod means the modulo operation. Thus, the estimated value of the offset, γn,

can be written as

ˆ
2

n
n





 (3.15)

Step 5: After the offset, γn, is estimated, the master node transmits this

information back to all slave nodes. Then, the nth slave node has calibrated carrier

signal, cn(t), which uses to perform channel estimation and beamforming as

    n nc t c t 

  ˆ
,0

nj
nc t e   

 e
c nj t

e
 

 (3.16)

where e
n is the estimation error in the phase calibration which obtained by the (3.12)

and (3.13), ˆe
n n n    .

Step 6: In order for the transmitting nodes are able to beam towards the base

station, the information about the direction of the base station is required. Using

channel reciprocity allows the network to achieve this information. Thus, the base

station transmits an unmodulated carrier signal as

       0cj tg t g t e     (3.17)
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where 2c cf  and n is phase of unmodulated carrier signal which is just a

constant scaling term and adds no relative phase errors between sensors.

Step 7: Each transmitting node independently demodulates its received signal

appeared in (3.17) using cn(t) which obtained by (3.16) to get an estimated n̂h of its

own complex channel gain as

 ˆ e h
n nj

n nh h e
  

 (3.18)

where h
n is an effective phase noise.

Then, the transmitting nodes use the synchronized carrier signal (3.16) and the

channel estimate (3.18) to modulate the transmitting signal for beamforming. The

slave nodes obtain their carrier signal from the VCO that is synchronized to the

reference signal from the master node. However, it is not possible for the slave nodes

to receive a synchronization signal from the master node while they are transmitting.

Therefore, the VCOs of the slave nodes need to operate in an open-loop mode as

shown in Figure 3.7. In the open-loop operation, the slave’s carrier signals obtained

from the VCO undergoes uncompensated a phase drift because of internal oscillator

noise and overtime. Thus, the different slave carriers drift out of phase. This motivates

the time-division duplex mode as shown in Figure 3.8, where the master node

periodically transmits a reference carrier signal to resynchronize the slave carriers in

order to keep the total phase error bounded. The noisy carrier signal used by the nth

slave node for modulation can be written as

    o o
n nc t c t  
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    d
nj t

nc t e   

  e d
c n nj t t

e
      

 
(3.19)

where  d
n t is the phase drift of nth slave which occurs from the uncompensated

VCO. Figure 3.9 shows the simulation of oscillator phase drift  where  Np is the phase

noise

Figure 3.7 Schematic of a slave node for master-slave technique

(Mudumbai R., (2007)).
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Figure 3.8 Time-division duplexing for master-slave technique

(Mudumbai R., (2007)).

Figure 3.9 Simulation of oscillator time-varying phase drift in PLL

(Mudumbai R., (2007)).
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power, T1 and T2 are time-slot duration as shown in Figure 3.8 and ωn is the natural

frequency. The result shows that the phase drift can be 35° at the time of 5×10-3

seconds. This parameter can degrade the beamforming gain.

Step 8: After modulation by carrier signal (3.19), nth slave node applies a

complex amplification (3.18) to compensate the channel and transmits the fallowing

signal

    n ns t s t 

    *
n̂ nh m t c t  (3.20)

Then, the received signal at the base station is given by

     
1

N

n n
n

r t h s t n t


    
 
 

   *

1

ˆ
N

n n n
n

m t h h c t


   
 
 

    22

1

h e d
c n n n

N
j t t

n
n

m t h e
     



   
 
 (3.21)

where hn is the complex channel gain, N is the number of transmitting nodes, n = 1, 2,

3, …, N, m(t) is the transmitting message,  d
n t is the uncompensated VCO phase

drift of slave nth is transmitting, h
n is an effective phase noise and e

n is the estimation

error in the phase calibration.

The (3.21) presents that the master-slave technique can remove the phase

offset between node, ˆ
n . However, the estimation error in the phase calibration, e

n ,
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the effective phase noise, h
n and the uncompensated VCO phase drift,  d

n t , still

occur. These parameters can also degrade the beamforming gain.

3.4 Round-Trip Phase Synchronization

The basic idea of round-trip technique is that an unmodulated carrier

transmitted by the destination bounced around the clockwise circuit as shown in

Figure 3.10 will incur the same total phase shift as an unmodulated beacon bounced

around the counterclockwise circuit (Brown D.R., et.al, (2010)). In practice, the

bouncing of carriers can be performed by having each source node tracking the

received signal which obtained from other nodes. Then, the PLL of each node uses the

holdover mode for  the  sake  of a phase  offset estimation.  Coherent combining is

achieved since the

Figure 3.10 Time-slotted round-trip carrier synchronization system with two source

nodes (Brown D.R., et.al, (2010)).
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destination is receiving the sum of two carriers, modulated by the common message,

after they have propagated through circuits with identical phase shifts.

For clarity of exposition, the protocol for the case with two transmitting source

nodes is assumed. In this case, the time-slotted round-trip carrier synchronization

protocol has a total of four timeslots.

For time slot 0 (TS 0): The destination transmits the sinusoidal primary beacon

to both sources. Both sources generate phase and frequency estimation from their

local observations. The transmitting beacon signal can be written as follows

      0 0 0 0 0 0cos ,x t t t t t t T      (3.22)

where T0 is a duration of transmitting beacon from the destination to both sources.

Then, the received signal at each source node can be written as

     0 0 0 0 0 0cosn n n ny t t t         (3.23)

for  0 0 0 0 0,n nt t t T     where  0n t is noise in the channel between destination and

nth source nodes. 0n is the time delay while transmitting signal from destination to nth

source and 0n is the attenuation between destination and nth source. Each source

tracks the primary beacon from the destination using its first phase PLL. Prior to the

conclusion of the primary beacon, each source stops tracking and enters holdover

mode on its PLL. If the PLLs are designed correctly, the transient response of the PLL

will complete prior to entering holdover. This results in local frequency and phase

estimation at each source, denoted by 0ˆ
n and 0̂n respectively, for  1, 2n .
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For time slot 1 (TS 1): The 1st source node (S1) uses its first PLL (running in

holdover mode) to transmit a sinusoidal secondary beacon to the 2nd source node (S2)

that is a periodic extension of  01y t as shown in (3.23). The secondary beacon

transmitted by S1 can be written as

      12 12 01 1 1 1 1 1
ˆˆcos ,x t a t t t t t T      (3.24)

where 12a is the received signal strength at the S2 and 1̂ is the extrapolated phase of

the first PLL at S1 (time t1) which can be written as

  1 01 01 0 01 01 01 0
ˆ ˆ ˆˆ ˆt t T           (3.25)

where 01̂ and 01̂ are estimated phase and frequency of the channel between

destination and the S1, 01 is the time delay while transmitting signal from destination

to S1 and T0 is a duration of transmitting beacon from the destination to both sources.

Then, the secondary beacon is received by S2 as

       12 12 12 01 1 12 1 12
ˆˆcosy t a t t t         (3.26)

for  1 12 1 12 1,t t t T     where  12 t denotes the noise in the S1→ S2 channel. 12

is the time delay while transmitting signal from the S1 to S2, T1 is a duration of

transmitting beacon between the S1 and S2, α12 is the attenuation between the S1 and

S2, and 12a is the received signal strength of S2. The S2 uses its second PLL to track

this beacon and enters holdover on the second PLL prior to the conclusion of this

 

 

 

 

 

 

 

 



61

61

beacon. The frequency and phase estimation of the second PLL at S2 are denoted by

12̂ and 12̂ respectively.

For time slot 2 (TS 2): The S2 uses its first PLL to transmit a secondary

sinusoid to S1. Then, the secondary beacon transmitted by S2 can be written as

      21 21 02 2 2 2 2 2
ˆˆcos ,x t a t t t t t T      (3.27)

where

  2 02 02 2 0 02
ˆ ˆ ˆ t t      

 02 02 01 12 02 0 1
ˆ ˆ T T          (3.28)

which is the extrapolated phase of the first PLL at S2 at the time t2. α21 is the

attenuation between the S2 and S1, 02̂ and 02̂ are estimated phase and frequency of

the channel between destination and S2, 01 is the time delay while transmitting signal

from destination to S1, 02 is the time delay while transmitting signal from destination

to S2, 12 is the time delay while transmitting signal from the S1 and S2, T0 is a

duration of transmitting beacon from the destination to both sources and T1 is a

duration of transmitting beacon between the S1 and S2

After propagating through the S2 → S1 channel, this secondary beacon is

received by S1 as

       21 21 21 02 2 12 2 21
ˆˆcosy t a t t t         (3.29)
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for  2 12 2 12 2,t t t T     where  21 t denotes the noise in the S2→ S1 channel, α21

is the attenuation between the S2 and S1, 21a is the received signal strength of S1. This

work has used the fact that 21 12  and 21 12  . The S1 uses its second PLL to track

this beacon and enters holdover on the second PLL prior to the conclusion of this

beacon. The frequency and phase estimation of the second PLL at S1 are denoted by

21̂ and 21̂ respectively.

For time slot 3 (TS 3): Each S1 and S2 transmit to the destination as a

distributed beamformer by using the phase estimation from the second PLL (running

in holdover mode). The carrier at each source is transmitted as a periodic extension of

the secondary beacons received at each source. Since the performance of the

distributed beamformer is primarily affected by the phase offset between the carriers

at the destination. We can write the transmissions of S1 and S2 as unmodulated

carriers which can be written as

      10 10 1 31 31 31 31 3
ˆˆcos ,x t a t t t t t T      (3.30)

where

  31 21 21 31 2 12
ˆ ˆ ˆ t t       (3.31)

and

  32 12 12 32 1 12
ˆ ˆ ˆ t t       (3.32)

which are the extrapolated phases of the second PLLs at S1 and S2 at time t3

respectively.

Therefore, the received signal at the base station can be written as
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      
2

0 0 0 3 3 0
1

ˆˆcosn n mn i
n

y t a t t t   


    (3.33)

for m ≠ n,  3 3 3,t t t T  and 3 31 01 32 02t t t     where α0n is the attenuation

between destination and nth source, 0na is the received signal strength at the

destination which transmitted from nth source, 3̂n and ˆ
mn are estimated phase and

frequency of the third PLL at the destination and  0 t is noise at the destination. The

0 0n n  and 0 0n n  for n∈ {1, 2} are also assumed.

Figure 3.11 summarizes the time-slotted round-trip carrier synchronization

protocol and shows how the protocol is repeated in order to avoid unacceptable phase

drift between the sources during beamforming.

In a distributed beamforming system with N> 2 sources as shown in Figure

3.12, the time-slotted round-trip carrier synchronization protocol has a total of 2N

timeslots denoted as TS(0) ,... , TS(2N−1) where N is the number of transmitting

nodes. The activity in each timeslot is summarized as follows:

(i) In TS(0), the destination transmits the sinusoidal primary beacon to all N

sources. Each source generates local phase and frequency estimation

from its observation.

(ii) In TS(n) for n = 1, ... , N − 1, the Sn transmits a sinusoidal secondary

beacon to the Sn+1.  The secondary beacon transmitted by the Sn in TS(n)

is a periodic extension of the beacon received in TS(n−1). The Sn+1

generates local phase and frequency estimation from this observation.
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(iii) In TS(N), the SN transmits a sinusoidal secondary beacon to SN−1. This

secondary beacon is transmitted as a periodic extension of the primary

beacon received by SN in TS(0), with initial phase extrapolated from the

phase and frequency estimation obtained by SN in TS(0). The SN−1

generates local phase and frequency estimation from this observation.

(iv) In TS(n) for n = N + 1, ... , 2N − 2, the S2N−n transmits a sinusoidal

secondary beacon to S2N−n−1. The secondary beacon transmitted by S2N−i

in TS(n) is a periodic extension of the secondary beacon received in

TS(n−1). S2N−n−1 generates local phase and frequency estimation from

this observation.

Figure 3.11 Summary of the two-source time-slotted round-trip carrier

synchronization protocol (Brown D.R., et.al, (2010)).
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Figure 3.12 M-source round-trip distributed beamforming system

(Brown D.R., et.al, (2010)).

(v) In TS(2N−1), all N sources simultaneously transmit to the destination as

a distributed beamformer. The frequency and initial phase of the carrier

transmitted by each source is based only on the local phase and

frequency estimation obtained in the prior timeslots.

These procedure is similar to the two-source case, the total phase shift of the D → S1

→ S2 → ··· → SM → D and the D → SM → SM−1 ··· → S1 → D circuits are identical

where D means destination.

The round-trip technique can synchronize the phase of each transmitting node

by using the equivalence of round-trip transmission delays through a multi-hop chain

between transmitting nodes and base station. However, the round-trip technique

requires some feedbacks from base station. The interaction between nodes increases

Source
(node 1)

Source
(node 2)

Source
(node N)

Destination

 

 

 

 

 

 

 

 



66

66

complexity for all transmitting nodes. In addition, nodes require a special hardware

such as PLL to obtain a reference signal when performing open-loop in order to

achieve phase synchronization.

3.5 Zero-Feedback Synchronization

A zero-feedback technique for phase synchronization has been lately proposed

(Bletsas A., et.al, (2010) and Sklivanitis G., et.al, (2011)). This technique does not

require any feedback signal from base station. Also all transmitting nodes are

assumed as the conventional radio transceivers employing no special hardware. The

technique employs a carrier frequency offset between all transmitting nodes for the

phase synchronization.

Denoting the complex channel gain from N transmitters n ∈ {1, 2, ..., N} to

destination as hn ( |hn| = An) and symbol duration as Ts, the received baseband signal of

bth symbol at the destination can be expressed as

       2

1

n s n

N
j f bT

n
n

y b h e x b w b  



 

    
 

 
1

exp 2
N

n n s n
n

x b

x b A j f bT w b 


   




   x b w b  (3.34)

where N is the number of transmitting nodes. Δfn is the carrier frequency offset from

nominal carrier frequency, fc, An is the amplitude for nth transmitter, i is the phase

offset for nth transmitter and w[b] is the additive noise at the destination which has an
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average power per symbol as E{w[b]w[b]∗} = W0. It is assumed that E{Δfn} = 0 and

E{Δfb
2} = σ2. The carrier frequency offset is due to manufacturing errors of the local

oscillator crystal and varies slowly with time due to environmental conditions (e.g.

temperature). The standard deviation is given by = √E{Δfi
2} = fc × ppm, where

ppm is the frequency skew of the clock crystals with typical values of 1 − 20 parts per

million (ppm). For example, clock crystals of 20 ppm provides the carrier frequency

offsets of 2.4 GHz × 20 × 10−6 = 48 kHz.

The parameters An and n depend on the relative mobility between nth

transmitter and receiver. This work also assumes that the time symbols, τc, remain

constant corresponding to channel coherence time, Ts. Therefore, the received signal

power per symbol, for any b ∈ [1, τc], can be written as follows

   
 

2 2 2

1

2 cos 2 2

k

N

n n m n s n m s m
n n m

b

x b x b A A A f bT f bT



   
 

  
             
 






      2 2

1

2 cos
N

n n m n n
n n m

x b A A A b b 
 

    
 
    (3.35)

where  x b is the transmitting message, An ad Am are the received signal amplitude of

the nth and mth node respectively, nf and mf are the carrier frequency offset of the

nth and mth node respectively, Ts is the time symbol, n and m is the phase offset of

the nth and mth node respectively. The second sum in (3.35) includes

 ! 2 !

2 2!

N N N  
 

 
, corresponding to all possible pairs among the N transmitters.

This work assumes an energy constellation to be equal and also denotes the
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transmitted power per node as PT = E{|x[n]|2}, NPT is the total transmitted power by

all terminals. The SNR at the destination can be written as

 
  
  

2

2
SNR

x b
b

w b







    2

10

2 cos
N

T
k n m n m

n n m

P
A A A b b

W
 

 

    
 
   

  2

10

2 cos 2
N

T
n n m n m s n m

n n m

P
A A A f f bT

W
  

 

       
 
 

 BF
0

LTP
b

W
 (3.36)

where PT is a transmitting power, W0 is an additive noise power and LBF[b] is the

beamforming gain factor. The cosines (in the beamforming factor LBF[b]) can become

Figure 3.13 Two distributed transmitters (N = 2) with carrier frequency offsets of

Δf2 = 2Δf1 = f0 (Bletsas A., et.al, (2010)).
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positive or negative depending on the symbol, b, the phase offsets { n },as well as the

distribution of the carrier frequency offsets {Δfn} n ∈ {1, 2, ... , N}. Figure 3.13 shows

the special case of two distributed transmitters (N = 2) with carrier frequency offsets

of

Δf2 = 2Δf1 = f0; their signals arrive at the destination with phase difference π/2 at time

instant t = t0. The two signals align at t = t0 +0.5/f0, providing constructive addition at

the destination (beamforming gain).

This work has studied the general-N signal alignment case for any carrier

frequency offset distribution pΔf(Δf) and carrier phases at the destination = [ 1 , 2 ,

..., M ]T. Specifically, this work defines an alignment parameter, a, with 0 < a ≤ 1.

The alignment parameter, a, can be described as follows: if     cos n mb b a    for

all pairs {n, m}, n ≠ m and n, m ∈ {1, 2, ..., N}. The cosines in the beamforming factor

become strictly positive and all N-transmitted signals align constructively, without

any type of feedback from the destination. In mathematical notation, the alignment

event is defined as

       Align , , cos N m
N m

b a N b b a 


    (3.37)

where  , , 1,2,...,n m n n N   . According to (3.36) and (3.37), the LBF[b] can be

rewritten as

  2
BF 10

1

L 2 10log 2
2

N

n n m
n n m

N
b A a A A N a

 

          
    
 
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  1010log 1 1N a N     (3.38)

The (3.38) shows that the beamforming gain,  BFL b , is optimum when phase is

aligned or a = 1. Thus, the maximum beam forming gain is    2
BF 10L 10logb N dB.

Furthermore, define the following indicator random variable as

 
  
  

1, with prob. Pr Align , ,
,

   0, with prob. 1-Pr Align , ,
b

b a N
a N

b a N


 


(3.39)

Then,  the N-distributed nodes repeatedly transmit  the same  unsynchronized  carrier

for B ≤ τc symbols where B is a number of symbol. Thus, the random variable (3.39)

can be rewritten as

       1 2, , ... ,
c

N a N a N a N       (3.40)

The (3.40) denotes the number of symbols where the N-signals align with

beamforming factor LBF[n] which at least equals to

   2
BF 0

1

L 2 L
N

n n m
n n m

b A a A A N
 

    
 
  (3.41)

Therefore, the average number of symbols in [1, N] with minimum beamforming

factor L0(N) becomes

     
1

Pr Align b, ,
cB

n

N a N







   (3.42)
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The probability of (3.42) can be written as follows

     02 min ,2

,0
Pr Align , , ,

y

y xy x y
b a N p y x dxdy

  

 
   (3.43)

which has the pdf as
 

 
 

 , 1,2,... 1,2,...
min , maxy x n n

n N n N
p y y 

 

   
 

 
where

     mod 2 2 mod 2n n s n nb b bT f        


 (3.44)

where  0, 2n 


,  1,2,...,n N and mod is the modulo operation.

Figure 3.14 shows steady-state (time-independent) alignment probability

lower bound as a function of number of distributed transmitters, N, when the carrier

frequency offset is denoted as 10 and 20 ppm. The results have shown that the zero-

feedback technique requires very large number of iteration. Example when N = 6

nodes, the zero-feedback technique requires at least 9,500 retransmission for phase

synchronization.
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Figure 3.14 Steady-state (time-independent) alignment probability lower bound as

a function of number of distributed transmitter (M), with normal

carrier offset distribution.

In addition, the number of retransmissions exponentially increases when the number

of node increases.

Figure 3.15 shows the beamforming gain where the number of retransmissions

are 100, the number of transmitting nodes is 3 and       0cos cos n ma b n b      .

The   N corresponds to (3.42). The results show that the alignment parameter

of a = cos(π/6) achieves minimum beamforming factor on the order of LBF = 9.1 dB,

at 2 symbols on average for every 100 transmitted symbols. In other words, increasing

the beamforming factor from 8.6 dB to 9.1 dB (from a = cos(π/4) to a = cos(π/6)

increases

Figure 3.15 Expected number of symbols (τc = 100) with N = 3 within a phase offset

0 (a = cos(φ0)), and [ 1 , 2 , 3 ] = [6.19, 0.24, 1.77] (Bletsas A., et.al,

(2010)).
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the alignment delay by approximately 50%, since now 50 symbols must be

repeatedly transmitted in order to achieve alignment at one symbol on average (as

opposed to 25

symbols for the case of a = cos(π/4)). The last observation highlights the fundamental

communication tradeoff between beamforming factor and the number of symbols as

the transmitting signals need to be repeatedly transmitted to ensure signal alignment.

3.6 Chapter Summary

This chapter has presented the literatures survey proposed in literatures which

can be summarized as follows.

(i) One-bit feedback technique : Every transmitting node adjusts its carrier

phase randomly. Then, all nodes transmit the same data to base station.

After the SNR of received signal is estimated at the base station. Then,

the base station broadcasts one bit (0 or 1) of feedback to the nodes

indicating whether its SNR is better or worse than before the nodes

adjusted their phases. If it is better, all nodes keep their latest phase

adjustment; otherwise, all nodes undo their latest phase adjustments.

This technique requires a large number of retransmissions (or feedback

signal) from nodes to base station to ensure the phase alignment.

(ii) Master-slave technique : A node in the networks is selected as a master

node while all remaining nodes are assigned as slave nodes. The phase

synchronization is achieved by sending the reference signals between

master and slave nodes.
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(iii) Time-slot round-trip technique : phase synchronization among nodes

is obtained by sending a reference data round between nodes. The idea is

based on the equivalence of round-trip transmission delays through a

multi-hop chain between transmitting nodes and base station. However,

both master-slave and round-trip techniques require some feedbacks

from base station. Moreover, the interaction among nodes increases

complexity for transmitting nodes.

(iv) Zero-feedback technique : This technique does not require any

feedback signal from base station. All transmitting nodes are assumed as

the conventional radio transceivers employing no special hardware. This

technique employs a carrier frequency offset between transmitting nodes

Table 3.1 Disadvantages of existing phase synchronization techniques from

literatures.

Requirement

Technique
Feedback signal

from the base
station

Large number of
retransmissions

Reference signal
among nodes

One-bit feedback  
Master-Slave  
Round-Trip  

Zero-feedback 

for the phase synchronization. However, the zero-feedback technique

requires the large number of packet retransmissions.

From above literatures, the major disadvantage of existing phase

synchronization techniques, one-bit feedback and zero-feedback, is that they require a
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large number of retransmissions. This requirement reduces the battery-lifetime of

transmitting nodes or mobile terminals. Also, the master-slave and round-trip

techniques require the transmitting reference signal among nodes which increases

complexity to all transmitting nodes. Therefore, the disadvantage of existing phase

synchronization techniques can be summarized in Table 3.1.

To overcome these limitations, a non-feedback distributed beamforming

technique is proposed in this thesis which will be discussed in the next chapter. The

proposed technique does not require any feedback signal from base station or

interaction between nodes. Only a few number of retransmissions from nodes, which

is only the same as the number of beamforming nodes. This number is relatively small

comparing to the one employed for one-bit feedback and zero-feedback techniques.

 

 

 

 

 

 

 

 



76

76

CHAPTER IV

NON-FEEDBACK DISTRIBUTED BEAMFORMING

4.1 Introduction

To overcome the limitations of the major phase synchronization technique as

discussed in the Chapter 3, a non-feedback distributed beamforming technique is

proposed in this thesis. The proposed technique employs an inverse matrix to extract

the combined signal at a base station. The concept of extraction is based on solving a

linear equation using inverse matrix method (Kreyszig E., (1999)), which is suitable

for solving a system involving v-linear equations in v-unknown variables. After

performing a signal extraction, each extracted signal is weighted for phase

synchronization at the base station. Finally, the base station obtains a combined signal

with maximum beamforming gain. However, the retransmitted signals may be

distorted due to phase variations when travelling through the communication channel.

To investigate into the mentioned effect the phase variation in real circumstance is

taken into account in this Section 4.3. Figure 4.1 demonstrates a route map of this

chapter. Section 4.1 is an introduction of this chapter which presents a background

concept of the proposed non-feedback technique. Sections 4.2 presents the three

major parts of proposed technique including 4.2.1 RF front end receiver operation,

4.2.2 spatial-temporal extraction operation and 4.2.3 optimum weight. Section 4.3

presents the performance of proposed technique under the phase variation. Section 4.4

presents the comparison performance between the proposed technique and literatures

which discussed in Chapter 3. Finally, Section 4.5 concludes the chapter.
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Figure 4.1 Route map of study in Chapter IV.

4.2 Proposed Non-Feedback Distributed Beamforming

This thesis proposes a non-feedback distributed beamforming which does not

require any interaction between nodes and feedback signals. The model consists of

three major parts: 4.2.1 RF Front End Receiver Operation which converts the RF

signals to the baseband signals, 4.2.2 Spatial-Temporal Extraction which performs the

signal extraction and phase synchronization at base station and 4.2.3 Optimum

Chapter 4
Non-Feedback Distributed

Beamforming

4.1 Introduction

4.2 Proposed non-feedback
distributed beamforming

4.2.1 RF frontend
receiver

4.2.2 Spatial-temporal
extraction

4.2.3 Optimum weight

4.4 Performance
comparison

4.5 Chapter
summary

4.3 Effect of phase
variation on proposed non-

feedback technique

4.4.1 Beamformimg
gain comparison

4.4.2 BER
comparison

4.4.3Complexity
comparison
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Weight which synchronizes the phase of the extracted signal. All three parts will be

detailed as follows.

4.2.1 RF Front End Receiver Operation

For simplicity, each received signal amplitude, An, is assumed to be 1.

Thus, the received signals which come from all transmitting nodes can be written as

1

( ) ( ) ( )n

N

PB
n

R t ty W tY


  
 
  

  

 

1

( )( ) n n
N

j t
n PB

n

x h e W tt  



  
 
  

  

 
 

1
( )

( ) cos( ) ( ) cos( ) ( ) sin( )

PB

N

n n n I c Q c
n

W t

x t h t w t t w t t   




    
(4.1)

where N is the number of transmitting nodes. ( )n ty is a signal from the nth node, ωn =

ωc + ∆ωn where ωc is a carrier frequency and ∆ωn is a frequency offset, 0n n   

where ϕ0 is the nominal phase and n is a phase offset. Also, WPB(t) is pass-band

AWGN which consists of in-phase wI(t) and quadrature wQ(t) components. Then, the

received signal appeared in (4.1) is demodulated and a lower frequency part is

obtained as

     cosR LOdeY t Y t t

       
1

( ) cos( ) cos( ) cos cos
N

n n n LO I c LO
n

x t h t t w t t t    


  

      sin cosQ c LOw t t t 
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   
1

( ) cos cos
2

N
n

n LO n n LO n
n

h
x t t t t t     



       


     cos cos
2

I
c LO c LO

w t
t t t t        

     sin sin
2

Q
c LO c LO

w t
t t t t         (4.2)

where LO is a Local Oscillating (LO) frequency. Therefore, an intermediate

frequency (IF) is IF n LO     and IF c LO     . After the band-pass filter in

RF modulator with a gain of G = 2 is used for the signal component of IF , the output

signal of the filter is given as

       
1

1 1
2 ( ) cos 2 cos

2 2BPF

N

n n LO n I c LO
n

Y t x t h t t w t t    


        

   1
2 cos

2 I c LOw t t   

         
1

( ) cos cos sin
N

n IF n I IF Q IF
n

x t h t w t t w t t   


       (4.3)

After the received signal was modulated to be an intermediate frequency (IF), an

Analog-to-Digital Converter (ADC) with sampling rate Ts is used to convert the RF

received signal to a digital signal expressed as

     
1

cos
N

ADC n IF n
n

Y x h  


   

       cos sinI IF Q IFw w k      (4.4)

 

 

 

 

 

 

 

 



80

80

where  is the sampling time variable, ∆Ωn is the frequency offset and Φn is the

phase offset at the sampling time,  . Then, the RF received signal is converted to

digital domain. The Digital Down-Converter (DDC) shifts down the frequency of

received signal by multiplying the received signal with a sinusoidal signal and a 90°

phase-shifted version of the sinusoidal signal. The output signal from DDC is

performed in  I  and  Q  which can be calculated using

     cosADC DLOI Y    (4.5)

and

     sin
ADC DLO

Q Y    (4.6)

where DLO is a digital local oscillator frequency. The digital signals shown in (4.5)

and (4.6) can be expressed as

        
1

cos cos
2

N

n IF DLO n IF DLO n
n

x
I h


    



             

     cos cos
2

I
IF DLO IF DLO

w 
        

     sin sin
2

Q
IF DLO IF DLO

w 
         (4.7)

and

        
1

sin sin
2

N

n IF DLO n IF DLO n
n

x
Q h


    



          

     sin sin
2

I
IF DLO IF DLO

w 
        
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     cos cos
2

Q
IF DLO IF DLO

w 
         (4.8)

If the digital local oscillator frequency equals to the intermediate frequency i.e.,  ΩDLO

= ΩIF, then the Low-Pass Filter (LPF) with a gain of G = 2 can be used to filter out the

intermediate frequency, ΩDLO + ΩIF = 2ΩIF. The output signals of each LPF are

obtained as

 
1

( ) cos( ) ( )
N

LPF n IF DLO n I
n

I x h w    


     (4.9)

and

 
1

( ) sin( ) ( )
N

LPF n IF DLO n Q
n

Q x h w    


     (4.10)

The received signal is modulated and down converted using RF

modulator and digital down converter, respectively. Finally, the base station obtains

the digital base-band signal as follows

     
1

N

LPF LPF
n

Y I jQ  


   

   
1

cos( ) sin( )
N

IF DLO n IF DLO n
n

x j    


       

( ) ( )I Qw jw  

  

1

( ) ( )IF DLO n

N
j

n BB
n

x h e W
    



  (4.11)
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where WBB(ς) is a base-band additive white Gaussian noise, ( ) ( ) ( )BB I QW w jw    .

According to DLO IF c LO    , n c n   and IF n LO   . Then,

(4.11) can be rewritten as follows

 

1

( ) ( ) ( )n n

N
j

n BB
n

Y x h e W    



  (4.12)

where ( )BBW  is a baseband AWGN, ( ) ( ) ( )BB I QW w jw    . The summarized

detail of the RF front end receiver is presented in Figure. 4.2.

According to (4.12), the digital base-band signal is distorted by the

phase offset, Φn. Thus, the proposed technique is proposed to eliminate the phase

offset in the two next operations.

4.2.2 Spatial-Temporal Extraction Operation

The proposed technique consists of two major operations: 4.2.2

Spatial-Temporal Extraction and 4.2.3 Optimum Weighting, as shown in Figure 4.3.

In the “Spatial-Temporal Extraction”, the proposed technique uses an inverse matrix

to achieve the extracted signals. The concept of extraction is based on solving a linear

equation using inverse matrix method. Then, the extracted signals are transmitted to

“Optimum Weighting” in order to find the optimum weights of signal. Finally, the

base station obtains a gainfully signal.

In the Spatial-Temporal Extraction, the combined signal (4.12) is

extracted. The concept of extraction is that the all transmitting nodes in the networks
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Figure 4.2 Block diagram of the RF front end receiver.

Figure 4.3. Block diagram of the proposed non-feedback technique.

transmit the same message to the base station at the same time. The nodes transmit

signal repeatedly for N times which equals to the number of the transmitting nodes.

For each retransmission, the transmitting nodes adjust their phases

according to proposed phase adjustment pattern matrix, ANN which can be achieved

by following algorithm.

(i) At 1st symbol period, all transmitting nodes send the signal without any

phase adjustment.

(ii) At the nth symbol period where n = 2, 3, …, N, only the (n−1)th

transmitting node shifts its phase by 180°. For example, at the 2nd

Optimum

Weighting

Spatial-
Temporal

Extraction

D/A
Holder
/Buffer

Section 4.2.2 Section 4.2.3

RF demodulator Digital Down Converter

LNA
Bandpass

Filter ADC
LPF

LPF
Input signal

Eq. (4.1)

Eq. (4.3) Eq. (4.4)

Eq. (4.9)

Eq. (4.10)

Output signal eq.
(4.12)

 

 

 

 

 

 

 

 



84

84

symbol period, the 1st node shifts its phase by 180° and at the 3rd symbol

period,

Figure 4.4. Proposed phase shifting pattern.

the 2nd node shifts its phase by 180° as seen in Figure 4.4 which shows

the summary of proposed phase adjustment pattern.

(iii) Repeat the phase shifting pattern for N symbol periods. According to the

proposed phase adjustment pattern as presented above, we obtain the

fixed coefficient matrix NNA by retransmitting signal for N times as

shown in the following equations.
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After having completed N retransmissions with the algorithm, all

received signals are simultaneously arranged to form the vector  N Y as

     ,N NN N BB N   Y A y W (4.14)

or
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(4.15)

where  N Y is the vector of combined received signals obtained by retransmitting

the signal N times where the each retransmitting signal has the phase adjustment in

order to create the coefficient matrix NNA . The  N y is the vector of transmitted

message from all transmitting nodes and  ,BB NW  is the vector of baseband AWGN

where N is the number of transmitting nodes. Equation (4.15) confirms that the

retransmitting signal of  N Y provides the coefficient matrix ANN.

As the combined signal vector appeared in (4.14),  N Y can be extracted by

applying the inverse matrix that is used to solve the system of simultaneous linear

equations. Thus, we can extract the combined signal by utilizing the inverse matrix as

     1 1 1
,N N N N N N N N N N B B N     A Y A A y A W (4.16)

Then, expressing  N y in (4.14) as
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     1 1
,N NN BB N NN N    y A W A Y (4.17)

Equatiob (4.17) represents the noisy signal from each node which can be extracted by

applying the proposed 1
NN
A .

The proposed technique will be demonstrated on an example of a

beamforming network that is composed of four collaborative nodes, i.e., N = 4. Each

transmitting node and base station equips with a single antenna element. All nodes are

stationary. The operation frequency is 2.45 GHz. The received signals at base station

are assumed to be equal and have SNR of 20 dB, which is referred to the minimum

SNR of Wi−Fi network. This confirms the feasibility of proposed concept when

operated in real circumstances having high noise signal. The phase offset is Gaussian

distributed over –π to π. The frequency offset refers to typical frequency offset of the

clock crystals which is 1−20 ppm (Bletsas A., et.al, (2010)). As the operating

frequency is 2.45 GHz, the maximum possible frequency offset is 2.45 GHz × 20 ×

10-6 = 49 kHz and the minimum frequency offset can be calculated as 2.45 GHz × 1 ×

10-6 = 2.45 kHz. Thus, the frequency offset is Gaussian distributed over -49 kHz to 49

kHz. As the systems are stationary, the effect of fading channel is now neglected.

Thus, the received signal amplitude from all nodes is equal to 1. As this thesis focuses

on the phase synchronization, the perfect timing synchronization across all nodes is

assumed in this system.

In the case of N = 4, the expressions (4.14) can be re-written as

follows.

     4 44 4 ,4BB    Y A y W (4.18)
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or
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(4.19)

where  1Y  ,  2Y  ,  2Y  and  4Y  are the received signal from retransmissions for

the first, second, third and fourth time respectively. Also,  1y  ,  2y  ,  3y  and

 4y  are the transmitting signal and  ,1BBW  ,  ,2BBW  ,  ,3BBW  and  ,4BBW  are

baseband AWGN. Then, we can extract the original signal by utilizing the inverse

matrix, 1
44
A as

     4
1 1

4 44 ,4 44BB    y A W A Y (4.20)
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(4.21)

Figure 4.5 shows the original signals of 4 transmitting nodes which are

separately sent to the base station,  1y  ,  2y  ,  3y  and  4y  . The initial phase of

each
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Figure 4.5. Four original transmitted signals.

signal is 4.5°, 108.1°, −105.9° and −25.5°. Note that the phase of transmitting signals

are random on uniform distribution. After signals are transmitted, they are

destructively combined at base station. Figure 4.6 shows the 4 retransmissions of

combined signals,  1Y  ,  2Y  ,  2Y  and  4Y  for the first, second, third and fourth

time respectively. As we can see, the maximum combination of received signals

cannot be achieved as their phases are not suitably aligned. Thus, we propose an

extraction of received signal at base station by applying the inverse matrix as shown

in (4.20). After having done the proposed extraction, Figure 4.7 shows the 4 extracted

signals,    1
4 44 ,4BB y A W obtained from (4.20) or (4.21). As we can see in the

comparison between Figures. 4.5 and 4.7, phases of extracted signals are similar to

original signals at 4.8°, 110.7°, −104.3° and −26.3°. At this point, phase offsets

among those 4 signals still remain in which a suitable phase synchronization

technique is required next.
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Figure 4.6. Combined retransmission signals,  1Y  ,  2Y  ,  2Y  and  4Y  .

Figure 4.7. Four extracted signals.
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4.2.3 Optimum Weighting Operation

After we obtain the extracted signals as pointed out in the previous

step, the signals are sent to the phase weighting block as shown in Figure 4.3. In this

block, the phases of extracted signals will be synchronized by utilizing a simple

algorithm. The concept behind this synchronization technique is as follows.

(i) The transmitted signal from the 1st node is given to be a reference

signal.

(ii) Then, signals from remaining nodes  ny  will be weighted by

shifting their phases from 0° to 360° in order to find the best

weighting coefficients which provide the highest combined signal

strength between the reference node  1y  and the remaining

nodes  ny  where n = 2, 3, … , N. As a result, the phase of

synchronized signals equal to the chosen reference signal.

Figure 4.8 presents the flow chart of the proposed phase

synchronization concept. In the process of finding the best weighting coefficients, we

can use a weighting step size which is larger than 1° to reduce the processing time.

Figure 4.9 shows a normalized beamforming gain when employing several weighting

steps varied from 1° to 100°. In this simulation, we assume that the received signal

amplitude from all nodes is equal to 1 having SNR = 20 dB, the number of nodes is

20 and the phase offset is uniformly distributed over 0° to 360°.  As we can see in

Figure 4.9, a larger weighting step provides lower beamforming gain. This is because

a large weighting step may skip the optimum weighting coefficient.  However, the

weighting step of about 10° provides a similar beam-forming gain as employing a
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small weighting

Figure 4.8. Flow chart summary of proposed phase synchronization.

step of 1°. Thus, we can utilize the weighting step of 10° instead of 1° to reduce the

processing time. Note that the beamforming gain of the proposed weight step of 10° is

not affected by the channel communication or environment because the optimum

weighting operation is operated at a base station.

After having done the signal extraction and phase synchronization, we

obtain the gainfully combined signal in a continuous time domain,  optY  , as shown

in Figure 4.10. We finally obtain the maximum 4 times of transmitted signal

amplitudes using the proposed techniques. The phase of combined signal equals to the

Start

Loop for weight ψ = 0°:360°
and find the best weighting

coefficient that provides the highest
combined signal
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phase of the reference node  1y  . However, without a phase synchronization, a

lower beamforming gain is achieved due to the phase offset.

Figure 4.9. Normalized beamforming gain vs. weighting step.

Figure 4.10. Received signals at base station from 4 transmitting nodes.
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The simulation results in this section also reveal that the proposed non-

feedback technique has efficiency over the one-bit feedback and zero-feedback

techniques as the proposed technique requires a lower number of retransmissions

comparing to the one-bit feedback and zero-feedback techniques. In practical, the

proposed non-feedback technique provides N2/N = N beamforming gain per

transmission while the work presented in (Mudumbai R., et,al., (2009)) has stated that

the one-bit feedback offers N2/5N = N/5 beamforming gain per transmission with the

requirement of at least 5N retransmissions in order to achieve 75% guarantee of

maximum beamforming gain. For examples, consider employing 3 nodes in the

network, the proposed technique and one-bit feedback offer gain per transmission of

32/3 = 3 and 3/5 = 0.6, respectively. In addition, from (Bletsas A., et.al, (2010) and

Sklivanitis G., et.al, (2011)) in case of having 3 transmitting nodes, the zero-feedback

technique provides 32/50 = 0.18 beamforming gain per transmission and requires at

least 50 retransmissions in order to achieve ≈95% guarantee of maximum

beamforming gain. As we can see, the proposed concept offers a higher beamforming

gain per one transmission compared to other techniques.

The proposed technique also requires a lower power consumption for

phase synchronization than the one-bit feedback and zero-feedback techniques as the

proposed technique requires a lower number of retransmissions. For example, the 3

transmitting nodes (N = 3) are computer laptops and the typical Wireless LAN

transmission power in laptops are 32 mW (milliwatts). Therefore, the proposed

technique e. g., one-bit feedback and zero-feedback techniques require the power

consumption of N×32 = 96 mW, 5N×32 = 480 mW and 50N×32 = 4,800 mW,

respectively.
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4.3 Effect of Phase Variation on Proposed Phase Synchronization

According to the proposed non-feedback technique described in previous

section, the retransmission signals may be distorted when being transmitted through

the channel. Therefore, we further investigate into the effect of phase variation on the

proposed non-feedback technique.

We assume that underlying fading channel is Rayleigh flat fading channel and

the phase variations are random on Gaussian distribution. The Gaussian distribution

generally defines the random behavior of amplitudes and phases of the arriving

multipath signals (Gross F. (2005)). The Gaussian probability density function (pdf) is

defined as

 
 20

22
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       ;

2
p e

 
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
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

    (4.22)

where φ is the measured phase value, φ0 is the mean of phase values and σ is the

standard deviation of phase values.

In order to take into account the random phase variations, the received signal

(4.15) can be revised as
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Figure 4.11. Beamforming gain of proposed non-feedback with several standard

deviations.

where ∆ζn,l is a phase variation effect of the nth node at the sending time l, l=2,3,…,N.

Note that the phase offset is referred by sending signals at the first time. NNA is the

phase adjustment pattern matrix which is affected by random phase variations so that

NN NN A A . The NNA is strongly affected when the phase variation increases.

Therefore, the proposed non-feedback technique cannot extract the corrected signal

when the phase variation or ∆ζn,l becomes large because 1
NN NN NNI  A A . Then, the

extracted signals in case of phase variation can be written as

     1 1
,N NN BB N NN N    y A W A Y (4.24)

where    1
N NN NN Ny    y A A . The expression shown in (4.24) represents the
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extracted signals in which  N y depends on the size of phase variation, NNA .

Figure 4.11 shows the normalized beamforming gain of the proposed technique for

different standard deviations of phase variation, σ. Note that the number of iterations

for the simulation is 20. The solid line represents the average values of all

simulations. The simulation results show that the beamforming gain strongly deviates

from the correct value of 1 when standard deviation increases. This indicates that the

phase of each retransmission is affected by the communication channel.

Moreover, we present an investigation into the phase variation in real

environment. The only phase values are measured by a network analyzer. The

measured phase values are taken into the (4.12) and (4.24) for the simulation. The

simulation model is similar to the model presented in the Section 4.2. The experiment

was performed at the telecommunication laboratory, Suranaree University of

Technology, Thailand. The floor plan of laboratory is shown in Figure 4.12. The

circular markers refer to the measuring locations. There are four measuring locations

as follows: location 1 represents the case of near Line-of-Sight (near LOS); location 2

is set up for far LOS; location 3 shows the case of near Non Line-of-Sight (near

NLOS); and finally, location 4 is set up for the case of far NLOS. The distances

between measuring locations and network analyzer for those 4 cases are 4, 7, 6 and 10

meters, respectively. The configuration of measurement set up is shown in Figure

4.13. The measurement systems consist of a transmitting antenna, receiving antenna,

Power Amplifier (PA), Low Noise Amplifier (LNA) and network analyzer. A

transmitting signal is generated by network analyzer. Then, the generated signal is

amplified by PA before transmitting
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Figure 4.12. Floor plan of measuring area.

Figure 4.13. Measurement setup.

signal to the receiver. The transmitter set up is shown in Figure 4.14. A received

signal is also amplified by LNA and then transmitted to network analyzer. Finally,

signal’s
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Figure 4.14. Transmitter setup.

Figure 4.15. Receiver setup.
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phase is measured by network analyzer. The receiver set up is shown in Figure 4.15.

Note that all transmission cables are calibrated before performing measurement.

For off-line processing, we collect the phase of 100 values for each measuring

location. Figures 16, 17, 18 and 19 show the phase distribution measured from

location 1, 2, 3 and 4, respectively. The histograms show the frequencies of phase

value in an instant time. The measured results show that in real environment the size

of phase variation or standard deviation is about only 3° to 6° which is shown in

Table 4.1. In this case, the proposed non-feedback technique provides average

normalized beamforming error as 1.7%, 2.4%, 3.6% and 4.4% when standard

deviation is 3°, 4°, 5° and 6°, respectively. Note that the normalized beamforming

error is defined by the beamforming gain value with respect to the correct value of 1.

For example, the normalized beamforming gain is 1.02 then the average normalized

beamforming error is (0.98 − 1)×100 = 2%. For the worst case when the standard

deviation is 6°, the beamforming error is only 4.4%.

This error has slightly impacted on beamforming gain as shown in Figure

4.20. This figure shows the combined signal for 4 extracted signals which are

obtained using proposed non-feedback technique. The standard deviation of phase

variation is 6° (worst case). Also, the phase offset and frequency offset are Gaussian

distributed in which the phase offset is random over –π to π and the frequency offset

is random over –49 kHz to 49 kHz. The results show that the combined signal

amplitude is ~3.9 (5.9 dB) from the maximum amplitude at 4 (6 dB). Thus, the

beamforming error is (0.1/4) ×100 = 2.5%. However, the phase of combined signal is

slightly offset as the phase of reference node, node 1 is −98.9° while the phase of

combined signal which provided
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Figure 4.16 Phase histogram at measured location 1.

Figure 4.17. Phase histogram at measured location 2.
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Figure 4.18. Phase histogram at measured location 3.

Figure 4.19. Phase histogram at measured location 4.
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Table 4.1 Mean and standard deviation of measured phase.

Test Locations Mean σ

Location 1 near-LOS 51.2° 5.8°

Location 2 far-LOS 14.9° 2.9°

Location 3 near- NLOS 83.5° 5.5°

Location 4 far-NLOS -137.7 3.8°

by using the proposed technique is −83.2°. Thus, the phase error is

(15.7°/98.9°)×100 = 16%. Figure 4.21 shows the average beamforming gain (dB) of

the proposed technique which is affected by the worst case phase variation (standard

deviation is 6°). Note that the number of simulation for an average value is 50 times.

The proposed beamforming gain of proposed non-feedback technique is comparable

to a perfect phase synchronization at every number of nodes. Therefore, in real

environment where the phase changes by time, the proposed non-feedback technique

still works very well.

4.4 Performance Comparison

In this section, the performance in terms of beamforming gain, BER and

complexity of literatures (in Chapter 3) and proposed one is compared. In the

simulation, the received signals at base station have unit amplitudes, An = 1. The

random initial phase of each node is uniformly distributed over –π to π. The effects of

fading channel and Doppler are neglected. According to a performance comparison

results focused on the phase synchronization, the perfect timing and frequency

synchronizations across nodes are assumed.
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Figure 4.20 Combined signal affected by phase variation (σ = 6°).

Figure 4.21 Average beamforming gain using proposed non-feedback under the

worst phase variation (σ = 6°) condition fixed at 50 iterations.
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4.4.1 Beamforming Gain Comparison

Figure 4.22 shows the average gains for the cases of proposed non-

feedback and time-slot round-trip are equal to the case of perfect phase

synchronization where the number of transmitting nodes is varied from 2 to 10 nodes

and SNR of 20 dB. The weighting step of 10° is used. Note that the reason of

choosing the weighting step of 10° has been mentioned earlier. The results show that

the non-feedback and time-slot round-trip techniques are comparable in terms of

beamforming gain. However, the proposed non-feedback technique is preferable as it

does not require any feedback from the base station while the time-slot round-trip

technique requires a reference signal transmitted back from the base station.

Moreover, the proposed non-feedback technique does not require any interaction

between nodes while time-slot round-trip technique does. Although, the master-slave

technique also does not require any feedback from the base station but it requires an

interaction between transmitting nodes. This introduces a complexity to the systems.

Moreover, the beamforming gain of the master-slave technique may be distorted by

an uncompensated VCO phase drift. This phase drift is occurred by the internal

oscillator noise and over time of phase compensation in the open loop mode, while

the slave nodes are transmitting. Thus, the slave’s carrier signals can be drifted out of

phase (Mudumbai R., (2007)).

According to the number of retransmissions is limited to 50, the one-

bit feedback and zero feedback techniques provide lower beamforming gain compared

with the proposed one. This is because the one-bit feedback and zero feedback

technique require a large number of retransmissions to achieve the maximum
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beamforming gain. The one-bit feedback technique requires the number of

retransmissions at least 5N retransmissions to achieve the 75% guarantee of maximum

Figure 4.22 Beamforming gain of proposed non-feedback technique vs. other

techniques.

beamforming gain (Mudumbai R., (2010)). Thus, the one-bit feedback requires the

number of retransmissions larger than 50 to archive the maximum beamforming gain

when having 10 transmitting nodes, N = 10. Figure 4.22 shows that the 10

transmitting nodes for one-bit feedback technique provides (14.7 dB/20 dB)×100 =

73.5% of the maximum beamforming gain which is close to the numerical results of

(Mudumbai R., (2010)). Figure 4.22 also presents that the one-bit feedback technique

cannot provides the maximum beamforming gain when N > 3. The reason is that only

50 retransmissions may be not enough to achieve the maximum beamforming gain.

While the zero-feedback requires at least 50 and 250 retransmissions to archive ≈95%
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of the maximum beamforming gain when having 3 and 4 transmitting nodes

respectively (Bletsas A., et.al, (2010)). That means only 50 retransmissions is not

enough to archive the maximum beamforming gain when N ≥ 3. Therefore, the

proposed non-feedback technique has the following advantages over other phase

synchronization techniques: higher effective gain with lower number of

retransmissions. Also, it avoids interactions between transmitting nodes and also does

not require any feedback signal from the base station.

4.4.2 BER Comparison

We assume that the number of transmitting node is 10. Figure 4.23

shows the BER comparison where the number of retransmissions is not limited. The

results show that the BER of proposed technique and the literatures are comparable

with the perfect phase synchronization. Because, the one-bit feedback and zero-

feedback techniques have enough the number of feedback or retransmission signal to

perform the optimum phase synchronization. Master-slave and round-trip technique

do not require the large number of retransmissions signal to perform the phase

synchronization. Thus, the BER of master-slave and round-trip technique is

comparable with the perfect phase synchronization. However the beamforming gain

of the master-slave technique may be distorted by an uncompensated VCO phase drift

(Mudumbai R., (2007)). However, the unlimited retransmission signal may be

impractical as the battery life of transmitting nodes is very limited. Therefore, Figure

4.24 shows the BER comparison where the number of retransmissions are limited for

50 times. The results show that the BER of one-bit feedback is degraded as it requires

the number of retransmissions signal at least 10N in order to achieve 90% guarantee

of perfect or maximum beamforming gain (Mudumbai R., (2010)). Thus, in the case
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of 10 nodes, the one-bit feedback requires the number of retransmissions larger than

50 to archive

Figure 4.23 BER comparison where number of retransmissions is unlimited.

Figure 4.24 BER comparison where number of retransmissions is limited to 50 times.

0 1 2 3 4 5 6 7 8
10

-4

10
-3

10
-2

10
-1

10
0

SNR (dB)

B
it

 E
rr

or
 R

at
e

Perfect Phase Synchronization
Non-feedback (proposed)
1-bit feedback
Time-Slot Round Trip
Master-Slave
Zero-feedback

0 2 4 6 8 10 12
10

-5

10
-4

10
-3

10
-2

10
-1

SNR (dB)

B
it

 E
rr

or
 R

at
e

Perfect Phase Synchronization

Non-feedback (proposed)

1-bit feedback

Time-Slot Round Trip

Master-Slave

Zero-feedback

 

 

 

 

 

 

 

 



108

108

the BER compared to perfect phase synchronization. The zero feedback also has the

similar problem with one-bit feedback technique. The zero-feedback require the

number of retransmissions signal larger than 700,000 times where number of node is

10 as discussed in the Figure 3.14. BER of maser-slave technique can be degraded by

the phase drift as presented in Figure 3.9.

4.4.3 Complexity Comparison

The complexity of literatures and proposed technique are investigate

by using FLoating-point Operations Per Second (FLOPS) which can indicate the

complexity of calculation (Golub G. H., et.al., (1991)). The number of FLOPS

increase as a complexity of algorithm increases. Table 4.2 shows the number of

FLOPS of the basic mathematical operation (Uthansakul P., (2009)). Note that the

procedure of each literatures which use for calculation FLOPS are presented earlier in

Chapter 3. Table 4.3 shows the FLOPS calculation of the one-bit feedback technique

where N is the number of nodes and I is the number of retransmissions signal.

According to the master-

slave and round-trip technique utilize the PLLs to estimate the phase of

the pilot signals, the Table 4.4 shows the FLOPS calculation of PLL where s = j2πf,

Cp is the magnitude of the phase step in radians, H is the product of the individual

feedback transfer function, fout is the output frequency and fref is the reference

frequency (Nash G., (2006)). Table 4.5 and 4.6 shows the FLOPS calculation of the

master-slave and round-trip technique respectively where N is the number of the

transmitting nodes and

V is the number of iteration in PLL. Table 4.7 shows the FLOPS calculation of the

zero- feedback technique where N is the number of the transmitting nodes and I is the
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number of retransmissions signal. Table 4.8 shows the FLOPS calculation of the

proposed non-

Table 4.2 Number of FLOPS of the basic mathematical operation.
Operation FLOPS

a + b 1

a b 1

   a jb c jd   2

   a jb c jd   6

2
a jb 3

 sin a ,  ln a ,  2log a 0

Table 4.3 FLOPS calculation of the one-bit feedback technique.
Algorithm FLOPS

Initial transmitting signal

   

1

n n n

N
j t

n
n

Y x t Ae       



   2 1N 

Base station estimate a received signal.

, ,

, 1
,

,      _

,                otherwise
n i n i i i

n i
n i

Y Y best 




  


1

Transmitting nodes adjust their phase and
retransmissions.

    ,

1

n ic n

N
jj t

i n
n

Y x t Ae e  



   6 2 1N N 

Number of retransmissions I
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Total 8 2 2NI I N  

Table 4.4 FLOPS calculation of PLL.
Algorithm FLOPS

Phase estimation

   
 2

p
e

s a C
s

s as H





 
11

Number of loops iteration in PLL out

ref

f
f V

Total 11V

Table 4.5 FLOPS calculation of the master-slave technique.
Algorithm FLOPS

Master node transmits a pilot signal to slaves.

    0

,0 ,0
c nj t

n nc t A e     1

Slave nodes estimate the phase of the pilot signal by using
PLL.  11 1V N 

Slave nodes bounce a signal back to the master node.

    0 2
,1 ,1 ,0

c nj t
n n nc t A A e       1N 

Master node estimates the phase of received signal.

 2 mod 2n n     2 1N 

Slave nodes estimate the phase of the pilot signal by using
PLL  11 1V N 

Base station transmits a beacon signal to all nodes.

    0cj tg t e   1

All nodes estimate the phase of received signal by using
PLL.  11 1V N 

Slave nodes mod the estimated signal.

    e d
c n nj t to

nc t e
      

 
 1N 

All nodes transmit signal to the base station

      22

1

h e d
c n n n

N
j t t

n
n

r t m t h e
     



  
 
  2 1N 

Total 4 3 4N VN 
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Table 4.6 FLOPS calculation of the round-trip technique.

Algorithm FLOPS

TS 0: The destination transmits the sinusoidal primary
beacon to both sources V N

TS 1: S1 transmits a sinusoidal beacon to S2.  1V N 

TS 2: S2 transmits a sinusoidal beacon to S1.  1V N 

TS 3: Both sources transmit simultaneously to the
destination as a distributed beamformer. N

Total 3 2 3 1VN V N  

Table 4.7 FLOPS calculation of the zero-feedback technique.
Algorithm FLOPS

Base station estimate a received signal.

       2

1

n s n

N
j f bT

n
n

y b h e x b w b  



   2 1N 

Number of retransmissions. I

Total  2 1I N 

Table 4.8 FLOPS calculation of the proposed non-feedback technique.
Algorithm FLOPS

Phase adjustment at all nodes  6 1N 

Number of retransmissions. N

Inverse matrix calculation, 1
NN
A 31 2

3 3
N N

Extraction signal.

     1 1
,N NN BB N NN N     y A W A Y

22N N

Weighting the extracted signals.

       1
j

n n BByw y y e W        8 1N 

Weighting step 0 to 360 U

Combing signal  2 1N 

Total 3 21 2
2 8 8 8 8

3 3
N N K UN N U     
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Figure 4.25. FLOPS comparison of proposed non-feedback technique vs. existing

techniques.

feedback technique which discussed in Section 4.2 where N is the

number of the transmitting nodes and U is the number of iteration in the optimum

weighting operation.

Figure 4.25 shows FLOPS comparison where number of the

transmitting nodes is 10 nodes, N = 10. For one-bit feedback technique, the number of

retransmissions of 10N iterations (in order to achieve 90% guarantee of maximum

beamforming gain) is assumed. For master-slave and round-trip technique, the output

frequency and reference frequency for PLL are defined as, fout = 480 MHz and fref =

200 kHz (Nash G., (2006)). Thus, number of loop in PLL, V, is 2,400. For zero-

feedback technique, the number of iteration is referred by Figure 3.14. For proposed
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non-feedback technique the weighting step as 30° is used, U = 13. The results in

Figure 4.25 shows that the proposed non-feedback technique has a lowest complexity

as it requires a lower number of retransmissions from nodes, which is only the same

as the number of transmitting nodes, N. However, the one-bit feedback and zero

feedback technique have higher complexity than the proposed technique as they

require the large number of transmissions in order to archive the optimum

beamforming gain. The master-slave and round-trip also have higher complexity as

they have phase estimation in the PLL which requires a large number of iteration.

4.5 Chapter Summary

This chapter has proposed an alternative phase synchronization technique, so

called non-feedback distributed beamforming technique. The algorithm of proposed

non-feedback is presented in Section 4.2. Using the proposed technique, phase

synchronization can be accomplished at base station instead of mobile terminals. The

proposed technique requires a lower number of retransmissions comparing to one-bit

feedback and zero-feedback techniques. Also, the proposed non-feedback technique

does not require any feedback signal and interaction between transmitting nodes.

Table 4.9 summarizes the requirement comparison between proposed non-feedback

and literatures. Moreover, the proposed non-feedback technique is analyzed under the

real environment having random phase variation of the transmitted signal as presented

in Section 4.3. The obtained results prove that the proposed technique is stable in a

real environment. From the simulation results in Section 4.4, the proposed non-

feedback technique provides a high beamforming gain compared with the literatures.
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Moreover, the proposed technique provides lower complexity and BER than the

literatures.

Table 4.9 Requirement comparison between proposed non-feedback and literatures.

Requirement

Technique
Feedback signal

from the base
station

Large number of
retransmissions

Reference signal
among nodes

One-bit  
Master-Slave  
Round-Trip  

Zero-feedback 
Non-feedback
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CHAPTER V

AN EXPERIMENTAL STUDY OF NON-FEEDBACK

DISTRIBUTED BEAMFORMING

5.1 Introduction

In a real circumstance, the proposed non-feedback distributed beamforming

can be affected by characteristic of communication channel such as phase variation or

fading. Therefore, the experimental study of proposed techniques is considered in

order to validate the proposed technique. A testbed consisting of two transmitting

nodes and one base station was developed under SDR technology. The testbed utilizes

a Universal Software Radio Peripheral (USRP) as it provides high speed ADCs,

DACs, FPGA and USB interface support (Clark C. (2008)). This chapter consists of

five section as presented in Figure 5.1. The Section 5.1 is an introduction of the

chapter. Section 5.2 discusses the Software-defined radio (SDR) which utilized as a

testbed. The experiments are separated into two parts : Section 5.3 is an experiment

on received signal power and Section 5.4 is an experiment on BER. The first one

presents the proposed technique provides a gainfully combined signal at base station

while the latter presents the enhancement of system performance in terms of BER.

Finally, the chapter is concluded in Section 5.5.

 

 

 

 

 

 

 

 



116

116

5.2 Software-Defined Radio

Software-defined radio (SDR) is a radio communication technology based on

software defined wireless communication protocols instead of hardware (e.g. mixers,

Figure 5.1 Route map of study in Chapter V.

filters, amplifiers, modulators/demodulators, detectors, etc.) (Clark C. (2008)). Thus,

SDR reduces the component cost because hardware specific components are replaced

by DSPs and FPGAs. The basic ideal of SDR is presented in Figure 5.2. The ideal

receiver attaches an analog-to-digital converter to an antenna. A digital signal

processor reads the converter and then its software transforms the stream of data from

the converter to any other forms the application require. The ideal transmitter is

similar to the receiver. A digital signal processor generates a stream of digital data

Chapter 5
An experimental study of non-feedback

distributed beamforming

5.1 Introduction

5.3 An experiment on
received power

5.5 Chapter summary

5.2 Software Defined
Radio

5.4 An experiment on
BER

 

 

 

 

 

 

 

 



117

117

(usually binary). These data are sent to a digital-to-analog converter in order to

converts digital

Figure 5.2 Configuration of SDR.

data into an analog signal which is amplified by RF hardware. Then, the amplified

analog signal is transmitted by a radio antenna.

5.2.1 Equipment List

For this thesis, the USRP1, USRP B100, XCVR2450 and SBX

daughter boards (or RF broads) were equipped in the testbed. These equipment is

provided by Ettus Research.

A USRP1 is the original hardware of the USRP (Universal Software

Radio Peripheral) family of products, which enables engineers to rapidly design and

implement powerful, flexible software radio systems (Ettus, (2015)). Figure 5.3 shows

a USRP1 module. The USRP1 has the features as follows.

 Altera Cyclone FPGA

 Two dual 64 MS/s, 12-bit ADC’s

 Two dual 128 MS/s, 14-bit DAC’s

 DDC/DUC with 15 mHz resolution

Flexible RF
Hardware

ADC/DAC
Channelization ad

Sample Rate
Conversion

Processing

Output

Input

Hardware Software
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 Up to 16 MS/s USB 2.0 streaming

 Auxiliary digital and analog I/O

 25 ppm frequency accuracy reference

A USRP B100 is an ideal model for users that require an entry-level

software defined radio device for cost-sensitive applications (Ettus, (2015)). The

B100 hardware provides low-cost RF processing capability. Figure 5.4 shows the

USRP B100 module. The B100 has the features as follows

 Spartan 3A-1400 FPGA

 Two dual 64 MS/s, 12-bit ADC’s

 Two dual 128 MS/s, 14-bit DAC’s

 DDC/DUC with 15 mHz resolution

 Up to 16 MS/s USB 2.0 streaming

 Auxiliary digital and analog I/O

 2.5 ppm frequency accuracy reference

Ettus research offers many daughter boards with differing features. The

daughter boards are easily installed and available for almost any project. In this thesis,

the XCVR2450 and SBX daughterboard are utilized for the USRP1 and B100

respectively. Figure 5.5 and 5.6 shows the XCVR2450 and SBX daughterboard

modules respectively. A XCVR2450 daughterboard has the features as follows

 Support dual band: 2.4-2.5GHz, 4.9-5.9GHz

 The typical power output of the XCVR2450 is 100 mW.

A SBX daughterboard has the features as follows.
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 Support wide bandwidth: 400 – 4400 MHz

Figure 5.3 USRP1 module.

Figure 5.4 USRP B100 module.
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Figure 5.5 XCVR2450 daughterboard.

Figure 5.6 SBX daughterboard.

Figure 5.7 VERT2450 antenna.

 The typical power output of the XCVR2450 is 100 mW.
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 A typical noise figure is 5 dB.

In this work, a VERT2450 antenna shown in Figure 5.7 is used. The

VERT2450 antenna has the features as follows.

 Omni-directional vertical antenna

 Support dual band: 2.4 to 2.48 GHz and 4.9 to 5.9 GHz.

 Provides 3dBi Gain.

5.2.2 GNU Radio Companion

In this experiment, the proposed non-feedback technique is developed

by utilizing the USRP family of boards with the GNU Radio Companion (GRC). The

GRC is an open-source software development toolkit which contains the signal

processing blocks used for implementing SDR (Clark C. (2008)). The GRC provides a

graphic user interface of GNU Radio and the signal processing blocks, allowing a

system to be quickly constructed. The signal processing blocks of GRC are primarily

written using the Python programming language, while the performance-critical signal

processing path is implemented in C++ using processor floating point extensions.

Thus, the developer is able to implement real-time, high-throughput radio systems in a

simple-to-use and rapid-application-development environment. Therefore, GRC

enables the user a wide range of flexibility such as smart antennas and wireless sensor

networks.

5.3 An Experiment on Received Signal Power

Figure 5.8 shows the configuration of experiment setup to measure the

received signal power including two USRP1. A cosine wave is transmitted using the
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USRP1 which includes two transmitting nodes #A and #B. Note that XCVR2450 is

employed

Figure 5.8 Configuration of measurement for received signal power.

as a daughter board for both transmitter and base station. Then, base station receives

the transmitted signals and coveys them to the laptop for signal processing and

recording. As, the transmitted cosine wave is very sensitive to frequency offset, two

daughter boards (or RF boards) on a single USPR1 are chosen. The USRP1 is

connected to a laptop which is operated by Ubuntu 10.04. Figure 5.9 presents the

configuration of transmitting nodes #A and #B which are placed at the sidewall.

Figure 5.10 presents the placement of base station which is situated 7-meter away

from the two transmitting nodes. The antennas having gain of 3 dBi are employed at

both transmitting nodes and base station. All losses in transmission lines were

calibrated before performing the experiments. According to a transmitting power of

USRP1 is not calibrated. Thus, the candidates calibrate a transmitting power of
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USRP1 by utilizing a network analyzer. Figure 5.11 presents a calibrated power in

which the optimum programming gain is 29 dB which provides a transmitting gain of

24.8 dB.

Figure 5.9 Configuration of the two transmitting nodes on received signal power.

Figure 5.10 Configuration of the base station on received signal power.
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Figure 5.11 Calibrated transmitting power of USRP1.

For the programming, the candidate utilizes a GNU Radio Companion

(GRC) version 3.7.4 which can build GNU Radio flow graphs using a graphical user

interface. Figure 5.12 presents a block diagram of the transmitting nodes. A “Signal

Source” generates a cosine wave which has the setup parameters as follows: signal

amplitude is 1 volt, signal frequency is 1 kHz, carrier frequency is 2.45 GHz and

sampling rate is 250 kHz. Then, the extracted signal is weighted by a “Phase Shifter”

considered as a weighting coefficient. This weighting coefficient depends on the

proposed phase adjustment patterns shown in Figure 4.4. Finally, the signals are

transmitted by “UHD USRP Sink” where UHD is the USRP Hardware Driver

compatible for all USRPs. Note that the transmitting gain of USRP parameter in GRC

is 29 dB. Figure 5.13 presents a block diagram of base station. The received signal is

obtained by “UHD USRP Source”. Then, the received signal is locked to the center
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frequency and down converted to baseband signal by a  “Costas Loop”.  The  loop

bandwidth  of Costas loop is 0.0065

Figure 5.12 Programming block diagram of transmitting nodes on received signal

power.

Figure 5.13 Programming block diagram of base station on received signal power.

radians per sample. Finally, the signal is saved at “File Sink”. The saved files are used

for an offline processing to be performed for the proposed technique. Figure 5.14

presents the programming block diagram of the proposed “Extraction”. The saved

Save Rx signal
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files are loaded by “File Source”. Then, the “Extraction” proposed in Chapter IV

provides

Figure 5.14 Programming block diagram of the proposed “Extraction”.

Figure 5.15 Programming block diagram of the weighting and combining signal.
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the two extracted signal which related to the signal transmitted from node #A and #B.

Figure 5.15 presents the programming block diagram of the weighting and combining

signal. The two extracted signal are weighted and combined according to proposed

weighting algorithm discussed in Chapter IV. Finally, the base station obtains the

maximum combined signal using a selector.

The measured results are presented in a histogram of average combined

magnitude at base station. Note that this magnitude is average from 100-time of data

recording. Figure 5.16 shows the results in the case of only a single node (node #A)

transmits a cosine wave to base station while Figure 5.17 is for the case when only

node #B transmits a cosine wave to base station.  Figures 5.18 and Figures 5.19 show

the average of combined magnitude when both nodes #A and #B transmit a signal for

the 1st time and 2nd time, respectively. Then, Figure 5.20 shows the output of

combined signal when the proposed beamforming scheme has been performed.

However, the proposed scheme is off (without phase synchronization), the combined

signal turns to be lower as shown in Figure 5.21. As a 100-time of experiments is

recorded, Table 5.1 shows a mean value and standard deviation of all cases. The

results present that the proposed technique provides an optimum gain as 0.038 volt

with respect to the optimum beamforming gain. Note that the optimum gain can be

calculated by summation of the received signal power from node #A and #B (0.012 +

0.026 = 0.038). Thus, the gain of proposed technique is significantly better than

without phase synchronization which provides a signal gain as only 0.026 volt.

Moreover, a standard deviation in case of proposed technique ( = 0.0051) is lower

than the case when the proposed scheme is off ( = 0.0078). This implies that the

proposed technique provides higher stability in terms of received signal power.
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The experimental results in this section validate that the proposed technique

provides a gainfully combined signal at base station. However, the power of received

Figure 5.16 Magnitude of transmitting signal from node A (1×1 A).

Figure 5.17 Magnitude of transmitting signal from node B (1×1 B).
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Figure 5.18 Magnitude of signal from two nodes at the 1st transmission (2×1 1st).

Figure 5.19 Magnitude of signal from two nodes at the 2nd transmission (2×1 2nd).
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Figure 5.20 Magnitude of transmitting signal with proposed technique (2×1 on).

Figure 5.21 Magnitude of transmitting signal without phase synchronization

(2×1 off).
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Table 5.1 Mean and standard deviation of measured average magnitude

1×1 A 1×1 B 2×1 1st 2×1 2nd 2×1 on 2×1 off

Mean (v) 0.012 0.026 0.030 0.030 0.038 0.026

Standard deviation (v) 0.0022 0.0037 0.0042 0.0046 0.0051 0.0078

signal cannot totally guarantee the quality of the received data. This is because the

received signal can be affected by transmission channel such as fading, noise and

interference Therefore, the candidate further investigates into the BER in the next

section.

5.4 An Experiment on Bit Error Rate

A testbed for BER measurement is shown in Figure 5.22. In this experiment,

transmitting nodes transmit the random binary bits to a base station. The number of

transmitting bits is 1 million which has a carrier frequency at 2.45 GHz. The USRP is

employed at base station and two USRPB100s are employed as the transmitting nodes,

nodes #A and #B. A SBX-120 is used as the daughter boards for USRP B100. All

USRPs are connected to a laptop for signal processing and recording. The two

transmitting nodes are placed at the sidewall as shown in Figure 5.23. The

configuration of the base station is the same as the one for previous experiment shown

in Figure 5.10. Also, all losses in transmission line have been calibrated before

performing the measurement. According to a transmitting power of USRP B100 is not

calibrated. Thus, the candidate calibrates the transmitting power of USRP B100 by

utilizing a network analyzer. A calibrated power of USRP B100 is presented in Figure

5.24. The measured results show that the optimum programming gain is 31 dB which

provides a transmitting gain of 25 dB.
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Figure 5.22 Configuration of measurement for BER.

Figure 5.23 Two transmitting nodes employing USRP B100.
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Figure 5.24 A calibrated transmitting power of USRP B100.

Figure 5.25 shows a block diagram of the transmitting nodes. The “Signal

Source” generates the random binary bits which has sample rate of 250 kHz. Then,

the signal is encoded by “Packet Encoder”. In this block, the signal is wrapped into a

packet which provides a payload length with a header, access code, and preamble.

The setup parameters of this block are samples/symbol of 2 and bits/symbol of 1.

Afterwards, the encoded signals is demodulated by the “Differential Binary Phase

Shift Keying (DBPSK)” modulation. The setup parameter of this block is that an

excess bandwidth (or roll-off factor) is 0.35 and Gray code is enabled. Then, the

modulated signal is weighted by a “Phase Shifter” considered as weighting

coefficient. Note that the mentioned weighting scheme has been proposed in Figure

4.4. Finally, the signals are transmitted at a “UHD USRP Sink”. The transmitted gain

in GRC is 31 dB which related to the optimum transmitting gain presented in Figure
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5.24. Figure 5.26 shows a block diagram of base station including  “UHD USRP

Sink”  and  “File Sink”.  In the

Figure 5.25 Programming block diagram of transmitting nodes for

experimental BER.

Figure 5.26 Programming block diagram of base station for experimental BER.

offline processing, the saved file are extracted by using the programming as shown in

Figure 5.14. Then, the extracted signals are weighted and combined by using the

programming as shown in Figure 5.27. After that, the combined signal are

demodulated using “DBPSK Demodulation” as shown in Figure 5.28. The setup

parameters of this block is as follows : an excess bandwidth (or roll-off factor) is
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0.35, frequency lock loop bandwidth is 0.0628 radians per sample, phase recovery

loop bandwidth is 0.0628 radians per sample, timing recovery loop bandwidth is

0.0628 radians per sample and

Figure 5.27 Programming block diagram of the weighting and combining signal.

Figure 5.28 Programming block diagram of base station for experimental BER.
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Gray code is enabled. Then, a demodulated signal is decoded by “Packet Decoder”.

Finally, the decoded signal is used to collect a BER.

The measurement results are presented in a histogram of BER where 100-

time of recorded data has been average. Note that the measured BER employing

USRP is relatively sensitive with noise. Thus, the major portion of measured BER is

the optimum case as 0.0 or the worst case as 0.5. Note that BER = 0.0 means that

there is no bit error at all, while BER = 0.5 means that bit error turns out be a half of

transmitted bits, e.g. bit error is 500,000 when transmitting 1 million bits. Figure 5.29

presents the BER in the case of transmitting data from only node #A while Figure

5.30 presents the case when only Node #B transmits the data. The results show that

transmitting data from only a single node provides a low performance in terms of

BER: the portion of BER = 0.0 which is only 11/100 in the case of only node #A and

the portion of BER = 0.0 which is only 22/100 in the case of only node #B. Then, the

proposed technique is applied in order to enhance the BER. Figures 5.31 and 5.32

show the BER at the base station when the two nodes transmit data at the 1st and 2nd

time, respectively. Figure 5.33 shows the BER of combined signal at base station

when the proposed technique has been applied. Figure 5.34 shows the BER for the

case without the proposed technique. The results present that the proposed technique

provides a lower BER than the case when transmitting signal from a single node and

when the proposed technique is not applied. The portion of BER = 0.0 in case of

using the proposed technique is 45/100. The portion of BER = 0.0 in case of 1st and

2nd retransmission and without phase synchronization is only 25/100, 17/100 and

14/100 respectively. Table 5.2 shows a mean and standard deviation BER of all cases

as the experiments have been recorded for 100 times. The results in this table confirm
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that the proposed technique makes the system BER lower comparing other cases. The

mean BER of the proposed technique is only 0.27 while the mean BER values in case

of transmitting signal from a single node

Figure 5.29 BER of transmitting signal from node #A (1×1 A).

Figure 5.30 BER of transmitting signal from node #B (1×1 B).
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Figure 5.31 BER of signal from two nodes at the 1st transmission (2×1 1st).

Figure 5.32 BER of signal from two nodes at the 2nd transmission (2×1 2nd).
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Figure 5.33 BER of transmitting signal with proposed technique (2×1 on).

Figure 5.34 BER of transmitting signal without phase synchronization (2×1 off).
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Table 5.2 Mean and standard deviation of measured BER.

1×1 A 1×1 B 2×1 1st 2×1 2nd 2×1 on 2×1 off

Mean (v) 0.43 0.39 0.35 0.39 0.27 0.40
Standard deviation (v) 0.16 0.21 0.22 0.20 0.25 0.19

#A and #B is 0.43 and 0.39, respectively. The mean BER in case of retransmission

and without phase synchronization is 0.35, 0.39 and 0.40, respectively. Therefore, the

experimental results in this section validate the proposed technique that it can be

utilized to realize for a distributed beamforming network with an optimum gain and

lower BER.

5.5 Chapter Summary

The proposed non-feedback technique has been analyzed under real indoor

environment. The SDR is utilized as a testbed. The measured results have revealed

that the proposed technique provides the optimum beamforming gain. Also, it can

enhance the system performance by lowing a BER comparing to the case when the

phase synchronization is not applied.
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CHAPTER VI

THESIS CONCLUSION

6.1 Conclusion

So far, major phase-synchronization techniques for distributed beamforming

suffer from the problem related to the feedback procedure as base station sends

feedback reference signals back to the transmitting nodes. A one-bit feedback

procedure requires a large number of retransmissions which degrades the battery

lifetime of mobile terminals (Mudumbai R., (2010)). Moreover, the transmission of

feedback signal from base station to distributed collaborative nodes may be not

reliable when the communication channel between base station and nodes is weak. A

master-slave and time-slot round-trip utilize reference signal between transmitting

collaborative nodes ((Mudumbai R., (2007) and Brown D.R., et.al, (2010)). This

requirement gives rise to complexity at transmitting nodes. Alternatively, a zero

feedback technique does not require any reference signal between nodes but requires a

large number of retransmissions (Bletsas A., et.al, (2010)). In this thesis, a new

technique handles a non-feedback beamforming employing an operation in both space

and time domains. The proposed non-feedback beamforming performs an extraction

of combined signal at base station which means the transmitting nodes do not need to

deal with phase synchronization anymore, hence they can save energy and also

battery life. The concept of extraction is based on a classical equation solving using

inverse matrix. This procedure requires a few retransmission from nodes. After

performing a signal extraction, each extracted signal is properly weighted to obtain an
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appropriate phase alignment at base station. Finally, the base station obtains a

combined signal with maximum beamforming gain. According to the proposed

concept, all transmitting nodes do not require any feedback or reference signals. The

number of retransmissions are less comparing to the one-bit feedback and zero

feedback techniques. Therefore, the transmitting nodes are of low complexity and also

low power consumption.

The simulation results reveal that the proposed non-feedback technique

provides a high beamforming gain compared with the ones presented in literatures.

Moreover, the proposed technique provides lower BER. With respect to the existing

methods in the literatures, the proposed non-feedback technique is low of complexity

comparing to one-bit feedback, zero-feedback master-slave and time-slot round-trip

techniques.

For the experiment, this thesis has shown the design and construction of

proposed non-feedback distributed beamformer. The testbed consisting of two

transmitting nodes and one base station was developed under SDR technology by

using USRP. The measured results have revealed that the proposed technique

provides the optimum beamforming gain. Also, it can enhance the system

performance by lowing a Bit Error Rate (BER) comparing to the case when the phase

synchronization is not applied.

6.2 Future studies

Based on the knowledge learned and acquired over this research, some

recommendations for future wireless communication design should be presented.

According to the proposed non-feedback technique requires the number of
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retransmissions of N when N is the number of transmitting nodes, the non-feedback

technique requires a large number of retransmissions when the number of transmitting

nodes is large. This may be extremely reduces the battery life at transmitting nodes.

Therefore, a few general and useful formulas or coding techniques should be

reviewed in order to reduce the number of retransmissions.
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