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CHAPTER I

INTRODUCTION

In this chapter, the background and applications of the population balance

equations (PBEs) are introduced, and the PBEs that have been investigated here

are also presented.

1.1 Population Balance Equation

Ramkrishna (2000) has presented a good introduction to the population

balance concept and an explanation on the PBE as: “The PBE is an equation in

the number density and may be regarded as representing a number balance on

particles of a particular state. The equation is often coupled with conservation

equation for entities in the particles environmental (or continuous) phase.” In

particular, a PBE (e.g., Randolph and Larson, 1971; 1988; Ramkrishna, 2000) is

an equation of continuity for discrete entities (particles, crystals, emulsion droplets,

bubbles, and people, among others) having a particular characteristic, which could

be a measure of size (diameter or volume of a particle), age, chemical activity, or

other characteristic.

The problem with PBEs modeling particulate processes (e.g., Randolph and

Larson, 1971; 1988; Ramkrishna, 2000) is that they typically involve both a partial

differential equation (the population balance), an integral equation (the equation

that represents the time-dependent mass of crystal as a function of the crystal

population density), and an algebraic equation (the calculation of the growth rate

from the concentration of the solute, which is dependent on the total mass of the
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crystals). This system of equations is particularly difficult to solve, particularly

since the integral term is a non-local operator.

PBEs are essential to scientists and engineers of widely varying disciplines.

They are of interest to physicists (astrophysicists, high-energy physicists, geophysi-

cists, meteorologists), chemists (colloidal chemists, statistical mechanicians), bio-

physicists concerned with populations of cells of various kinds, and food scientists

dealing with preparations of emulsions or sterilization of food. All of these fields

have an indispensable need for PBEs (e.g., Ramkrishna, 2000).

In physics, specifically non-equilibrium statistical mechanics, the Boltzmann

equation describes the statistical behavior of a thermodynamic system not in ther-

modynamic equilibrium. It was devised by Ludwig Boltzmann in 1872. The famous

Boltzmann equation of chemical physics was perhaps the first PBE and is now more

than a century old. However the current uses of the PBEs may be regarded as

relatively new in light of the variety of applications in which engineers have more

recently put it to use (e.g., Ramkrishna, 2000). The trend is, of course, associated

with the realization that the methodology of population balances is indispensable

for a rational treatment of dispersed phase processes in engineering.

Numerous phenomena in the chemical engineering sciences are described

by systems involving PBEs (e.g., Lakshmikantham and Rama Mohana Rao, 1995;

Ramkrishna, 2000), and the need arose to determine the functional dependencies

between the variables involved. PBEs have been used to model a wide range of

chemical and physical processes, including polymerization, solution crystallization,

cloud formation, and cell dynamics, which are best described by PBEs (Ramkr-

ishna, 2000). In our use of it, the population consists of particles or crystals within

a crystallizer, or a particular subsection of a crystallizer, and the particle character-

istic of most significance is the particle size based on a particular linear dimension
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(Hulburt and Katz, 1964; Randolph and Larson, 1964).

Although the application of population balances has been growing enor-

mously in recent times (e.g., Hulburt and Katz, 1964; Randolph and Larson, 1964;

1988; Ramkrishna, 2000) it is typically impossible to obtain solutions to these

equations for all but the most simple of realistic industrial systems (for instance

steady-state crystallizers with a fully mixed suspension, plug flow crystallizers in

the absence of agglomeration or breakage, etc.).

The major difficulty is not the ability to produce a fundamental, analytical

model of the processes, but the ability to solve these models and the difficulty to

compute solutions except by numerical methods. An accurate numerical solution

of the PBE can be challenging since population density can extend many orders of

magnitude in size and time, and the rate of change in the distribution can be very

sharp at some points. This has led to the development of many algorithms (e.g.,

Randolph and Larson, 1971; 1988; Ramkrishna, 2000) for solving the PBE, such

as variations of the method of moments (e.g., McCoy, 2002), the method of char-

acteristics (e.g., Briesen, 2006), the method of weighted residuals or orthogonal

collocation (e.g., Rawlings, Witkowski, and Eaton, 1992), Monte Carlo simula-

tion (e.g., Smith and Matsoukas, 1998), the spectral methods, the finite element

method, the finite volume method, the method of classes and so on. In more recent

years, Ramkrishna (2000) has made a major contribution to the needed unifica-

tion of theory and computational techniques of population balances modeling of

particulate systems.

Despite advances in the numerical solution techniques, clearly it would be

preferable to have analytic solutions that can describe a range of conditions with

a single set of solutions.

 

 

 

 

 

 

 

 



4

1.2 Preliminary Stage of Studied Population Balance

Equations

Three particular forms of the population balance are presented in the next

two sections. In this section, the most important aspects of the crystallization and

granulation processes models are discussed.

The particulate nature of solids is characterised by a number of properties,

such as size, shape, liquid and gas content, porosity, composition and age. These

properties are denoted as internal coordinates, whereas the Euclidian coordinates,

such as the position in rectangular coordinates (x, y, z), cylindrical coordinates

(r, ϕ, z), and spherical coordinates (r, θ, ϕ) used to specify the locations of (the cen-

troid of) particles describing continuous motion through space are defined as the

external coordinates. Usually when dealing with nucleation and growth problems,

the internal coordinate is a characteristic length, whereas when dealing with aggre-

gation and breakage, the internal coordinate is the particle volume. For instance,

Hulburt and Katz (1964) developed a population balance model for aggregation

using volume as the internal coordinate.

The most important property for the characterisation of particles is particle

size. Randolph and Larson (1988) pointed out that: “As no two particles will be

exactly the same size, the material must be characterised by the distribution of sizes

or particle-size distribution.” If only the size (such as particle length or volume)

is of interest, a single-variable distribution function is sufficient to characterise the

particulate system. But if additional properties are also important, multivariable

distributions of the number density as functions of several internal properties and

locations must be developed.

For instance, in a well-mixed system having only one particle characteristic
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of interest, the characteristic lengths of the population of particles in the system,

the population balance has two independent variables, the particle size, and the

time from the initiation of the crystallization. The dependent variable is the pop-

ulation density of crystals of a particular size at the time, which is a probability

distribution defined for all non-negative values of size and time. In the following

sections three models using the PBE are considered.

1.3 The Homogeneous Population Balance Equations In-

vestigated in the Study

The one-dimensional homogeneous PBEs (Ramkrishna, 2000) used for batch

crystallization units are given by

Ḡ(c̄) = kg

(
c̄− csat
csat

)g
, B̄0(c̄) = kb

(
c̄− csat
csat

)b
, (1.1)

∂f̄

∂t̄
+ Ḡ(c̄)

∂f̄

∂L̄
= 0, (1.2)

∂c̄

∂t̄
= −3ρc̄kvḠ(c̄)

∫ ∞

0

f̄ L̄2 dL̄, (1.3)

where t̄ denotes the time, c̄ is the solution concentration, L̄ is an internal coor-

dinate, the characteristic length of the particle (it can also represent age, com-

position, or other characteristics of an entity in a distribution depending on the

system being modelled, although this may alter the mass balance equation), f̄(L̄, t̄)

is the probability distribution representing the number concentration of particles

of a particular size, L̄, at the time t̄ (this is commonly known as the population

density), Ḡ(c̄) is the crystal growth rate, and B̄0(c̄) is the rate of nucleation of

particles of zero size. For a seeded batch crystallizer the dominant mechanism

of crystal birth is secondary nucleation, and the nucleation kinetics are typically

in power-law form (Nyvlt, Sohnel, Matuchova, and Broul, 1985; William, 2001).
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Constants kb, b, kg and g are the kinetic parameters, ρc̄ is the crystal density, and

csat is the concentration of the saturated solution. The constant kv depends on

geometry of crystals, in particular, kv = 1 for crystals with the shape of a cube.

The integro-differential equation (1.3) is a mass balance which gives the solution

concentration.

1.4 The Nonhomogeneous Population Balance Equations

Investigated in the Study

Hulburt and Katz (1964) developed the PBE for aggregation using volume

as the internal coordinate. The PBE for a well-mixed batch system of constant vol-

ume is given by Randolph and Larson (1971). One-dimensional population balance

models for both batch and continuous systems as special cases of the generalized

population balance model are more frequently applied to industrial granulation

processes than its generalized format. For a well-mixed batch system with only

one internal coordinate x̄ (particle size, volume), the general PBE (Ramkrishna,

2000; Cameron et al., 2005) for a system having aggregation and breakage, and

also crystal growth is reduced to the form

∂f̄(x̄, t̄)

∂t̄
+

∂

∂x̄
[Gf̄(x̄, t̄)] =

1

2

∫ x̄

0

K(x̄− ȳ, ȳ)f̄(x̄− ȳ, t̄)f̄(ȳ, t̄) dȳ

−f̄(x̄, t̄)
∫ ∞

0

K(x̄, ȳ)f̄(ȳ, t̄) dȳ, (1.4)

where f̄ is the one-dimensional population density function, representing the par-

ticle number distribution in property space, location space and time space. The

second term on the right hand side of equation (1.4) accounts for the formation

of a cluster of volume x̄ resulting from the merger of two clusters with respective

volumes ȳ and x̄− ȳ, ȳ ∈ (0,∞), i.e., the coagulation of smaller particles to produce

one of volume x̄. The third term on the right hand side of equation (1.4) describes
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the loss of the cluster of volume x̄ by coagulation with other clusters, i.e., removal

of particles of volume x̄ as they in turn coagulate to produce larger particles.

The PBE (Ramkrishna, 2000) of continuous systems involving aggregation,

breakage, and growth processes with one internal coordinate x̄ (such as particle

volume or mass) and one external coordinate ȳ (i.e., Euclidian coordinate, such as

rectangular coordinates, cylindrical coordinates and spherical coordinates used to

specify the locations of particles) is given by

∂f̄(x̄, ȳ, t̄)

∂t̄
+

∂

∂x̄
[Gf̄(x̄, ȳ, t̄)] +

∂

∂ȳ
[Zf̄(x̄, ȳ, t̄)] =

1

2

∫ x̄

0

K(x̄− z̄, z̄)f̄(x̄− z̄, ȳ, t̄)f̄(z̄, ȳ, t̄) dz̄ − f̄(x̄, ȳ, t̄)

∫ ∞

0

K(x̄, z̄)f̄(z̄, ȳ, t̄) dz̄, (1.5)

where f̄ is the one-dimensional population density function. The first term on

the right hand side of equation (1.5) corresponds to the birth of particles with

volume x̄ due to the aggregation of two smaller particles with volumes x̄− z̄ and z̄.

Similarly, the second term describes the consumption of particles having volume x̄

due to the aggregation with particles of any other volume z̄. The spatial velocity

is defined as the rate of change of position on the ȳ-axis with respect to time t̄,

that is

Z =
dȳ

dt̄
.

For instance, when Stokes’ law (e.g., Batchelor, 1967) is valid (using the terminal

velocity of dilute free settling particles in the laminar flow regime), the spatial

velocity function can be modeled by

Z = z0x̄
p, p > 0, (1.6)

where z0 is constant.
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1.4.1 Crystal Growth Rate

The function G represents a crystal growth rate, having units of mass/time

or volume/time. Crystal growth is a multiple step process. The analysis of crystal

growth via mass transfer controlled growth is very well known, and there are several

theoretical models for integration controlled crystal growth, which are promising,

but probably not yet complete. The growth rate G can be a function of the

crystal size (volume), position, time and other variables. For instance, the general

arguments for equations (1.4) and (1.5) can be made about the crystal growth rate

such that, respectively

G = G(x̄, t̄), G = G(x̄, ȳ, t̄).

The growth rate G is typically a highly nonlinear function of its arguments.

However it is becoming increasingly recognized that real size dependent growth

does not occur to any significant level, with any apparent size dependent growth

really being due to a growth rate dispersion mechanism, and as such the growth

rate may be considered independent of particle size.

In this dissertation, the growth rate function G is not related to aggregation,

but to the growth of clusters by mass transfer of solute from solution to the cluster.

1.4.2 Coagulation Kernel

The aggregation kernel K(x̄, z̄) describes the merging rate (kinetics) of two

particles of volumes x̄ and z̄; that is the merging of clusters of volume x̄ and

volume z̄ to produce clusters of volume x̄ + z̄ which occurs at a rate determined

by a symmetric nonnegative coagulation kernel K(x̄, z̄), i.e.,

K(x̄, z̄) = K(z̄, x̄) ≥ 0. (1.7)
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Different kernels, such as the Brownian motion kernel and the aerosol kernel,

may arise in many applications. By far the largest application area is physical

chemistry; other fields of application include astronomy, biological entities and

bubbles warms. Smit, Hounslow, and Paterson (1994) gave examples of kernels

used in physical chemistry. A wider class of important and interesting coagulation

kernels K(x̄, z̄) arising in applications are homogeneous (Fournier and Laurençot,

2006); that is, there exists some exponent γ such that

K(αx̄, αz̄) = αγK(x̄, z̄), (1.8)

for every α, x̄, z̄ > 0. For instance, it has long been recognized that three particular

and important kernels K(x̄, z̄) are mathematically tractable:

K(x̄, z̄) = k0, k1(x̄+ z̄), k2x̄z̄, (1.9)

where k0, k1 and k2 are positive constants. In addition, notice that for equation

(1.8) it is not difficult to show that

x̄Kx̄(x̄, z̄) = γK(x̄, z̄)− z̄Kz̄(x̄, z̄). (1.10)

Hence, the general solution of equation (1.10) is given by

K(x̄, z̄) = z̄γH
( x̄
z̄

)
, (1.11)

where H is an arbitrary function of a single variable.

 

 

 

 

 

 

 

 



CHAPTER II

THE METHOD OF MOMENTS AND SOME

OTHER TECHNIQUES

In this chapter, the basic concepts of moments and the method of moments

are reviewed. In addition, the ideas for finding symmetries of integro-differential

equations by using the method of moments are introduced. The homotopy pertur-

bation method and dimensional analysis are also presented in this chapter.

2.1 A Brief Introduction to Moments

Moments are mathematical formulations that allow us to calculate various

properties of the distribution. The general idea of consideration of such a system

goes back to the pioneering paper (Maxwell, 1867) where the Boltzmann equation

was studied by using the power moments defined on a solution of the Boltzmann

equation. They are also well-known from statistics (see, e.g., Dette and Studden,

1997): the mean and variance of a statistical distribution are moments of the

distribution. Solving the moment form of the population balance (see, e.g., Flood,

2002; 2009) is a very popular method of modeling the evolution of particle size in

many particulate systems. In many cases knowledge of the moments of the particle

size distribution is sufficient to characterize the system for engineering purposes.

The moments of the distribution may be defined in a generic way by:

Mj =

∫ ∞

−∞
(L− LM)jf(L) dL.
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This equation represents the jth moment of the function f(L) measured around

the point LM , where LM may be chosen arbitrarily. For instance, there are two

values commonly chosen for the arbitrary parameter LM , namely zero (LM = 0)

and the mean of the distribution (LM = L̄M).

One of the independent variables of the particle size distribution, length,

cannot accept a negative value. In this context the lower integration limit will be

taken as zero. In this particular case, moments around the original are described

by

Mj =

∫ ∞

0

Ljf(L) dL.

The values of the moments around the origin have particular significance. The

zeroth moment around the origin (j = 0) represents the total number of particles

in the system. The first moment around the origin represents the total linear

length in the system; therefore, the first moment divided by the zeroth moment

is the number average particle size in the system. Similarly, the second moment

around the origin represents the total value of L2 in the system, which is related

to the total surface area in the system divided by the surface area shape factor.

The average surface area in the system is the total surface area (calculated from

the second moment around the origin) divided by the zeroth moment. The most

significant moment about the mean is the second moment which is the variance of

the distribution.

2.2 The Method of Moments

The method of moments is a simple deterministic method widely applica-

ble in modeling various particulate processes (Randolph and Larson, 1988). This

method is easy to use and computationally inexpensive. For instance, the method

 

 

 

 

 

 

 

 



12

of moments is a simple, yet powerful, modeling approach to predict the kinetic

profiles of average properties in polymerization systems (Mastan and Zhu, 2015).

Solving the moment form of the PBE is a very popular method of modeling

the evolution of particle size in many particulate systems (Ramkrishna, 2000).

One of the major advantages of the method of moments is that it simplifies a

partial differential equation involving n + 1 independent variables into a series

of differential equations of n independent variables. Another major advantage of

the method of moments is the simplicity of its derivation. The versatility of the

method of moments is highlighted by presenting case studies such as those in this

thesis. It is our hope that this work can assist interested researchers in utilizing

the method of moments for their kinetic modeling.

2.2.1 Applying the Method of Moments to Population Bal-

ance Equations

The method of moments represents the distribution by its moments (Ran-

dolph and Larson, 1988), reducing the dimensionality of the PBEs.

Practical needs can often be fulfilled by calculating the moments of the

population density function. The calculation of such moments can usually be

accomplished by directly taking moments of the PBE producing a set of moment

equations.

Under certain conditions, the moment equations are closed, that is, the

differential equations for the lower order moments do not depend on values for the

higher-order moments. If there are only two independent variables, for instance

particle size and time, this results in a series of ordinary differential equations that

can be solved very efficiently and accurately using ordinary differential equation

solvers.
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2.2.2 Finding Symmetries of Integro-differential Equations

by Using the Method of Moments

The use of the method of moments for finding symmetries of integro-

differential equations is based on the idea of the studying an infinite system of

partial differential equations (Taranov, 1976; Bunimovich and Krasnoslobodtsev,

1982; 1983).

The method for obtaining symmetries consists of the following steps (Tara-

nov, 1976). A finite subsystem of m moment equations is chosen. Applying the

classical group analysis method developed for partial differential equations to the

chosen subsystem, one finds the admitted Lie group (algebra) of this subsystem.

Expanding the subsystem and letting m→ ∞, the intersection of all calculated Lie

groups is carried out. The final step consists of returning the obtained symmetries

for the moment representation to the symmetries of the original integro-differential

equations.

The first application of this method was done in (Taranov, 1976) for the

system of the Vlasov-Maxwell collisionless plasma equations, and later this method

was applied in (Bunimovich and Krasnoslobodtsev, 1982; 1983) for the models of

the Boltzmann equation.

There are some problems in applications of this method. One of them is

that, for some equations, the construction of the moment system is impossible.

Another problem with the moment system is the infinite number of equations that

are involved. However, it is worth noting that among the indirect methods of

studying symmetries of integro-differential equations, the method of moments is

the most universal one, despite of the substantial restrictions of its applications.
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2.3 The Homotopy Perturbation Method

The homotopy perturbation technique was firstly proposed by He (1999)

based on the introduction of a homotopy and an artificial parameter for the solution

of algebraic equations and ordinary differential equations. To describe this method,

we consider the following nonlinear differential equation

A(u)− f(r) = 0, r ∈ Ω (2.1)

with the boundary conditions

B(u,
∂u

∂n
) = 0, r ∈ Γ,

where A is a differential operator, B is a boundary operator, f(r) is a known

analytical function and Γ is the boundary of the domain Ω. The operator A can,

generally speaking, be divided into two parts L and N , where L is a linear operator

and N is a nonlinear operator. Therefore, equation (2.1) can be rewritten as

L(u) +N(u)− f(r) = 0.

By means of the homotopy technique (Liao, 1995; 1997), one can construct

a homotopy v(r, p) : Ω× [0, 1] → R:

H(v, p) = (1− p)[L(v)− L(u0)] + p[A(v)− f(r)]

= L(v)− (1− p)L(u0) + p[N(v)− f(r)] = 0, p ∈ [0, 1], r ∈ Ω, (2.2)

where p ∈ [0, 1] is an embedding parameter, u0 is an initial approximation solution

of equation (2.1) which satisfies the boundary conditions. Therefore, by means of

equation (2.2) we have

H(v, 0) = L(v)− L(u0) = 0, H(v, 1) = A(v)− f(r) = 0,
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the changing process of p from zero to unity is just that of v(r, p) from u0(r) to

u(r). In topology, this is called deformation, L(v)−L(u0) and A(v)−f(r) are called

homotopic. He (1999) used the imbedding parameter p as a “small parameter”,

and assumed that the solution of equation (2.2) can be written as a power series

in p, i.e.,

v = v0 + pv1 + p2v2 + p3v3 + p4v4 + · · · .

By setting p = 1, the following approximation solution of (2.1) is obtained,

u = lim
p→1

v = v0 + v1 + v2 + v3 + v4 + · · · . (2.3)

The coupling of the perturbation method and the homotopy method is

called the homotopy perturbation method, which has eliminated limitations of the

traditional perturbation methods. On the other hand, the proposed technique can

take full advantage of the traditional perturbation techniques.

The series (2.3) is convergent for most cases, however, the convergence rate

depends on the nonlinear operator A(v). The derivative of N(v) with respect to v

must be small, because the parameter p may be relatively large, i.e., p → 1. The

norm of L−1 ∂N
∂v

must be smaller than one, in order that the series converges. Some

examples and studies of this method can also be found in (He, 2000; 2003).

The proposed method does not require small parameters in equations, so

the limitations of the traditional perturbation methods can be eliminated. In

addition, the initial approximation can be freely selected with possible unknown

constants; the approximations obtained by this method are valid not only for

small parameters, but also for very large parameters. Moreover, this method can

be applicable to nonlinear partial differential equations.
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2.4 Dimensional Analysis

It is essential to apply the technique of dimensional analysis to deal with

the complicated constant coefficients of original integro-differential equations in

this dissertation.

Dimensional analysis (e.g., Bridgman, 1922; Sedov, 1993) is a well-known

methodology in physics, chemistry and other traditional engineering and science

areas, such as fluid dynamics, heat flow, electromagnetics, astronomy and eco-

nomics. Szirtes (2007) regards dimensional analysis as an art, his intention here

is to remind us that the practitioner of dimensional analysis is offered a refreshing

scope for personal initiative in the approach to any given problem.

Dimensional analysis (e.g., Langhaar, 1951; Szirtes, 2007) is often indis-

pensable in treating problems that would otherwise prove intractable. One of

its most attractive features is the manner in which it may be applied across a

broad range of disciplines–including engineering, physics, biometry, physiology,

economics, astronomy, and even social sciences. In particular, in science and engi-

neering, dimensional analysis is the analysis of the relationships between different

physical quantities by identifying their fundamental dimensions (such as length,

mass, time, and electric charge) and units of measure (such as miles vs. kilometers,

or pounds vs. kilograms vs. grams) and tracking these dimensions as calculations

or comparisons are performed.

The concept of a scaling group is closely related with the dimensional anal-

ysis (Ovsiannikov, 1978), the basis for dimensional analysis is a scaling group.

One of the modelling stages of a problem in continuum mechanics is the dimen-

sional analysis of the quantities of the variables involved. This analysis allows

forming representations of solutions, which are called self-similar solutions. When
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constructing exact solutions by the dimensional analysis theory one can use the

theory of invariant solutions with respect to the scaling group.

 

 

 

 

 

 

 

 



CHAPTER III

GROUP ANALYSIS METHOD

In mathematical physics there are various methods for constructing exact

solutions. One of them is based on symmetries of a given equation: the group

analysis method (e.g., Ovsiannikov, 1978; Olver, 1993; Ibragimov, 1999; Meleshko,

2005; Grigoriev et al., 2010).

In order to investigate exact solutions of PBEs, the background and diffi-

culty of application of classical Lie group analysis method are reviewed. In ad-

dition, some results and applications of the development of the group analysis

method to integro-differential equations are also presented in this chapter.

3.1 Classical Group Analysis Method and Difficulties of Its

Applications

Before investigation of exact solutions of the PBEs in later chapters, it

is essential to know about the history of development and contributions of the

classical Lie group analysis method.

3.1.1 Background of the Classical Lie Group Method

A Norwegian mathematician, Sophus Lie, largely created a systematic the-

ory of groups of continuous transformations (Lie, 1871) which are now universally

known as Lie groups. A knowledgeable and detailed review of this subject may be

found in the historical remarks by Bourbaki (1896), and the references therein.
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“Lie groups have had a profound impact on all areas of mathematics, both

pure and applied, as well as physics, engineering and other mathematically-based

science. The application of Lie’s continuous symmetry groups include such di-

verse fields as algebraic topology, differential geometry, invariant theory, bifurca-

tion theory, special functions, numerical analysis, control theory, classical mechan-

ics, quantum mechanics, relativity, continuum mechanics and so on (Olver, 1993).”

The main idea of original classical Lie groups is to search for the symmetries of

differential equations (Lie, 1871). The classical Lie group theory provides an effec-

tive tool for studying symmetry groups for systems of differential equations (see,

e.g., Lie, 1888; 1896).

From the viewpoint of theoretical treatment, every differential equation can

be solved using the Lie group method. However, in practical applications, the most

important obstacle for applications of the Lie group method is the fact that it re-

quires huge amounts of analytical calculations that may hardly be performed by

pencil and paper for almost any nontrivial example, resulting in limitations of

research and other considerations. “Therefore, the Lie group method have been

sleeping for nearly half a century, until Birkhoff (1950) called attention to the un-

exploited applications of Lie groups to the differential equations of fluid mechanics.

Subsequently, Ovsiannikov (1978) and his school began a systematic program of

successfully applying these methods to a wide range of physically important prob-

lems (Olver, 1993).”

In recent years, with the rapid development of science and technology, in

particular, the update of computers and softwares, Lie group theory has been

widely applied and intensively studied in physics, engineering and natural science.

For instance, many applications of Lie group theory can be found in a wide range of

literature (see, e.g., Ovsiannikov, 1978; Olver, 1993; Ibragimov, 1999). A collection
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of results by using this approach can be also found in the Handbooks of Lie group

analysis (Ibragimov, 1994; 1995; 1996), and the references therein.

Due to the crucial role of various kinds of transformations in Lie’s theory

of differential equations, a major part of his work is devoted to establishing a

systematic theory of groups of continuous transformations. In summary, Olver

(1993) has given an appraisal for Lie’s work: “It is impossible to overestimate the

importance of Lie’s contribution to modern science and mathematics”.

3.1.2 Difficulty of Applying the Classical Lie Group

Method to Integro-differential Equations

The group analysis method was developed especially for differential equa-

tions. The difficulty of applying the classical Lie group method to integro-

differential equations will be presented in this subsection.

The principal aim of the group analysis method is to obtain exact solutions

and admitted symmetries. The classical group analysis theory provides a uni-

versal tool for calculating symmetry groups for systems of differential equations.

However, the classical group analysis method cannot be directly applied to integro-

differential equations. The major obstacle is that the frames (see, e.g., Ovsiannikov,

1978; Olver,1993; Ibragimov, 1999) of these equations are not locally defined in the

space of differential functions. In other words, the main difficulty arises from the

integral (nonlocal) terms present in integro-differential equations. In consequence,

the crucial idea of splitting determining equations into over-determined systems,

commonly used in classical group analysis, fails.
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3.2 Development of the Lie Group Method to Integro-

Differential Equations

An approach to overcome the difficulty that the classical Lie group method

cannot be directly applied to integro-differential equations was proposed by Grig-

oriev and Meleshko (1986; 1987). In recent years, some applications of Lie group

analysis for integro-differential equations were developed (see, e.g., Meleshko, 2005;

Grigoriev et al., 2010), and the references therein.

3.2.1 Definition of a Lie Group Admitted by Integro-

differential Equation

By means of the work of Meleshko (2005) and Grigoriev et al. (2010), the

definition of a Lie group admitted by an integro-differential equation is reviewed.

Let us consider an abstract system of integro-differential equation:

Φ(x, u) = 0, (3.1)

where u is the vector of the dependent variables, and x is the vector of the indepen-

dent variables. Assume that a one-parameter Lie group G1(X) of transformations

x̄ = fx(x, u; a), ū = fu(x, u; a) (3.2)

has the group generator

X = ξx(x, u)∂x + ξu(x, u)∂u.

The one-parameter Lie group G1(X) of transformations (3.2) is a symmetry

group admitted by integro-differential equation (3.1) ifG1(X) satisfies the following

equation,

(X̄Φ)(x, u0(x)) = 0, (3.3)
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for any solution u0(x) of integro-differential equation (3.1). Equations (3.3) are

called the determining equations. The practical construction of the determining

equation for integro-differential equation (3.1) is performed by using the canonical

Lie-Bäcklund operator X̄

X̄ = η̄j∂uj , η̄j = ξu
j

(x, u)− ξxi(x, u)ujxi ,

where the action of the derivative η̄j∂uj on the integral terms should be under-

stood in terms of Fréchet derivatives. Most importantly, we should note that the

determining equation (3.3) has to be satisfied for arbitrary solutions of the original

integro-differential equation (3.1).

Obtaining the determining equations for integro-differential equations, like

for differential equations, is not difficult. The crucial difficulty is to find the general

solutions of the determining equations.

For a system of differential equations (without nonlocal terms), the ap-

proach of constructing the determining equations (3.3) coincides with the deter-

mining equations constructed by usual way after some simplifications. These sim-

plifications are related with a consideration of the infinitesimal generator X as

Lie-Bäcklund operator (Ibragimov, 1983; Meleshko, 2005; Grigoriev et al., 2010).

3.3 Methods of Finding Symmetries of Integro-differential

Equation

There are some different known approaches for calculating symmetry groups

of integro-differential equations. Loosely speaking, these approaches can be sepa-

rated in two large groups: indirect and direct methods.
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3.3.1 Indirect Methods

The first indirect approach which is mentioned here is the method of mo-

ments, where for each differential equation of the system, containing a finite num-

ber of terms, classical group analysis (for differential equations) is applied. Then

the process of expansion is carried out. The ideas of the method of moments for

obtaining symmetries of integro-differential equations can be found in (Taranov,

1976). In addition, some statements have also been presented in Chapter II.

The second indirect method is to find a representation of an admitted Lie

group or a solution on the basis of priori assumption. This approach supposes a

priori choice of a form of symmetries or a solution on the basis of some assumptions

about the representation. A well-known BKW-solution of the Boltzmann equation

was found in this way. For the Boltzmann equation this approach was applied in

(Bobylev, 1975; Grigoriev and Meleshko, 1986; Bobylev and Ibragimov, 1989).

The main problem in this approach is to discover a representation of the admitted

Lie group or solution.

In the third indirect method, the original integro-differential equations are

transformed into differential equations. After that the classical algorithm of group

analysis is applied to the differential equations. The results of the works (Krook

and Wu, 1977; Nonnenmacher, 1984) were obtained by this approach.

The last indirect method developed in (Chetverikov and Kudryavtsev,

1995a; 1995b) consists in reducing the original integro-differential equation to a

system of boundary differential equations. This approach is based on Vinogradov’s

idea to use the notion of a covering (Krasilshchik and Vinogradov, 1984). Introduc-

ing nonlocal variables, one needs to eliminate integrals and transform the original

integro-differential equation to a system of boundary (or functional) differential

equations. As an example of such a transition one can consider the one-dimensional
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nonlinear Gammerstein integral equation of the second kind:

u(x) =

∫ b

a

K(x, s, u(s)) ds, (3.4)

where the kernel K(x, s, u) is a given function and x ∈ [a, b], s ∈ [a, b]. The

equivalent system of boundary differential equations is introduced as follows

vs(x, s) = K(x, s, u(s)), v(x, a) = 0, u(x) = v(x, b).

The latter system involves two independent variables x and s, two dependent

variables u and v, and the restrictions of the dependent variable v to the boundary

conditions v(x, a) = 0 and v(x, b) = u(x). The new dependent variable v is nonlocal

because it depends on all values of a solution u(x) on the interval [a, b]. For this

reason one calls the derived system a covering of equation (3.4). In particular,

some applications of this approach to the Smoluchowski coagulation equation were

given in (Chetverikov and Kudryavtsev, 1995a; 1995b).

It is worth noting that no heuristic expedient permits a complete answer to

the question: what is the widest Lie group of transformations, admitted by a given

nonlocal equation. In the first three approaches listed above one needs to prove

that the constructed admitted Lie group is a complete group, because, in general

case, either loss of some invariant properties or obtaining new ones is possible. For

instance, the one-parameter semigroup of integral transformations (Bobylev, 1975)

is transferred by the Fourier transformation to the group of point transformations.

3.3.2 Direct Methods

The main advantage of the direct method is that it is able to answer the

question about completeness of an admitted Lie group. For the completeness of

description group properties of equations with nonlocal operators it is necessary to
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use a successive approach of group analysis: constructing determining equations

and finding their general solutions. According to the algorithm (Meleshko, 2005;

Grigoriev et al., 2010), for using the direct method of finding a symmetry group

of integro-differential equation one needs to solve a determining equation. In the

following, a summary of the methods and ideas which are applied for solving the

determining equation (3.3) is presented.

The direct method of finding symmetries were developed in (Grigoriev and

Meleshko, 1986; 1987) and applied to finding symmetries of the kinetic Boltzmann

equation, the equations of motion of a viscoelastic medium and the Vlasov-Maxwell

equations of plasma theory. The method of obtaining the determining equations

for integro-differential equations is similar to, and not more difficult than, the

way used for differential equations. But one has to notice that the determining

equations of integro-differential equations are still integro-differential.

The main obstacle of this approach is in finding the general solutions of

the determining equations. For partial differential equations the main method for

solving and simplifying determining equations is by their splitting, for which a

huge amount of computations need to be accomplished with the aid of computers

and professional softwares. Moreover, the techniques for investigating symmetries

of a system of differential equations have been improved in recent years with the

rapid development and update of computers and softwares. It should be noted

that contrary to partial differential equations, approaches of solving determining

equations of integro-differential equations depend on the studied equations: there

is no a general method for solving determining equations of integro-differential

equations.

As mentioned, the main efforts for finding a Lie group admitted by an

integro-differential equation are devoted to solving determining equations. By
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means of the definition of a Lie group admitted by an integro-differential equa-

tion, some important approaches and ideas for simplifying and solving determining

equations are the following.

Since the determining equation (3.3) has to be satisfied for any solution of

the original equation (3.1), the arbitrariness of the solution u0(x) plays a vital role

in the process of solving the determining equations. The important circumstance is

the knowledge of properties of solutions of the original integro-differential equation.

For instance, one of these properties is the existence of a solution of the Cauchy

problem (see, e.g., Lakshmikantham and Rama Mohana Rao, 1995). The most

important is that the arbitrariness of the initial conditions in the Cauchy problem

allows one to split the determining equations. It is worth to note that the particular

class of solutions of the original integro-differential equation may allow us to find

the general solutions of the determining equations.

In order to find solutions of the determining equation (3.3) one can expand

coordinates of the group generator into formal power series and equate coeffi-

cients of various powers. This approach for studying group properties of integro-

differential equations was proposed in (Grigoriev and Meleshko, 1986; 1987) and

later was applied in (Grigoriev and Meleshko, 1995; 1998; Meleshko, 2005; Grig-

oriev et al., 2010; Suriyawichitseranee, Grigoriev and Meleshko, 2015).

3.4 Scaling Group

One particular approach for finding exact solutions of integro-differential

equation is related with a scaling group. In this section, the definition of a scaling

group and its properties are provided (Ovsiannikov, 1978; Meleshko, 2005).

Let (x1, x2, · · · , xn) and (u1, u2, · · · , um) be the independent and dependent
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variables respectively, and a = (a1, · · · , ar). A transformation

ha : R
n+m → Rn+m

of the form

x̄i = xi

r∏
α=1

(aα)
λiα , i = 1, · · · , n, ūk = uk

r∏
α=1

(aα)
µkα , k = 1, · · · ,m

is called a scaling group Hr of transformations of the space Rn+m(x, u). The

variables aα (α = 1, · · · , r) are called its parameters. It is natural to require

rank


λ11 · · · λn1 µ1

1 · · · µm1

· · · · · · · · · · · · · · · · · ·

λ1r · · · λnr µ1
r · · · µmr

 = r.

Otherwise, introducing new scaling parameters, it is possible to reduce the number

r.

The infinitesimal operator of the scaling group Hr is defined by the linear

differential operator

ζj∂ =
n∑
i=1

λijxi
∂

∂xi
+

m∑
l=1

µljul
∂

∂ul
.

 

 

 

 

 

 

 

 



CHAPTER IV

EXACT SOLUTIONS OF HOMOGENEOUS

POPULATION BALANCE EQUATIONS

(1.1)-(1.3)

In this chapter, the homogeneous PBEs (1.1)-(1.3) are studied by using

the method of moments and Lie group method, and the exact solutions are also

presented.

4.1 Dimensional Analysis

For dimensional analysis, let us consider the following transformations

t̄ = t0t, L̄ = L0L, f̄ = f0f,
c̄− csat
csat

= c̃c, (4.1)

where t0, L0, f0 and c̃ are positive real numbers. Applying the transformations

(4.1) to equations (1.1)-(1.3), one obtains the following equations

Ḡ(csat(1 + c̃c)) = kg c̃
gcg, B̄0(csat(1 + c̃c)) = kbc̃

bcb,

∂f

∂t
+
t0kg c̃

g

L0

cg
∂f

∂L
= 0,

∂c

∂t
= −3ρc̄kvf0L

3
0t0kg c̃

g

csatc̃
cg
∫ ∞

0

fL2 dL.

Letting that

L0 = t0kg c̃
g, f0 =

csat
3ρc̄kvt40k

4
g c̃

4g−1
,

and denoting

G(c) = kg c̃
gcg, B0(c) = kbc̃

bcb, (4.2)
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equations (1.2) and (1.3) become

∂f

∂t
+ cg

∂f

∂L
= 0, (4.3)

∂c

∂t
= −cg

∫ ∞

0

fL2 dL. (4.4)

4.2 Search for Solutions of the Form f = f(L, t), c = c(t)

4.2.1 The Methods of Moments

The moments for equations (4.3) and (4.4) are defined as

Mm =

∫ ∞

0

Lmf(L, t) dL, m = 0, 1, 2, · · · .

Multiplying (4.3) with Lm and integrating it with respect to L, one obtains a

system of ordinary differential equations for the moments. Since the population

density must vanish for (arbitrarily large sizes) infinite sized particles (Ramkrishna,

2000), and because of equation (4.2), we have for m = 0

dM0

dt
= cgf(0, t) = cg

B0(c)

G(c)
= kcb, (4.5)

where k = kbc̃
b

kg c̃g
> 0. For m = 1, 2 integration by parts leads to the equations

dMm

dt
= mcgMm−1, m = 1, 2.

Thus we derive the Cauchy problem which consists of the equations

dM0

dt
= kcb,

dM1

dt
= cgM0,

dM2

dt
= 2cgM1,

dc

dt
= −cgM2, (4.6)

and the initial conditions

c(L, 0) = c0, M0(0) =

∫ ∞

0

f(L, 0) dL, (4.7)

M1(0) =

∫ ∞

0

f(L, 0)LdL, M2(0) =

∫ ∞

0

f(L, 0)L2 dL. (4.8)

Assume that M2 6= 0, we derive from equations (4.6) the relations

dM0

dc
= −kc

b−g

M2

,
dM1

dc
= −M0

M2

,
dM2

dc
= −2

M1

M2

. (4.9)
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4.2.2 Admitted Scaling Group

According to the algorithm (Meleshko, 2005; Grigoriev et al., 2010), a scal-

ing group H1 is defined by

M0 = M̃0e
k0a, M1 = M̃1e

k1a, M2 = M̃2e
k2a, c = c̃ekca,

where a is a group parameter. Under this change, equations (4.9) become

dM̃0

dc̃
= −k c̃

b−g

M̃2

e(kc(b−g)−k2−k0+kc)a,
dM̃1

dc̃
= −M̃0

M̃2

e(k0−k2−k1+kc)a,

dM̃2

dc̃
= −2

M̃1

M̃2

e(k1−2k2+kc)a.

An admitted scaling group requires that the manifold, assigned by equations

(4.9), is invariant. This condition leads to the equations

k0 =
1

4
(3(b− g) + 1)kc, k1 =

1

2
(b− g + 1)kc, k2 =

1

4
(b− g + 3)kc. (4.10)

The infinitesimal generator of the group H1 is

X = 4c
∂

∂c
+ (3(b− g) + 1)M0

∂

∂M0

+ 2(b− g + 1)M1
∂

∂M1

+ (b− g + 3)M2
∂

∂M2

.

A solution invariant with respect to the scaling group H1 has the representation

M0 = αc
k0
kc , M1 = βc

k1
kc , M2 = γc

k2
kc , (4.11)

where the coefficients k0, k1, k2 and kc are related by (4.10). By virtue of the initial

conditions (4.7) and (4.8) we also have

αc
k0
kc
0 =M0(0), βc

k1
kc
0 =M1(0), γc

k2
kc
0 =M2(0). (4.12)

For finding dependence on time t of the moments we have to solve the last

equation of (4.6), which becomes

c−
1
4
(b+3g+3)dc = −γdt. (4.13)
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Notice that since Mi ≥ 0 (i = 0, 1, 2), it is required that α ≥ 0, β ≥ 0 and γ ≥ 0.

Substituting (4.11) into equations (4.9), and using the conditions α ≥ 0, β ≥ 0 and

γ ≥ 0, we find that

α = p3(g − b− 1)(g − b− 3)
√
2, β = p2(g − b− 3), γ = 2p

√
2,

and

g − b− 3 > 0,

where

p = 4

√
k

(g − b− 1)(g − b− 3) (3(g − b)− 1)
.

Integration of equation (4.13) depends on the value of b+ 3(g + 1).

Assume that b+ 3g 6= 1, the solution of equation (4.13) is

c(t) = (µγt+ c−µ0 )−
1
µ ,

where µ = 1
4
(b+ 3g − 1). The general solution of equation (4.3) is

f(L, t) = F (ϕ(L, t)),

where F is an arbitrary positive function of a single independent variable, and

ϕ(L, t) is a first integral of equation (4.3)

ϕ(L, t) = L− 1

γ(µ− g)
(µγt+ c−µ0 )1−

g
µ .

In particular, for t = 0 one derives that

f(L, 0) = F

(
L− 4

γ(b− g − 1)
c

g−b+1
4

0

)
.

Since the function f(L, 0) has to satisfy the conditions in (4.12), the function F

has to satisfy the relations

αc
k0
kc
0 =

∫ ∞

0

F

(
L− 4

γ(b− g − 1)
c

g−b+1
4

0

)
dL,

βc
k1
kc
0 =

∫ ∞

0

F

(
L− 4

γ(b− g − 1)
c

g−b+1
4

0

)
LdL,

γc
k2
kc
0 =

∫ ∞

0

F

(
L− 4

γ(b− g − 1)
c

g−b+1
4

0

)
L2 dL.
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Letting b+ 3g = 1, equations (4.13) becomes

dc

c
= −γdt. (4.14)

Because the general solution of (4.14) is

c(t) = c0e
−γt,

the first integral of equation (4.3) is L +
cg0
γg
e−γgt = C, where C is constant. Thus

the general solution of equation (4.3) is

f(L, t) = F

(
L+

cg0
γg
e−γgt

)
,

where F is an arbitrary positive function of a single variable. By virtue of the

initial conditions (4.12), this function has to satisfy the conditions

αc
k0
kc
0 =

∫ ∞

0

F

(
L+

cg0
γg

)
dL, βc

k1
kc
0 =

∫ ∞

0

F

(
L+

cg0
γg

)
LdL,

γc
k2
kc
0 =

∫ ∞

0

F

(
L+

cg0
γg

)
L2 dL.

Remark 1: The solutions presented above are exact solutions of equa-

tions (4.3) and (4.4). In real industrial applications using the PBE, the kinetic

parameters b and g are assumed to satisfy the following inequalities

0 ≤ b ≤ 6, 1 ≤ g ≤ 2.

For such b and g the found solutions contradict the requirements that α ≥ 0, β ≥ 0

and γ ≥ 0.

4.3 Application of Scaling Group

Since the application of the group analysis method to integro-differential

equations is complicated, usually a particular class of transformations is considered.
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In this section we apply a scaling group of transformations for constructing exact

solutions of equations (4.3) and (4.4).

First of all we note that in the previous sections we considered the case where

it is assumed that cL = 0. This property is usually considered in formulation of a

model, whereas equation (4.4) only requires that

∂

∂L
(c−gct) = 0.

Notice that the first prolongation of the generator (Ovsiannikov, 1978)

X = k1L
∂

∂L
+ k2t

∂

∂t
+ k3f

∂

∂f
+ k4c

∂

∂c

is

X
1
= X + (k4 − k1)cL

∂

∂cL
+ (k4 − k2)ct

∂

∂ct
.

Applying X
1

to the derivative cL, one obtains X
1
cL = (k4−k1)cL. According to the

definition of the invariance of the value cL, one has X
1
cL = 0, which leads to the

condition (k4 − k1)cL = 0, which means that either k4 − k1 = 0 or one assumes

that cL = 0.

A one-parameter scaling group H1 of transformations of the space

R2+2(L, t, f, c) is defined as follows

L̄ = Laλ1 , t̄ = taλ2 , f̄ = faµ1 , c̄ = caµ2 ,

where a > 0 is a group parameter*. The infinitesimal operator of the group H1 is

X = λ1L
∂

∂L
+ λ2t

∂

∂t
+ µ1f

∂

∂f
+ µ2c

∂

∂c
.

Since equation (4.3) is a partial differential equation, application of the classical

group analysis method gives that equation (4.3) is invariant with respect to the

scaling group H1 if

µ2 =
1

g
(λ1 − λ2).

*For a Lie group one assumes that a = eb, where b is a Lie group parameter.
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For obtaining conditions of invariance of equation (4.4), it is recalled here

how a solution is transformed under the scaling group H1

f̄(L̄, t̄) = aµ1f(a−λ1L̄, a−λ2 t̄), c̄(L̄, t̄) = aµ2c(a−λ1L̄, a−λ2 t̄).

This leads to the equation

∂c̄

∂t̄
+ c̄g

∫ ∞

0

f̄ L̄2 dL̄ = aµ2−λ2ct + cgagµ2+µ1+3λ1

∫ ∞

0

fL2 dL

= cg(agµ2+µ1+3λ1 − aµ2−λ2)

∫ ∞

0

fL2 dL = 0,

where we used the property that c(L, t) is a solution of equation (4.4). The latter

equation gives

(1− g)µ2 − µ1 = 3λ1 + λ2.

Looking for invariants of the admitted scaling group in the form

Jk(L, t, f, c) = Lθ
k
1 tθ

k
2fσ

k
1 cσ

k
2 , k = 1, 2, 3,

we derive

λ1θ
k
1 + λ2θ

k
2 + ((

1

g
− 4)λ1 −

1

g
λ2)σ

k
1 +

1

g
(λ1 − λ2)σ

k
2 = 0, k = 1, 2, 3.

Further study of invariants depends on the values of λ1 and λ2.

4.3.1 Case λ1 = 0, λ2 6= 0

In this case the invariants can be chosen as follows

J1 = L, J2 = t
1
g f, J3 = t

1
g c

and an invariant solution has the representation

f(L, t) = t−
1
gφ1(L), c(L, t) = t−

1
gφ2(L).
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Substituting the representation of the invariant solution into equations (4.3) and

(4.4), we have

φg2φ
′
1 −

1

g
φ1 = 0,

∫ ∞

0

φ1L
2 dL− 1

g
φ1−g
2 = 0. (4.15)

If one assumes that g 6= 1, then from the second equation of (4.15) one has

that φ2 is constant, say C2. The general solution of the first equation of (4.15) is

φ1(L) = C1e
1

gC
g
2
L
,

where C1 > 0 is constant. This leads to a divergent integral in the second equation

of (4.15). Hence one has to assume that g = 1. For g = 1 the function φ1 is an

arbitrary function satisfying the second condition of (4.15). The function φ2 is

defined by the first equation of (4.15), i.e.,∫ ∞

0

φ1L
2 dL = 1, φ2 =

φ1

φ′
1

.

4.3.2 Case λ1 6= 0, λ2 6= 0

Assuming that λ2 6= 0, one can choose the following invariants of the ad-

mitted scaling group

J1 = tαL, J2 = t
1
g
+( 1

g
−4)αf, J3 = t

1
g
(1+α)c,

where α = −λ1
λ2

6= 0. A representation of self-similar solutions is

f(L, t) = t(4−
1
g
)α− 1

gφ1(x), c(L, t) = t−
1
g
(1+α)φ2(x), (4.16)

where x = tαL, φ1 and φ2 are nonnegative continuously differentiable functions.

Substituting the representation of the invariant solutions into equations (4.3) and

(4.4), one derives

βφ1 + φ′
1(αx+ φg2) = 0, (4.17)

γφ2(x) + αxφ′
2 + φg2

∫ ∞

0

x2φ1(x) dx = 0, (4.18)
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where

β = (4− 1

g
)α− 1

g
, γ = −1

g
(1 + α).

4.3.3 Solutions with cL = 0

The condition cL = 0 implies that φ2(x) = C2 > 0, where C2 is constant.

The general solution of equation (4.17) is

φ1(x) = C1|αx+ Cg
2 |−

β
α ,

where C1 > 0 is also constant. Equation (4.18) is rewritten as∫ ∞

0

x2|αx+ Cg
2 |−n dx = − γ

C1C
g−1
2

, (4.19)

where n = β
α
. For convergence of the integral in (4.19) one has to require that

α > 0, n− 2 > 1, which leads to the condition

g > 1 +
1

α
.

Because of this condition equation (4.19) becomes

6C1C
g(4−n)−1
2 = −γα3(n− 1)(n− 2)(n− 3). (4.20)

Finally, the invariant solution is

f(L, t) = C1t
β(αtαL+ Cg

2 )
−n, c(t) = C2t

− 1
g
(1+α),

where α > 1
g−1

, and the constants C1 > 0, C2 > 0 are related by the condition

(4.20).

4.3.4 Solutions without the Assumption that cL = 0

For cL 6= 0 one has to assume that φ′
2(x) 6= 0. Denoting

0 < I =

∫ ∞

0

x2φ1(x) dx <∞,
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the general solution of equation (4.18) for g 6= 1 is given by the formula

φ2(x) =

(
Cγ

xm − CI

) 1
g−1

, (4.21)

where γ = −1
g
(1 +α), m = γ(g−1)

α
and C is a constant of the integration such that

Cγ
xm−CI > 0 for any x > 0. Substituting (4.21) into (4.17), one obtains

φ1(x) = eψ(x), ψ(x) = −
∫

β(xm − CI)n

αx(xm − CI)n + (Cγ)n
dx,

where n = g
g−1

. Thus, we obtained the following invariant solution of equations

(4.3) and (4.4)

f(L, t) = t(4−
1
g
)α− 1

g eψ(t
αL), c(L, t) = tγ

(
Cγ

tαmLm − CI

) 1
g−1

,

where the constant I is found from the equation

0 < I =

∫ ∞

0

x2e−
∫ β(xm−CI)n

αx(xm−CI)n+(Cγ)n
dx dx <∞.

Similarly, we can obtain an invariant solution where g = 1. In this case for

α 6= 0, the general solution of equations (4.17), (4.18) is

φ1(x) = C1 | αx
I+γ+α

α + C2 |−
β

I+γ+α , φ2(x) = C2x
− I+γ

α , (4.22)

where C2 > 0 and C1 > 0 are constant. Substituting (4.22) into (4.16) respectively,

one finds the invariant solutions of equations (4.3) and (4.4)

f(L, t) = C1t
β | αtI+γ+αL

I+γ+α
α + C2 |−

β
I+γ+α , c(L, t) = C2t

−IL− I+γ
α ,

where as in the previous case the constant I has to be found from the nonlinear

functional equation

Φ(I) = I − C1

∫ ∞

0

x2 | αx
I+γ+α

α + C2 |−
β

I+γ+α dx = 0,

βφ1 + φ′
1(αx+ φ2) = 0, γφ2(x) + αxφ′

2 + φ2

∫ ∞

0

x2φ1(x) dx = 0,
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where β = 3α− 1, γ = −(1 + α).

Remark 2: One can notice that releasing the physical condition that

φ2(x) > 0, one can obtain many exact solutions of equations (4.3) and (4.4) of the

form (4.16) in the case g = 1 and α = 0. In fact, in this case β = γ = −1, and

equations (4.17) and (4.18) become

φ′
1φ2 − φ1 = 0,

∫ ∞

0

x2φ1(x) dx = 1. (4.23)

Choosing the function φ1(x) such that φ′
1 6= 0 and the integral

∫∞
0
x2φ1(x) dx = 1,

the function φ2 becomes φ2 =
φ1
φ′1

. In particular,

φ1(x) =
p3

2
e−px, φ2(x) = −1

p

is a solution of equations (4.23), where p is constant.

4.4 Admitted Lie Group of Equations (4.3) and (4.4)

In this section the recently developed group analysis for finding admitted

Lie groups of integro-differential equations is applied (Meleshko, 2005; Grigoriev

et al., 2010). Since we consider solutions where c = c(t), equations (4.3) and (4.4)

are supplemented by the auxiliary equation

cL = 0. (4.24)

Let a one-parameter Lie group of transformations admitted by equations

(4.3), (4.4) and (4.24) have the infinitesimal generator

X = ξL
∂

∂L
+ ξt

∂

∂t
+ ηf

∂

∂f
+ ηc

∂

∂c
.

According to the algorithm (Meleshko, 2005; Grigoriev et al., 2010), the determin-

ing equations for (4.3), (4.4) and (4.24) are

(Dtη̄
f + gcg−1η̄cfL + cgDLη̄

f ) |(S)= 0, (4.25)
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(DLη̄
c) |(S)= 0, (4.26)(

Dtη̄
c + gcg−1η̄c

∫ ∞

0

fL2 dL+ cg
∫ ∞

0

L2η̄f dL

) ∣∣∣
(S)

= 0, (4.27)

where

η̄f = ηf − ξLfL − ξtft, η̄c = ηc − ξtct,

DL and Dt are the total derivatives with respect to the independent variables L

and t, respectively. The subscript |(S) means that the expression is satisfied for any

solution of system (4.3), (4.4) and (4.24). In particular, this allows us to derive

ft = −cgfL, ftL = −cgfLL, ftt = −gcg−1ctfL + c2gfLL, (4.28)

ctt = gc2g−1

(∫ ∞

0

L2f(L, t) dL

)2

− 2c2g
∫ ∞

0

Lf(L, t) dL. (4.29)

In deriving equation (4.29) we used integration by parts and the property that

population density must vanish for infinite sized particles. Notice also that

f(t, L) = 0, c(t) = c0 (4.30)

is a solution of equations (4.3) and (4.4).

In the case of partial differential equations, their determining equations are

usually split with respect to parametric derivatives. The set of parametric deriva-

tives is defined on the base of the arbitrariness of initial data of a Cauchy problem

having a solution. The complete set of solutions of the determining equations

(4.25), (4.26) and (4.27) is also sought under the assumption that there exists a

solution of the Cauchy problem

f(t0, L) = f0(L), c(t0) = c0

for arbitrary constant c0 and sufficiently smooth function f0(L). This assumption

allows us to consider fL and ct as parametric variables in the determining equations

(4.25), (4.26) and (4.27). In fact, let us take the form of f0(L) as follows

f0(L) = e−L(a0 + a1L), (4.31)
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where a0 and a1 are arbitrary constants. Using equations (4.4) and (4.31), we find

that

fL(t0, L) = e−L(a1 − a0 − a1L), ct(t0) = −cg0(2a0 + 6a1).

By virtue of the arbitrariness of the constants a0 and a1, and since the Jacobian

is given by
∂(fL, ct)

∂(a0, a1)

∣∣∣∣
t=t0

= 2cg0(4− L)e−L,

we can consider fL(t0, L) and ct(t0) as parametrical variables. This allows us to

split the determining equations (4.25), (4.26) and (4.27) with respect to fL and ct.

Consider equation (4.26). It can be rewritten as follows

ηcL + ηcffL − (ξtL + ξtffL)ct = 0,

splitting this equation with respect to fL and ct, one obtains

ηcL = 0, ηcf = 0, ξtL = 0, ξtf = 0. (4.32)

Substituting (4.28) into (4.25), one has

fL(c
gξtt + gcg−1ηc − ξLt − ξLLc

g) + fLct(ξ
t
cc
g − ξLc ) + ηfc ct + ηft + cgηfL = 0.

Splitting this equation with respect to fL and ct, we get

ξLc = cgξtc, (4.33)

ξLt + ξLLc
g = cgξtt + gcg−1ηc, (4.34)

ηfc = 0, ηft + cgηfL = 0. (4.35)

The general solution of equations (4.32) and (4.35) is

ηf = ηf (f), ηc = ηc(t, c), ξt = ξt(t, c). (4.36)
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Substituting them into equation (4.27) and simplifying, one has

ηct + (ξLt + ξLLc
g − cgηcc)

∫ ∞

0

fL2 dL− c2gξtc(

∫ ∞

0

fL2 dL)2

+2c2gξt
∫ ∞

0

fL dL+ cg
∫ ∞

0

L2ηf (f) dL+ cg
∫ ∞

0

L2(ξtcg − ξL)fL dL = 0. (4.37)

Using (4.32), the property that the population density must vanish for infinite sized

particles (Ramkrishna, 2000), and applying integration by parts, the last term in

equation (4.37) can be represented in the form

cg
∫ ∞

0

L2(ξtcg − ξL)fL dL

= −2c2gξt
∫ ∞

0

fL dL+ 2cg
∫ ∞

0

fLξL dL+ cg
∫ ∞

0

fL2ξLL dL.

Hence, equation (4.37) becomes

ηct + (ξLt + ξLLc
g − cgηcc)

∫ ∞

0

fL2 dL− c2gξtc(

∫ ∞

0

fL2 dL)2

+cg
∫ ∞

0

L2ηf (f) dL+ 2cg
∫ ∞

0

fLξL dL+ cg
∫ ∞

0

fL2ξLL dL = 0. (4.38)

The determining equations have to be satisfied for any solution of equations

(4.3) and (4.4), in particular, for the solution (4.30). Substituting (4.30) into (4.38),

we derive

ηct + ηf (0)cg
∫ ∞

0

L2 dL = 0. (4.39)

Because of the divergence of the integral
∫∞
0
L2 dL = ∞ in (4.39), we conclude

that

ηf (0) = 0, ηct = 0,

which by virtue of (4.32) gives that

ηc = ηc(c). (4.40)

Using equations (4.33), (4.34), (4.36) and (4.40), we derive that

ξL = C1L+ µ(f) + h(t, c),
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where C1 is constant, µ and h are arbitrary continuously differentiable functions

and

hc = cgξtc.

Equation (4.38) becomes

(ηcc − ξtt − gc−1ηc)ct − ξtcc
2
t − 3C1ct + 2cgh

∫ ∞

0

fL dL

+cg
∫ ∞

0

L2ηf (f) dL+ 2cg
∫ ∞

0

fLµ(f) dL = 0. (4.41)

For further steps in solving the determining equation (4.41) we assume that

the functions µ and ηf are represented by Taylor series

µ =
∞∑
k=0

qkf
k, ηf =

∞∑
k=1

pkf
k.

The coefficients of these series can be found using a particular class of solutions

(Meleshko, 2005; Grigoriev et al., 2010) of (4.3) and (4.4). Consider the class of

solutions which is defined by the initial conditions

f(t0, L) = ae−bL, c(t0) = c0, a > 0, b > 0,

at a given but arbitrary time t = t0. Hence, by virtue of (4.4) we obtain

ct(t0) = −2cg0b
−3a.

Notice also that∫ ∞

0

Le−(k+1)bL dL =
b−2

(k + 1)2
,

∫ ∞

0

L2e−kbL dL =
2b−3

k3
.

Considering the determining equation (4.41) at the time t = t0, we have

b3

(
ξtt(t0, c0) + gc−1

0 ηc(c0)− ηcc(c0) + 3C1 +
∞∑
k=1

pka
k−1

k3

)

+b4

(
h(t0, c0) +

∞∑
k=0

qka
k

(k + 1)2

)
− 2ξtc(t0, c0)c

g
0a = 0. (4.42)
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Using the arbitrariness of the value b, the equation (4.42) can be split into a series

of equations by equating to zero the coefficients with b:

ξtt(t0, c0) + gc−1
0 ηc(c0)− ηcc(c0) + 3C1 +

∞∑
k=1

pka
k−1

k3
= 0,

ξtc(t0, c0) = 0, h(t0, c0) +
∞∑
k=0

qka
k

(k + 1)2
= 0.

Because of the arbitrariness of the value a, the latter equations give

h(t0, c0) = −q0, qk = 0, (k = 1, 2, . . .).

p1 = ηcc(c0)− ξtt(t0, c0)− gc−1
0 ηc(c0)− 3C1, pk = 0, (k = 2, 3, . . .).

Thus, we obtain

h+ µ = 0, ξtc = 0,

and

ξL = C1L, ηf = p1f.

Substituting ξL into (4.34), and using the property that ηc = ηc(c), we derive that

ξt = C2t+ C3, ηc =
1

g
(C1 − C2)c, p1 =

1

g
((1− 4g)C1 − C2) ,

where C2 and C3 are arbitrary constants.

Therefore, the infinitesimal generators admitted by equations (4.3) and (4.4)

form the three-dimensional Lie algebra L3 spanned by the generators

X1 = L
∂

∂L
+ (

1

g
− 4)f

∂

∂f
+

1

g
c
∂

∂c
, X2 = t

∂

∂t
− 1

g
f
∂

∂f
− 1

g
c
∂

∂c
, X3 =

∂

∂t
. (4.43)

The transformations of solutions corresponding to these generators are

X1 : c̄(t̄) = c(t̄)e
1
g
a, f̄(L̄, t̄) = f(e−aL̄, t̄)e(

1
g
−4)a,

X2 : c̄(t̄) = c(t̄e−a)e−
1
g
a, f̄(L̄, t̄) = f(L̄, t̄e−a)e−

1
g
a,

X3 : c̄(t̄) = c(t̄− a), f̄(L̄, t̄) = f(L̄, t̄− a).

Notice that since the Lie group is admitted, these transformations map any solution

of equations (4.3) and (4.4) into a solution.
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Table 4.1 Commutators of Lie algebra L3 = {X1, X2, X3} for generator (4.43).

X1 X2 X3

X1 0 0 0

X2 0 0 −X3

X3 0 X3 0

4.5 Classification of Subalgebras of Lie Algebra

For constructing all invariant solutions related with the Lie algebra L3 =

{X1, X2, X3} one needs to have an optimal system of subalgebras. Applying Table

4.1 of commutators one obtains the following inner automorphisms,

A1 : x̂3 = x3ea1 ; A2 : x̂3 = x3 − x2a2,

where only the transformed coordinates are presented. The optimal system of

subalgebras of the Lie algebra L3 consists of the subalgebra

{X1, X2, X3}, {X1, X2}, {X1, X3}, {X2 + αX1, X3},

{X1 + βX2}, {X1 ±X3}, {X2}, {X3}.

4.6 Invariant Solutions of Equation (4.3) and (4.4)

The invariant solutions corresponding to the subalgebras

{X1 + βX2}, {X2}

are discussed in the previous section. For the subgroup corresponding to the sub-

algebras {X1, X2, X3} and {X1, X2} there is no invariant solution. The invariant

solution for subalgebra {X1, X3} is

c = C1L
1
g , f = C2L

1
g
−4,

 

 

 

 

 

 

 

 



45

where C1 ≥ 0, C2 ≥ 0, and C1C2 = 0. The invariant solution corresponding to the

subalgebra {X2 + αX1, X3} has the representation

c = C1L
α−1
gα , f = C2L

α−1
gα

−4,

where C1 ≥ 0, C2 ≥ 0, and C1C2 = 0.

The invariant solutions with respect to the subgroup with the generator X3

have the representation

c = 0, f = C; c = C, f = 0,

where C is constant.

Invariants of subgroup with the generator X1±X3 are lnL∓t, cL− 1
g , fL4− 1

g .

The representation of invariant solutions is

c = L
1
gφ(x), f = L

1
g
−4ϕ(x), x = lnL∓ t.

Substituting them into equations (4.3) and (4.4), one obtains the reduced equations

ϕ′(x)(φg(x)∓ 1) = 0,

∫ ∞

−∞
e(

1
g
−1)xϕ(x) dx∓ e(

1
g
−1)xφ−g(x)φ′(x) = 0.

 

 

 

 

 

 

 

 



CHAPTER V

A NOTE ON SMOLUCHOWSKI

COAGULATION EQUATION

The application of the Lie group method as developed for integro-differential

equations is complicated (see, e.g., Meleshko, 2005; Grigoriev et al., 2010), due

to the fact that solving the determining equations is difficult. Even more, the

way of solving determining equations depends on the integro-differential equations

studied. Conversely, for simplicity, the study of new integro-differential equations

is started by considering the self-similar solutions. In this chapter, an explicit

analytical solution of the Smoluchowski coagulation equation is presented by using

a scaling group.

5.1 Smoluchowski Coagulation Equation

The study of aggregation started from the work of Smoluchowski (1917),

who first defined the birth and death rates for a discrete system composed of in-

teracting monomers. This equation can be rewritten for a continuous system in

terms of the particle volume, i.e., assume that G = 0, equation (1.4) becomes

Smoluchowski coagulation equation which describes the time evolution of the size

distribution of particles coagulating by two-body collisions. This equation was

first applied to small, suspended particles which collide and coagulate by virtue of

their Brownian motion and has subsequently been applied to interacting polymers

and to other physical systems. Even much more important, it is widely used for
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modelling growth in many fields of science. Examples include planetesimal accu-

mulation, mergers in dense clusters of stars, coalescence of interstellar dust grains

and galaxy mergers in astrophysics, aerosol coalescence in atmospheric physics, col-

loids and polymerization and gelation (see, e.g., Smoluchowski, 1917; Schumann,

1940; Scott, 1968; Ramkrishna, 2000), and the references therein.

Assuming that G = 0 and K = k0, equation (1.4) can be reduced to

∂f(x, t)

∂t
=

1

2
k0x

∫ 1

0

f(x(1− s), t)f(xs, t) ds− k0f(x, t)

∫ ∞

0

f(x, t) dx. (5.1)

Simplification can be effected by introducing two new variables, a particular im-

plicit solution of equation (5.1) was given by Schumann (1940), i.e.,

f(x, t) =
N2

0

V (1 + pt)2
exp

(
− N0x

V (1 + pt)

)
.

The initial distribution corresponding to this solution is

f(x, 0) =
N2

0

V
exp

(
−N0x

V

)
,

where N0 is initial number of nuclear drops, p = 1
2
N0k0, V is volume of condensed

water per unit volume of space, i.e., the first moment V =
∫∞
0
xf(x, t) dx.

5.2 Admitted Scaling Group

According to the algorithm (Ovsiannikov, 1978; Meleshko, 2005), a scaling

groupH1 of transformations of the space R2+1(x, t, f) with one parameter admitted

by equation (5.1) can be defined as

x̄ = xaλ1 , t̄ = taλ2 , f̄ = faµ, (5.2)

where a is a parameter. The corresponding infinitesimal operator of the group H1

is provided by

X = λ1x
∂

∂x
+ λ2t

∂

∂t
+ µf

∂

∂f
. (5.3)
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The transformations (5.2) leave the manifold, assigned by equation (5.1)

invariant, one obtains

∂f̄(x̄, t̄)

∂t̄
=

1

2
k0x̄

∫ 1

0

f̄(x̄(1− s), t̄)f̄(x̄s, t̄) ds− k0f̄(x̄, t̄)

∫ ∞

0

f̄(x̄, t̄) dx̄. (5.4)

Substituting (5.2) into (5.4) and taking note of f(x, t) is solution of (5.1), one has

(aµ−λ2 − a2µ+λ1)
∂f(x, t)

∂t
= 0,

which shows that

µ = −λ2 − λ1,

substituting this into (5.3), the admitted operator is presented by

X = λ1x
∂

∂x
+ λ2t

∂

∂t
− (λ1 + λ2)f

∂

∂f
. (5.5)

5.3 An Explicit Analytic Solution of Equation (5.1) with

Kernel k0 = 2

Assuming that λ2 6= 0, and setting α = λ1
λ2

, by means of operator (5.5) one

obtains

X = αx
∂

∂x
+ t

∂

∂t
− (1 + α)f

∂

∂f
.

The invariants of this generator are xt−α, t1+αf . Thus, assume that the

self-similar solutions of (5.1) have the representation

f(x, t) = t−1−αϕ(z), z = xt−α, (5.6)

where the function ϕ satisfies the equation

αzϕ′(z) +
k0
2
z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds+

(
1 + α− k0

∫ ∞

0

ϕ(z) dz

)
ϕ(z) = 0. (5.7)
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In particular, let us take a kernel of physical interest, k0 = 2 and α = 1.

Then equation (5.7) becomes

zϕ′(z) + z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds+

(
2− 2

∫ ∞

0

ϕ(z) dz

)
ϕ(z) = 0. (5.8)

Since it is not difficult to check that ϕ(z) = e−z is a solution of equation (5.8),

hence, by means of (5.6) we derive that

f(x, t) = t−2e−xt
−1

is a physical solution of Smoluchowski coagulation equation (5.1) with k0 = 2.

Thus, the total number of clusters N(t) and total mass of clusters M(t) at time t

are presented by

N(t) =

∫ ∞

0

f(x, t) dx =
1

t
, M(t) =

∫ ∞

0

xf(x, t) dx = 1. (5.9)

By virtue of (5.9) it is easy to check that N(t) is a non-increasing function

with respect to time t. It is well-known that M(t) might not remain constant

throughout time evolution for some coagulation kernel K(x, y). However, in light

of (5.9) it is shown that M(t) still remains constant throughout time evolution

for the Smoluchowski coagulation equation with kernel k0 = 2. Thus, the first

moment, i.e., the total volume, is a constant. In addition, notice that

lim
x→∞

t−2e−xt
−1

= 0, lim
t→∞

t−2e−xt
−1

= 0, (5.10)

which shows that population density f(x, t) = t−2e−xt
−1 must vanish for (arbi-

trarily large sizes) infinite sized particles (Ramkrishna, 2000). Moreover, the sec-

ond identity of (5.10) shows that the population density f(x, t) = t−2e−xt
−1 is an

asymptotically stable solution of (5.1) with kernel k0 = 2.
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5.4 An Explicit Analytic Solution of Equation (5.1) with

Arbitrary Kernel k0

In this section, an explicit analytic solution of equation (5.1) with arbitrary

constant coagulation kernel k0 is presented. Note that f(x, t) = t−2e−xt
−1 is a

solution of Smoluchowski equation (5.1) with k0 = 2. The main idea, from this

point, assume that

f(x, t) = αt−2e−βxt
−1

is a solution of the Smoluchowski equation (5.1) with arbitrary kernel k0 again,

where α and β are positive constants. Hence, by simplification and calculation one

has

(αk0 − 2β)(2t− βx) = 0.

The latter equation leads to α = 2 β
k0
, β > 0. Therefore, an explicit analytic

solution of equation (5.1) with arbitrary constant coagulation kernel k0 is given by

f(x, t) = 2
β

k0
t−2e−βxt

−1

, β > 0.

The result just obtained is not a general solution, but is a particular solution

corresponding to the initial condition presented by

f(x, t0) = 2
β

k0
t−2
0 e−βxt

−1
0 , β > 0, t0 > 0.

The explicit analytic solutions are useful for testing numerical programs

and checking the accuracy of numerical solutions of PBEs. However, analytic

solutions of PBEs are seldom available, the challenging question thus arises what

explicit analytic solutions would be obtained for other initial conditions. This has

motivated us to develop specialized approaches for solving the PBEs.

 

 

 

 

 

 

 

 



CHAPTER VI

EXACT SOLUTIONS OF

NONHOMOGENEOUS POPULATION

BALANCE EQUATION (1.4)

In this chapter, exact solutions of equation (1.4) with constant growth

rate and kernels (1.9) are presented by using the developed Lie group method

(Meleshko, 2005; Grigoriev et al., 2010). Furthermore, the symmetry group of

equation (1.4) with constant growth rate and homogenous kernel (1.8) is also pro-

vided.

6.1 Dimensional Analysis

In order to study the dimensionless equation (1.4) by using the group anal-

ysis method, the technique of dimensional analysis will be used to deal with the

complicated constant coefficients of equation (1.4).

For dimensional analysis, let us consider the following transformations

x̄ = x0x, t̄ = t0t, f̄(x̄, t̄) = f0f(x, t), (6.1)

where x0, t0, f0 are positive real numbers.

In this section, equation (1.4) with G = G0 and kernels (1.9) is studied,

where G0 is constant. Notice that equation (1.4) can be rewritten as follows

∂f̄(x̄, t̄)

∂t̄
+G0

∂f̄(x̄, t̄)

∂x̄
=

1

2
x̄

∫ 1

0

K(x̄(1− s), x̄s)f̄(x̄(1− s), t̄)f̄(x̄s, t̄) ds

−f̄(x̄, t̄)
∫ ∞

0

K(x̄, ȳ)f̄(ȳ, t̄) dȳ. (6.2)
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6.1.1 Constant Kernel

For constant kernel K = k0, applying the transformations (6.1) to equation

(6.2), one obtains the following equation

∂f(x, t)

∂t
+
G0t0
x0

∂f(x, t)

∂x
=

1

2
k0f0t0x0x

∫ 1

0

f(x(1− s), t)f(xs, t) ds

−k0f0t0x0f(x, t)
∫ ∞

0

f(x, t) dx. (6.3)

If we set

x0 = G0t0, f0 =
1

k0G0t20
,

equation (6.3) can be written in the form

∂f(x, t)

∂t
+
∂f(x, t)

∂x
=

1

2
x

∫ 1

0

f(x(1− s), t)f(xs, t) ds

−f(x, t)
∫ ∞

0

f(x, t) dx. (6.4)

6.1.2 Sum Kernel

Similarly, for sum kernel K(x̄, ȳ) = k1(x̄+ ȳ), if one sets

x0 = G0t0, f0 =
1

k1G2
0t

3
0

,

equation (6.2) is written in the form

∂f(x, t)

∂t
+
∂f(x, t)

∂x
=

1

2
x2
∫ 1

0

f(x(1− s), t)f(xs, t) ds

−xf(x, t)
∫ ∞

0

f(x, t) dx− f(x, t)

∫ ∞

0

xf(x, t) dx. (6.5)

6.1.3 Product Kernel

In a similar way, for product kernel K(x̄, ȳ) = k2x̄ȳ, if one sets

x0 = G0t0, f0 =
1

k2G3
0t

4
0

,
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equation (6.2) is reduced to

∂f(x, t)

∂t
+
∂f(x, t)

∂x
=

1

2
x3
∫ 1

0

s(1− s)f(x(1− s), t)f(xs, t) ds

−xf(x, t)
∫ ∞

0

xf(x, t) dx. (6.6)

6.2 Admitted Lie Group

The classical group analysis cannot be applied to equations (6.4)-(6.6). One

needs to use the method developed for equations with non-local terms (Meleshko,

2005; Grigoriev et al., 2010) instead. A generator of the admitted Lie group is

sought in the form

X = ξx(x, t, f)
∂

∂x
+ ξt(x, t, f)

∂

∂t
+ ηf (x, t, f)

∂

∂f
.

According to the algorithm (Meleshko, 2005; Grigoriev et al., 2010), the

determining equation for equation (6.4) is given by(
Dtϕ+Dxϕ− x

∫ 1

0

ϕ(xs, t)f(x(1− s), t) ds

+ϕ

∫ ∞

0

f dx+ f

∫ ∞

0

ϕdx
)∣∣∣∣∣

(S)

= 0, (6.7)

where Dx, Dt denote the total derivatives with respect to the independent variables

x, t, respectively, the subscript |(S) means that the expression is satisfied for any

solution of equation (6.4), and the function ϕ(x, t) is presented by

ϕ(x, t) = ηf (x, t, f(x, t))− ξx(x, t, f(x, t))fx(x, t)− ξt(x, t, f(x, t))ft(x, t).

Differentiating equation (6.4) with respect to x and t, respectively, we notice

that ∫ 1

0

ft(x(1− s), t)f(xs, t) ds =

∫ 1

0

ft(xs, t)f(x(1− s), t) ds,∫ 1

0

(1− s)fx(x(1− s), t)f(xs, t) ds =

∫ 1

0

sfx(xs, t)f(x(1− s), t) ds,
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and thus we arrive at the following

ftx(x, t) + fxx(x, t) =
1

2

∫ 1

0

f(xs, t)f(x(1− s), t) ds

+x

∫ 1

0

sfx(xs, t)f(x(1− s), t) ds− fx(x, t)

∫ ∞

0

f(x, t) dx,

ftt(x, t) + fxt(x, t) = x

∫ 1

0

ft(xs, t)f(x(1− s), t) ds

−ft(x, t)
∫ ∞

0

f(x, t) dx− f(x, t)

∫ ∞

0

ft(x, t) dx.

The approach for constructing the general solution of the determining equa-

tion (6.7) is as follows. We analyze the determining equation on the subset of

solutions of equation (6.4) determined by the initial conditions

f(x, t0) = ae−bx, a > 0, b > 0, (6.8)

at the given (arbitrary) time t = t0, we consider the resulting equation at an

arbitrary initial time t0. Accordingly, the determining equation (6.7) is written in

terms of the following functions:

ξ̂x(x, t) = ξx(x, t, ae−bx), ξ̂t(x, t) = ξt(x, t, ae−bx), η̂f (x, t) = ηf (x, t, ae−bx),

ξ̂xt (x, t) = ξxt (x, t, ae
−bx), ξ̂xx(x, t) = ξxx(x, t, ae

−bx), ξ̂xf (x, t) = ξxf (x, t, ae
−bx), · · · .

For solving the determining equation (6.7), we use the solutions correspond-

ing to initial data (6.8) by varying the parameters a and b. It is worth noting that

the particular class of solutions allows us to find the general solution of the deter-

mining equation (6.7).

We proceed now to the calculations, it is assumed that the coefficients of

the infinitesimal generator X can be presented by the formal Taylor series with

respect to f :

ξx(x, t, f) =
∞∑
j=0

qj(x, t)f
j, ξt(x, t, f) =

∞∑
j=0

rj(x, t)f
j, ηf (x, t, f) =

∞∑
j=0

pj(x, t)f
j.
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Calculating the derivatives of function f(x, t) at the time t, one has

fx(x, t) = −abe−bx, fxx(x, t) = ab2e−bx,

ft(x, t) = abe−bx + (
1

2
x− b−1)a2e−bx, ftx(x, t) + fxx(x, t) = (

3

2
− 1

2
bx)a2e−bx,

ftt(x, t) + ftx(x, t) = (bx− 2)a2e−bx + (
1

4
x2 − 3

2
b−1x+

3

2
b−2)a3e−bx.

Then the determining equation (6.7) becomes

η̂fx + η̂ft + η̂ff (fx + ft)− fx(ξ̂
x
x + ξ̂xt )− ft(ξ̂

t
x + ξ̂tt)

−ξ̂xf (f 2
x + fxft)− ξ̂tf (f

2
t + fxft)− ξ̂t(ftx + ftt)− ξ̂x(fxt + fxx)

−x
∫ 1

0

ϕ̂(xs, t)f(x(1− s), t) ds+ ϕ̂

∫ ∞

0

f(x, t) dx+ f

∫ ∞

0

ϕ̂(x, t) dx = 0. (6.9)

For analyzing equation (6.9), we use representations of the functions pi, qi, ri in

the formal Taylor series:

pi(x, t) =
∞∑
j=0

pij(t)x
j, qi(x, t) =

∞∑
j=0

qij(t)x
j, ri(x, t) =

∞∑
j=0

rij(t)x
j. (6.10)

Using the arbitrariness of the value a and equating to zero the coefficients

with respect to ak(k = 0, 1, 2, 3, · · · ), the determining equation can be split into

a series of equations. In Section 6.7 it is shown that we ultimately arrive at the

following general solution of the determining equation (6.7)

ξx(x, t, f) = c1x, ξt(x, t, f) = c1t+ c2, ηf (x, t, f) = −2c1f.

It contains two arbitrary constants c1 and c2. Hence, the infinitesimal sym-

metries of equation (6.4) form the two-dimensional Lie algebra L2 spanned by the

following operators

X1 =
∂

∂t
, X2 = x

∂

∂x
+ t

∂

∂t
− 2f

∂

∂f
. (6.11)

In a similar way, one can find the infinitesimal symmetries of equations (6.5)

and (6.6). They are, respectively

X1 =
∂

∂t
, X2 = x

∂

∂x
+ t

∂

∂t
− 3f

∂

∂f
,
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X1 =
∂

∂t
, X2 = x

∂

∂x
+ t

∂

∂t
− 4f

∂

∂f
.

6.3 Invariant Solutions of Equations (6.4)-(6.6)

For constructing all invariant solutions related with the Lie algebra L2 =

{X1, X2} one needs to have an optimal system of subalgebras of Lie algebra L2.

The optimal system of Lie algebra L2 consists of the subalgebras

{X1, X2}, {X1}, {X2}. (6.12)

For subalgebra {X1, X2} there is only one invariant xnf(n = 2, 3, 4) corre-

sponding to equation (6.4)-(6.6), respectively. Notice that the invariant solution

for this subgroup is f(x, t) = cx−n(n = 2, 3, 4), where c is constant, and the integral

is divergent. Hence, an invariant solution can not be found for this subalgebra.

6.3.1 Invariant Solutions of Equation (6.4)

Invariants of the subgroup with the generator X1 are x, f . The representa-

tion of the invariant solutions is

f(x, t) = ϕ(x).

Substituting this into equation (6.4), one obtains the reduced equation

ϕ′(x)− 1

2
x

∫ 1

0

ϕ(x(1− s))ϕ(xs) ds+ ϕ(x)

∫ ∞

0

ϕ(x) dx = 0.

Invariants of the subgroup with the generator X2 are xt−1, t2f . The repre-

sentation of the invariant solutions is

f(x, t) = t−2ϕ(z), z = xt−1.

Substituting this into equation (6.4), one obtains the reduced equation

(1− z)ϕ′(z)− 2ϕ(z)− 1

2
z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds+ ϕ(z)

∫ ∞

0

ϕ(z) dz = 0.
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6.3.2 Invariant Solutions of Equation (6.5)

Invariants of the subgroup with the generator X1 are x, f . The representa-

tion of the invariant solutions is

f(x, t) = ϕ(x).

Substituting this into equation (6.5), one finds the reduced equation

ϕ′(x)− 1

2
x2
∫ 1

0

ϕ(x(1− s))ϕ(xs) ds

+xϕ(x)

∫ ∞

0

ϕ(x) dx+ ϕ(x)

∫ ∞

0

xϕ(x) dx = 0.

Invariants of the subgroup with the generator X2 are xt−1, t3f . The repre-

sentation of the invariant solutions is presented by

f(x, t) = t−3ϕ(z), z = xt−1.

Substituting this into equation (6.5), one finds the reduced equation

(1− z)ϕ′(z)− 3ϕ(z)− 1

2
z2
∫ 1

0

ϕ(z(1− s))ϕ(zs) ds

+zϕ(z)

∫ ∞

0

ϕ(z) dz + ϕ(z)

∫ ∞

0

zϕ(z) dz = 0.

6.3.3 Invariant Solutions of Equation (6.6)

Invariants of the subgroup with the generator X1 are x, f . The representa-

tion of the invariant solutions is

f(x, t) = ϕ(x).

Substituting this into equation (6.6), one obtains the reduced equation

ϕ′(x)− 1

2
x3
∫ 1

0

s(1− s)ϕ(x(1− s))ϕ(xs) ds+ xϕ(x)

∫ ∞

0

xϕ(x) dx = 0.
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Invariants of the subgroup with the generator X2 are xt−1, t4f . The repre-

sentation of the invariant solutions is given by

f(x, t) = t−4ϕ(z), z = xt−1.

Substituting this into equation (6.6), we derive the reduced equation

(1− z)ϕ′(z)− 4ϕ(z)− 1

2
z3
∫ 1

0

s(1− s)ϕ(z(1− s))ϕ(zs) ds

+zϕ(z)

∫ ∞

0

zϕ(z) dz = 0. (6.13)

6.4 Reduced Equation and Admitted Lie Group

6.4.1 Reduced Equation (1.5)

If Z = constant, equation (1.5) can be reduced to the form of equation (1.4),

where ȳ is a parameter. In fact, let us consider the invertible transformations

τ̄ = ȳ + (1− Z)t̄, ỹ = ȳ − Zt̄.

Then equation (1.5) becomes

∂g(x̄, ỹ, τ̄)

∂τ̄
+

∂

∂x̄
[Gg(x̄, ỹ, τ̄)] =

1

2

∫ x̄

0

K(x̄− z̄, z̄)g(x̄− z̄, ỹ, τ̄)g(z̄, ỹ, τ̄) dz̄

−g(x̄, ỹ, τ̄)
∫ ∞

0

K(x̄, z̄)g(z̄, ỹ, τ̄) dz̄,

where g(x̄, ỹ, τ̄) = f̄(x̄, Zτ̄ + (1− Z)ỹ, τ̄ − ỹ).

If G = 0, this equation becomes the classical Smoluchowski coagulation

equation. If G = G0, where G0 is constant, and with kernels (1.9), it will be

reduced to our previous studied case.
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6.4.2 Admitted Lie Group of Equation (6.2) with Homoge-

nous Kernel (1.8)

For the general homogenous kernel (1.8) and constant growth rate G, the

dimensionless equation (6.2) can be written in the form

∂f(x, t)

∂t
+
∂f(x, t)

∂x
=

1

2
x

∫ 1

0

K(x(1− s), xs)f(x(1− s), t)f(xs, t) ds

−f(x, t)
∫ ∞

0

K(x, y)f(y, t) dy. (6.14)

Equation (6.14) admits the following infinitesimal operators

X1 =
∂

∂t
, X2 = x

∂

∂x
+ t

∂

∂t
− (2 + γ)f

∂

∂f
. (6.15)

In fact, substituting the coefficients of operator X2 of (6.15) into the deter-

mining equation of (6.14), by calculation and simplification the remaining terms

are denoted by the following equation

γ

2
x

∫ 1

0

K(x(1− s), xs)f(x(1− s), t)f(xs, t) ds

−1

2
x2
∫ 1

0

(K(x(1− s), xs))′xf(x(1− s), t)f(xs, t) ds+ xf

∫ ∞

0

Kx(x, y)f(y, t) dy

−f
∫ ∞

0

yK(x, y)fx(y, t) dy − (1 + γ)f

∫ ∞

0

K(x, y)f(y, t) dy = 0. (6.16)

Note that since (1.8), i.e., K(x(1−s), xs) = xγK((1−s), s), or using (1.11),

one can verify that the first term is equal to the second term on the left-hand side

of (6.16). Hence, equation (6.16) is reduced to∫ ∞

0

xKx(x, y)f(y, t) dy −
∫ ∞

0

yK(x, y)fx(y, t) dy

−(1 + γ)

∫ ∞

0

K(x, y)f(y, t) dy = 0. (6.17)

Using identity (1.10), equation (6.17) can be rewritten as follows∫ ∞

0

yf(y, t)Ky(x, y) dy +

∫ ∞

0

yK(x, y)fx(y, t) dy +

∫ ∞

0

K(x, y)f(y, t) dy = 0.
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Using symmetric property of (1.7), the population density f must vanish for infinite

sized particles (Ramkrishna, 2000) and applying integration by parts to the second

term on the left-hand side of above equation, leads to the determining equation

(6.16) holds.

In a similar way, for arbitrary kernel (1.7) (condition (1.8) is unnecessary),

it is trivial to check that the coefficient of the first generator of (6.15) is a solution

of the determining equation of (6.14).

Hence, the group of point Lie transformations admitted by eqution (6.14)

with kernel (1.8) is specified by the set of infinitesimal operators (6.15).

6.5 Numerical Solutions

In this section, the homotopy perturbation method (He, 1999; 2000; 2003)

will be used to numerically solve the reduced integro-differential equation.

6.5.1 Verifying Accuracy of the Homotopy Perturbation

Method

First we need to verify the accuracy and efficiency of homotopy perturbation

technique. In particular, let us consider equation (1.4), assume that G = 0, K = 2,

we obtain Smoluchowski coagulation equation

∂f(x, t)

∂t
= x

∫ 1

0

f(x(1− s), t)f(xs, t) ds− 2f(x, t)

∫ ∞

0

f(x, t) dx, (6.18)

with the following initial condition

f(x, 1) = f0(x). (6.19)

Applying the scaling group (Meleshko, 2005; Grigoriev et al., 2010) to equa-
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tion (6.18), an explicit physical analytical solution was given in Chapter V, i.e.,

f(x, t) = t−2e−xt
−1

, f(x, 1) = e−x, t > 0, x ≥ 0. (6.20)

By virtue of equation (6.18), one can construct a homotopy (He, 1999; 2000;

2003) which satisfies

∂ψ

∂t
− ϕ0

∂t
+ p

ϕ0

∂t
− px

∫ 1

0

ψ(x(1− s))ψ(xs) ds+ 2pψ(x)

∫ ∞

0

ψ(x) dx = 0, (6.21)

where 0 ≤ p ≤ 1 is an embedding parameter, ϕ0 is an initial approximation which

satisfies the initial condition (6.19). Suppose the solution of equation (6.21) has

the form

ψ(x, t) =
∞∑
j=0

pjψj(x, t). (6.22)

Substituting (6.22) into (6.21) and equating terms with the identical powers

of pk (k = 0, 1, · · · ), and assume that the initial approximation is

ϕ0(x, 1) = e−x, x ≥ 0.

By calculation and collection we obtain

ψ0(x, t) = e−x,

ψ1(x, t) = (x− 2)(t− 1)e−x,

ψ2(x, t) =
1

2
(x2 − 6x+ 6)(t− 1)2e−x,

ψ3(x, t) =
1

6
(x3 − 12x2 + 36x− 24)(t− 1)3e−x,

ψ4(x, t) =
1

24
(x4 − 20x3 + 120x2 − 240x+ 120)(t− 1)4e−x,

ψ5(x, t) =
1

120
(x5 − 30x4 + 300x3 − 1200x2 + 1800x− 720)(t− 1)5e−x,

· · ·

and so on. Taking the domain Ω = [0, 50] × [1, 1.5] to carry out experiments,

we compare the exact solution (6.20) with the k-th order approximate solutions
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Table 6.1 Errors comparison of numerical solution to equation (6.18), h1 = h2 =

1
100

.

i ‖ f − f̃i ‖2 REi

1 7.8786 0.2081

2 3.9845 0.1052

3 2.0225 0.0534

4 1.0273 0.0271

5 0.5217 0.0138

f̃k(x, t)(k = 1, · · · , 5), i.e.,

f̃k(x, t) =
k∑
j=0

ψj(x, t), k = 1, · · · , 5.

Setting

‖ f − f̃k ‖22=
n∑
i=1

m∑
j=1

(
f(xi, tj)− f̃k(xi, tj)

)2
, k = 1, · · · , 5,

‖ f ‖22=
n∑
i=1

m∑
j=1

(f(xi, tj))
2, REk =

‖ f − f̃k ‖2
‖ f ‖2

, k = 1, · · · , 5,

where xi = (i− 1)h1, tj = 1 + (j − 1)h2, n = 50
h1

+ 1, m = 1
2h2

+ 1, and REk (k =

1, · · · , 5) denotes the relative errors. The numerical results are listed in Table 6.1.

It can be seen from Table 6.1 that the numerical results obtained show

high accuracy of the method as compared with the exact solution. The solution

obtained by this method is valid for not only nonlinear ordinary differential equa-

tions but also nonlinear partial differential equations (He, 1999). The method gives

convergent successive approximations and handles linear and nonlinear problems

in a similar manner (He, 2000; 2003).
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6.5.2 Numerical Solution of Equation (6.13)

In this subsection, the numerical analytical solution of equation (6.13) is

determined by the homotopy perturbation method, the corresponding figures are

also provided by using Matlab.

Let us consider equation (6.13) with the initial condition

ϕ(0) = a, a ≥ 0.

One can construct a homotopy (He, 1999; 2000; 2003) which satisfies

ψ′ − 4ψ + (p− 1)(ϕ′
0 − 4ϕ0)− pzψ′ − p

2
z3
∫ 1

0

s(1− s)ψ(z(1− s))ψ(zs) ds

+pzψ(z)

∫ ∞

0

zψ(z) dz = 0, (6.23)

where p ∈ [0, 1] is an embedding parameter, ϕ0 is an initial approximate solu-

tion which satisfies the initial condition. In addition, notice that the integral∫∞
0
zϕ0(z) dz needs to be convergent, hence we choose

ϕ0(z) = ae−z. (6.24)

Assume that solution of (6.23) has to be of the form

ψ(z) =
∞∑
j=0

pjψj(z). (6.25)

Substituting (6.24) and (6.25) into (6.23) and equating the terms with identical

powers of pk (k = 0, 1, · · · ), for each ψk(z) (k = 0, 1, · · · ), one obtains a corre-

sponding first-order linear ordinary differential equation. Solving these equations

using Matlab and taking into account the integral
∫∞
0
zψk(z) dz (k = 1, 2, · · · )

needing to be convergent, one sets integration constant equal to 0. By calculation

 

 

 

 

 

 

 

 



64

and collection one finds

ψ0(z) = ae−z,

ψ1(z) = − a

7500
e−z[125az3 + 75az2 − (1470a+ 1500)z − 294a+ 7200],

ψ2(z) =
a

11250000
e−z[1250a2z6 + 2625a2z5 − (71625a2 + 75000a)z4

− (94500a2 − 390000a)z3 + (384300a2 + 1170000a+ 450000)z2

+ (177120a2 − 3304800a− 2430000)z + 35424a2 − 660960a− 486000],

· · ·

and so on, other components can be obtained by using Matlab. A few terms

approximation to solution of equation (6.13) can be obtained by setting p = 1 in

(6.25); that is one can derive the k-th order approximate solution of equation (6.6)

as follows

f̃k(x, t) = t−4

k∑
j=0

ψj(xt
−1), k = 1, 2, · · · ,

notice that ψ0(0) = a, thus the initial condition is reduced to

k∑
j=1

ψj(0) = 0, k = 1, 2, · · · .

For simplicity we take k = 5, and notice the above initial condition and by

using Matlab to find an approximate positive real root a ≈ 16.948273. At last the

figures of f̃5 and xf̃5 are presented in Figure 6.1.

6.6 Preliminary Group Classification of Equation (6.4)

with Source

There are studies where the PBE is considered with a source term S(x, t, f)

Lf = S, (6.26)
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Figure 6.1 The left figure is f̃5, the right figure is xf̃5.

where

Lf =
∂f(x, t)

∂t
+
∂f(x, t)

∂x
− 1

2
x

∫ 1

0

f(x(1− s), t)f(xs, t) ds+ f(x, t)

∫ ∞

0

f(x, t) dx.

In particular, the authors of (Kumar and Ramkrishna, 1997) considered the

source function dependent on x. The source function means the rate of nucleation

particles of volume x.

6.6.1 Preliminary Group Classification

In this subsection the nonhomogeneous integro-differential equation (6.26)

is considered. Solving the determining equation corresponding to (6.26) where

S 6= 0 is a complicated task. However, for the case S = 0 the general solution of the

determining equation was found. This allows us to apply the method of preliminary

group classification (Akhatov, Gazizov, and Ibragimov, 1989) in equation (6.26)

by the result attained for S = 0.

The infinitesimal symmetries of Lf = 0 form the two-dimensional Lie al-
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gebra L2 = {X1, X2} spanned by operators (6.11). Assume that the admitted

generator of equation (6.26) is

X = c1X1 + c2X2.

The corresponding canonical Lie-Bäcklund operators are

X̄1 = −ft
∂

∂f
, X̄2 = −(2f + xfx + tft)

∂

∂f
,

prolonging and applying them to Lf , one obtains

X̃1(Lf) = −Dt(Lf), X̃2(Lf) = −3(Lf)− xDx(Lf)− tDt(Lf), (6.27)

where X̃i(i = 1, 2) are prolongation of X̄i(i = 1, 2), respectively. For deriving the

second equation of (6.27) one has to use integration by parts and the property that

population density must vanish for infinite sized particles (Ramkrishna, 2000), i.e.,∫ ∞

0

xfx(x, t) dx = −
∫ ∞

0

f(x, t) dx.

Hence, one obtains that

X̃(Lf) = −c1Dt(Lf)− c2(3(Lf) + xDx(Lf) + tDt(Lf))

and the determining equation

X̃(Lf − S)
∣∣∣
(6.26)

= 0

becomes

c2xSx + (c2t+ c1)St − 2c2fSf = −3c2S.

Using the known optimal system of subalgebras (6.12) of the Lie algebra L2

one classifies equation (6.26) with respect to the function S(x, t, f). The results of

the preliminary group classification are listed in Table 6.2.

Remark. In the particular case, where g = c is constant, the function

S = cx−3 approximates a nucleation rate of infinite sized particles.
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Table 6.2 Preliminary group classification for equation (6.26).

Subalgebra Function S

{X1} S = ψ(x, f)

{X2} S = t−3ψ(xt−1, ft2)

{X1, X2} S = x−3g(x2f)

6.6.2 Invariant Solutions

To find invariant solutions, one uses a subalgebra of the Lie algebra

{X1, X2}. Representations of invariant solutions are given in Subsection 6.3.1.

The reduced equations have the forms

ϕ′(x)− 1

2
x

∫ 1

0

ϕ(x(1− s))ϕ(xs) ds+ ϕ(x)

∫ ∞

0

ϕ(s) ds = ψ(x, ϕ(x)),

for f(x, t) = ϕ(x) and

(1− z)ϕ′(z)− 2ϕ(z)− 1

2
z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds+ ϕ(z)

∫ ∞

0

ϕ(s) ds = ψ(z, ϕ(z)),

for f(x, t) = t−2ϕ(z), z = xt−1.

In the case of S = x−3g(x2f), invariant solutions have the same forms as

above where function ψ has the form

ψ(z1, z2) = z−3
1 g(z21z2).

6.7 Solving the Determining Equation of (6.7)

If k = 0, then equation (6.9) yields

∂p0
∂x

+
∂p0
∂t

= 0.
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For k = 1, equation (6.9) becomes

(
∂p1
∂x

+
∂p1
∂t

− x

∫ 1

0

p0(xs, t) ds+

∫ ∞

0

p0(x, t) dx)be
−bx

+(
∂q0
∂x

+
∂q0
∂t

− ∂r0
∂x

− ∂r0
∂t

)b2e−bx + p0 = 0.

Splitting the latter equation with respect to b, one has

p0 = 0,
∂p1
∂x

+
∂p1
∂t

= 0,
∂q0
∂x

+
∂q0
∂t

− ∂r0
∂x

− ∂r0
∂t

= 0. (6.28)

If k = 2, then equation (6.9) reduces to the condition

(
∂p2
∂x

+
∂p2
∂t

)be−bx + (
∂q1
∂x

+
∂q1
∂t

− ∂r1
∂x

− ∂r1
∂t

)b2e−bx + (
∂r0
∂x

+
∂r0
∂t

)(1− 1

2
bx)

+
1

2
p1bx+ (r0 −

1

2
q0)(b− b2x)− x

∫ 1

0

[bp1(xs, t) + b2(q0(xs, t)− r0(xs, t))] ds

+

∫ ∞

0

[bp1(x, t)e
−bx + b2(q0(x, t)− r0(x, t))e

−bx] dx = 0. (6.29)

Applying (6.10) to the last integral in equation (6.29) it can be rewritten

(
∂p2
∂x

+
∂p2
∂t

)be−bx + (
∂q1
∂x

+
∂q1
∂t

− ∂r1
∂x

− ∂r1
∂t

)b2e−bx + (
∂r0
∂x

+
∂r0
∂t

)(1− 1

2
bx)

+
1

2
p1bx+ (r0 −

1

2
q0)(b− b2x)− x

∫ 1

0

[bp1(xs, t) + b2(q0(xs, t)− r0(xs, t))] ds

+(q00 − r00)b+ p10 + q01 − r01 +
∞∑
j=1

[p1j + (j + 1)(q0j+1 − r0j+1)]j!b
−j = 0. (6.30)

Equating the coefficients with respect to b0 and b−j(j ≥ 1) in (6.30) to zero,

we also used here the expansion of the exponent e−bx, one has

∂r0
∂x

+
∂r0
∂t

= r01 − p10 − q01, p1j = (j + 1)(r0j+1 − q0j+1), j ≥ 1. (6.31)

Hence, equation (6.30) is reduced to

(
∂p2
∂x

+
∂p2
∂t

)e−bx + (
∂q1
∂x

+
∂q1
∂t

− ∂r1
∂x

− ∂r1
∂t

)be−bx +
1

2
(p1 + p10 + q01 − r01)x

+(r0 −
1

2
q0)(1− bx) + q00 − r00 − x

∫ 1

0

[p1(xs, t) + b(q0(xs, t)− r0(xs, t))] ds = 0.
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Splitting this equation with respect to b, one obtains

∂p2
∂x

+
∂p2
∂t

= 0,
∂q1
∂x

+
∂q1
∂t

− ∂r1
∂x

− ∂r1
∂t

= 0, (6.32)

1

2
q0 − r0 =

∫ 1

0

(q0(xs, t)− r0(xs, t)) ds, (6.33)

1

2
(p1 + p10 + q01 − r01)x+ q00 − r00 + r0 −

1

2
q0 − x

∫ 1

0

p1(xs, t) ds = 0. (6.34)

Applying (6.10) to equation (6.33), one obtains

∞∑
j=0

1

j + 1
[(j − 1)q0j − 2jr0j]x

j = 0,

where equating the coefficients of xj(j = 0, 1, · · · ) to zero, one obtains

q00 = 0, r01 = 0, q0j =
2j

j − 1
r0j, j ≥ 2. (6.35)

Equation (6.35) and the second equation of (6.31) lead to

p1j = −(j + 2)(j + 1)

j
r0j+1, j ≥ 1. (6.36)

A similar analysis of equation (6.34) gives that

r02 =
1

2
q02, p1j =

2(j + 1)

j(j − 1)
r0j+1, j ≥ 2. (6.37)

By a summary the results obtained in (6.28)-(6.37), one has

p1 = −2c1, r0 = c1t+ c2, q0 = c1x, (6.38)

where c1 and c2 are constant.
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If k = 3 + n(n ≥ 1), then equation (6.9) becomes

(
∂pn+3

∂x
+
∂pn+3

∂t
)b2e−(n+2)bx + (

∂qn+2

∂x
+
∂qn+2

∂t
− ∂rn+2

∂x
− ∂rn+2

∂t
)b3e−(n+2)bx

+(
n+ 2

2
b2x− (n+ 1)b)pn+2e

−(n+1)bx + (b− 1

2
b2x)(

∂rn+1

∂x
+
∂rn+1

∂t
)e−(n+1)bx

+(
n+ 2

2
bx− n− 3

2
)b2qn+1e

−(n+1)bx + (n+ 2− n+ 3

2
bx)rn+1b

2e−(n+1)bx

+[(n+ 1)bx− n+ 1

4
b2x2 − (n+

1

2
)]rne

−nbx − x

∫ 1

0

[b2pn+2(xs, t)e
−(n+1)bxs

+rn(xs, t)e
−nbxs(b− 1

2
b2xs) + b3(qn+1(xs, t)− rn+1(xs, t))e

−(n+1)bxs] ds

+

∫ ∞

0

[b2pn+2(x, t)e
−(n+2)bx + (b− 1

2
b2x)rn(x, t)e

−(n+1)bx

+b3(qn+1(x, t)− rn+1(x, t))e
−(n+2)bx] dx = 0. (6.39)

Substituting (6.10) into the last integral of equation (6.39), one obtains

∞∑
i=0

(−x)i

i!

[
(
∂pn+3

∂x
+
∂pn+3

∂t
+ b(

∂qn+2

∂x
+
∂qn+2

∂t
− ∂rn+2

∂x
− ∂rn+2

∂t
))(n+ 2)ibi+2

+pn+2(
n+ 2

2
b2x− (n+ 1)b)(n+ 1)ibi + (

∂rn+1

∂x
+
∂rn+1

∂t
)(b− 1

2
b2x)(n+ 1)ibi

+qn+1(
n+ 2

2
bx− n− 3

2
)(n+ 1)ibi+2 + rn+1(n+ 2− n+ 3

2
bx)(n+ 1)ibi+2

+rn((n+ 1)bx− n+ 1

4
b2x2 − (n+

1

2
))nibi − x

∫ 1

0

(pn+2(xs, t)(n+ 1)isibi+2

+rn(xs, t)(b−
1

2
b2xs)nisibi + (qn+1(xs, t)− rn+1(xs, t))(n+ 1)isibi+3) ds

]
+

∞∑
i=0

[
i!p(n+2)i

(n+ 2)i+1bi−1
+
i!rni(2n− i+ 1)

2(n+ 1)i+2bi
+
i!(q(n+1)i − r(n+1)i)

(n+ 2)i+1bi−2

]
= 0. (6.40)

Equating the coefficients of b0 on the left-hand side of (6.40) to zero, one

has

rn(x, t) =
2

2n+ 1

[p(n+2)1(t)

(n+ 2)2
+
rn0(t)

n+ 1
− rn0(t)

2(n+ 1)2

+
2(q(n+1)2(t)− r(n+1)2(t))

(n+ 2)3

]
, n ≥ 1,

which means that

rn(x, t) = rn0(t), rni(t) = 0, i ≥ 1, n ≥ 1,

 

 

 

 

 

 

 

 



71

where

rn0 =
(n+ 1)2

n(n+ 2)3

(
p(n+2)1 +

2q(n+1)2

n+ 2

)
, n ≥ 1. (6.41)

Equating the coefficients of b and b−i(i ≥ 1) in (6.40) to zero, one has

pn+2 =
n(2n+ 3)

2(n+ 1)
rn0x+

r′(n+1)0

n+ 1
+

p(n+2)0

(n+ 1)(n+ 2)
+

q(n+1)1

(n+ 1)(n+ 2)2
,

q(n+1)i+1 = −n+ 2

i+ 1
p(n+2)i, i ≥ 2, n ≥ 1.

Thus, we have

p(n+2)0 =
1

(n+ 2)(n2 + 3n+ 1)
[(n+ 2)2r′(n+1)0 + q(n+1)1],

p(n+2)1 =
(2n+ 3)n

2(n+ 1)
rn0, p(n+2)i = 0, q(n+1)j = 0, i ≥ 2, j ≥ 3, n ≥ 1. (6.42)

Notice that (6.41) becomes

q(n+1)2 =
n(n+ 2)(2n2 + 4n+ 1)

4(n+ 1)
rn0, n ≥ 1. (6.43)

Equating the coefficients of b2 in (6.40) to zero, one has

n(n+ 2)(2n+ 3)(2n2 + 2n− 1)

2(n+ 1)
rn0x

2

−2[2p′(n+3)1 +
n+ 1

n2 + 3n+ 1
r′(n+1)0 −

(n+ 1)(2n2 + 7n+ 2)

n2 + 3n+ 1
q(n+1)1]x

−4p(n+3)1 − 4p′(n+3)0 +
2(2n2 + 7n+ 4)

n+ 2
q(n+1)0 −

4(n2 + 4n+ 3)

n+ 2
r(n+1)0 = 0.

Splitting with respect to x in the latter equation, and taking note of equations

(6.42) and (6.43), one obtains

rn = 0, pn+2 = 0, qn+1 = 0, n ≥ 1. (6.44)

If k = 3, using the second equation of (6.38) and (6.44), then equation (6.9)

becomes

[(bx− 1)p2 + (b2x− 3

2
b)q1]e

−bx − x

∫ 1

0

(bp2(xs, t) + b2q1(xs, t))e
−bxs ds

+

∫ ∞

0

(bp2(x, t) + b2q1(x, t))e
−2bx dx = 0. (6.45)
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Using (6.10), equation (6.45) is rewritten

∞∑
i=0

(−1)i

i!
xi[p2(bx− 1)bi + q1(b

2x− 3

2
b)bi +

1

2
q10b+

1

2
p20 +

1

4
q11

−x
∫ 1

0

(p2(xs, t) + q1(xs, t)b)b
i+1si ds] +

∞∑
i=1

i!

2i+1
(
i+ 1

2
q1i+1 + p2i)b

−i = 0. (6.46)

Equating the coefficients of b0 and b−i(i ≥ 1) on the left-hand side of (6.46)

to zero, one has

p2(x, t) =
1

2
p20(t) +

1

4
q11(t), q1i+1 = − 2

i+ 1
p2i, i ≥ 1, (6.47)

The first equation in (6.47) gives that

p2i = 0, i ≥ 1, p2 = p20 =
1

2
q11.

The second equation in (6.47) leads to

q1 = q10 + q11x.

Hence, equation (6.45) is reduced to

e−bx(b2q11x
2 + b2q10x−

1

2
bq10 + q11)−

1

2
bq10 − q11 = 0.

Splitting with respect to b in the latter equation leads to

p2 = 0, q1 = 0.

In summary, the general solution of the determining equation (6.7) is

ξx(x, t, f) = c1x, ξt(x, t, f) = c1t+ c2, ηf (x, t, f) = −2c1f.

 

 

 

 

 

 

 

 



CHAPTER VII

EXACT SOLUTIONS OF

NONHOMOGENEOUS POPULATION

BALANCE EQUATION (1.5)

In this chapter, exact solutions of nonhomogeneous PBE (1.5) with con-

stant growth rate and constant kernel are presented by using the developed group

analysis method (Meleshko, 2005; Grigoriev et al., 2010). Moreover, the symmetry

group of nonhomogeneous PBE (1.5) with constant growth rate and homogeneous

kernel (1.8) is also provided.

Assume that G = G0 is constant and K = k0, equation (1.5) with spatial

velocity function (1.6) can be rewritten as follows

∂f̄(x̄, ȳ, t̄)

∂t̄
+G0

∂f̄(x̄, ȳ, t̄)

∂x̄
+ z0x̄

p∂f̄(x̄, ȳ, t̄)

∂ȳ
=

1

2
k0x̄

∫ 1

0

f̄(x̄(1− s), ȳ, t̄)f̄(x̄s, ȳ, t̄) ds− k0f̄(x̄, ȳ, t̄)

∫ ∞

0

f̄(z̄, ȳ, t̄) dz̄. (7.1)

7.1 Dimensional Analysis

For dimensional analysis, let us consider the transformations

x̄ = x0x, ȳ = y0y, t̄ = t0t, f̄(x̄, ȳ, t̄) = f0f(x, y, t), (7.2)

where x0, y0, t0, f0 are positive real numbers.

In the following, the dimensionless equation (7.1) will be obtained by trans-

formations (7.2).
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7.1.1 Zero Growth Rate

In case where the growth rate G = 0, applying (7.2) to equation (7.1), one

has

∂f(x, y, t)

∂t
+
z0x

p
0t0
y0

xp
∂f(x, y, t)

∂y
=

1

2
k0f0t0x0x

∫ 1

0

f(x(1− s), y, t)f(xs, y, t) ds

−k0f0t0x0f(x, y, t)
∫ ∞

0

f(x, y, t) dx.

Letting

y0 = z0x
p
0t0, f0 =

1

k0x0t0
,

one obtains the equation in dimensionless form,

∂f(x, y, t)

∂t
+ xp

∂f(x, y, t)

∂y
=

1

2
x

∫ 1

0

f(x(1− s), y, t)f(xs, y, t) ds

−f(x, y, t)
∫ ∞

0

f(x, y, t) dx. (7.3)

7.1.2 Constant Growth Rate

In case where the growth rate G = G0 is constant, similarly, applying (7.2)

to equation (7.1) and letting

x0 = t0G0, y0 = z0t
p+1
0 Gp

0, f0 =
1

k0G0t20
,

one has the dimensionless equation

∂f(x, y, t)

∂t
+
∂f(x, y, t)

∂x
+ xp

∂f(x, y, t)

∂y
=

1

2
x

∫ 1

0

f(x(1− s), y, t)f(xs, y, t) ds

−f(x, y, t)
∫ ∞

0

f(x, y, t) dx. (7.4)

7.2 Admitted Lie Group

The classical group analysis method cannot be directly applied to equations

(7.3) and (7.4). One needs to use the method developed for equations with non-

local terms (Grigoriev and Meleshko, 1986; Meleshko, 2005; Grigoriev et al., 2010)
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instead. A generator of the admitted Lie group is sought in the form

X = ξx(x, y, t, f)
∂

∂x
+ ξy(x, y, t, f)

∂

∂y
+ ξt(x, y, t, f)

∂

∂t
+ ηf (x, y, t, f)

∂

∂f
. (7.5)

According to the algorithm (Meleshko, 2005; Grigoriev et al., 2010), the

determining equation of (7.3) is presented by

(
Dtζ

f + xpDyζ
f − x

∫ 1

0

ζf (xs, y, t)f(x(1− s), y, t) ds

+ζf
∫ ∞

0

f(x, y, t) dx+ f

∫ ∞

0

ζf (x, y, t) dx
)∣∣∣

(S)
= 0, (7.6)

where Dy and Dt denote the total derivatives with respect to the independent

variables y and t, respectively. The subscript |(S) means that the expression is

satisfied for arbitrary solution f(x, y, t) of system (7.3), and the function ζf is

given by

ζf (x, y, t) = ηf (x, y, t, f(x, y, t))− ξx(x, y, t, f(x, y, t))fx(x, y, t)

−ξy(x, y, t, f(x, y, t))fy(x, y, t)− ξt(x, y, t, f(x, y, t))ft(x, y, t). (7.7)

Differentiating equation (7.3) with respect to x, y and t, one obtains

ftx(x, y, t) + xpfyx(x, y, t) = −pxp−1fy(x, y, t) +
1

2

∫ 1

0

f(x(1− s), y, t)f(xs, y, t) ds

+x

∫ 1

0

sfx(xs, y, t)f(x(1− s), y, t) ds− fx(x, y, t)

∫ ∞

0

f(x, y, t) dx,

ftt(x, y, t) + xpfyt(x, y, t) = x

∫ 1

0

ft(xs, y, t)f(x(1− s), y, t) ds

−ft(x, y, t)
∫ ∞

0

f(x, y, t) dx− f(x, y, t)

∫ ∞

0

ft(x, y, t) dx,

fty(x, y, t) + xpfyy(x, y, t) = x

∫ 1

0

fy(xs, y, t)f(x(1− s), y, t) ds

−fy(x, y, t)
∫ ∞

0

f(x, y, t) dx− f(x, y, t)

∫ ∞

0

fy(x, y, t) dx.
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Here the following relations were used∫ 1

0

(1− s)fx(x(1− s), y, t)f(xs, y, t) ds =

∫ 1

0

f(x(1− s), y, t)sfx(xs, y, t) ds,∫ 1

0

ft(x(1− s), y, t)f(xs, y, t) ds =

∫ 1

0

f(x(1− s), y, t)ft(xs, y, t) ds,∫ 1

0

fy(x(1− s), y, t)f(xs, y, t) ds =

∫ 1

0

f(x(1− s), y, t)fy(xs, y, t) ds.

The main difficulty in finding an admitted Lie group of integro-differential

equation (7.3) consists of solving the determining equation (7.6). Here one needs to

notice that the determining equation (7.6) has to be satisfied for arbitrary solutions

of the original equation (7.3). To solve the determining equation (7.6) we need to

study the existence of solutions of Cauchy problem (7.3).

The different fields of applications of the Lie group method to partial differ-

ential equations have not caught special attention to the existence of solutions

of Cauchy problem, but this problem plays an important role in solving the de-

termining equations: it allows splitting them. There is also no special study of

the Cauchy problem focusing on partial differential equations because either the

studied system of equations is a geometrical approach or a Cauchy–Kovalevskaya

type is applied to find an admitted Lie group.

For the system of integro-differential equation (7.3) we suppose that there

exists a solution of the Cauchy problem of equation (7.3) with the following initial

conditions:

f(x, y, t0) = ae−bx−cy, a > 0, b > 0, ∀c ∈ R. (7.8)

The approach for constructing the general solution of the determining equa-

tion (7.6) is as follows. We analyze the determining equation on the subset of

solutions of equation (7.3) determined by the initial conditions (7.8) at given (ar-

bitrary) time t = t0; we consider the resulting equation at an arbitrary initial time
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t0. Accordingly, the determining equation (7.6) is written in terms of the following

functions:

ξ̂x(x, y, t) = ξx(x, y, t, ae−bx−cy), ξ̂t(x, y, t) = ξt(x, y, t, ae−bx−cy),

η̂f (x, y, t) = ηf (x, y, t, ae−bx−cy), ξ̂xt (x, y, t) = ξxt (x, y, t, ae
−bx−cy),

ξ̂xx(x, y, t) = ξxx(x, y, t, ae
−bx−cy), ξ̂xf (x, y, t) = ξxf (x, y, t, ae

−bx−cy), · · · .

For solving the determining equation (7.6), we use the solutions correspond-

ing to initial data (7.8) by varying the parameters a, b and c. It is worth noting

that the particular class of solutions allows us to find the general solution of the

determining equation (7.6).

We proceed now to the calculations. It is assumed that the coefficients of

an infinitesimal generator X can be presented by the formal Taylor series with

respect to f :

ξx(x, y, t, f) =
∞∑
j=0

qj(x, y, t)f
j, ξy(x, y, t, f) =

∞∑
j=0

hj(x, y, t)f
j,

ξt(x, y, t, f) =
∞∑
j=0

rj(x, y, t)f
j, ηf (x, y, t, f) =

∞∑
j=0

pj(x, y, t)f
j. (7.9)

Calculating the derivatives of function f(x, y, t) at the time t = t0, one

obtains

fx(x, y, t) = −abe−bx−cy, fy(x, y, t) = −ace−bx−cy, fyy(x, y, t) = ac2e−bx−cy,

ft + xpfy = (
1

2
x− b−1)a2e−bx−2cy, fty + xpfyy = a2ce−bx−2cy(2b−1 − x),

ftx + xpfyx = acpxp−1e−bx−cy + (
3

2
− 1

2
bx)a2e−bx−2cy,

ftt + xpfyt = a3e−bx−3cy(
1

4
x2 − 3

2
b−1x+

3

2
b−2)

+a2e−bx−2cy[
xp+1

p+ 1
c− b−1cxp − b−p−1cΓ(p+ 1)],

where the Gamma function Γ is given by

Γ(p+ 1) =

∫ ∞

0

xpe−xdx, p > 0.
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Hence, the determining equation (7.6) becomes

η̂ft + xpη̂fy + η̂ff (ft + xpfy)− fx(ξ̂
x
t + xpξ̂xy )− fx(ft + xpfy)ξ̂

x
f

−fy(ξ̂yt + xpξ̂yy)− fy(ft + xpfy)ξ̂
y
f − ft(ξ̂

t
t + xpξ̂ty)− ft(ft + xpfy)ξ̂

t
f

−(ftx + xpfxy)ξ̂
x − (fty + xpfyy)ξ̂

y − (ftt + xpfty)ξ̂
t

−x
∫ 1

0

ζ̂f (xs, y, t)f(x(1− s), y, t) ds+ ζ̂f
∫ ∞

0

f dx+ f

∫ ∞

0

ζ̂f dx = 0. (7.10)

For studying equation (7.10), we use representations of the functions

qj, hj, rj, pj in the formal Taylor series:

qj(x, y, t) =
∞∑
i=0

qji(y, t)x
i, hj(x, y, t) =

∞∑
i=0

hji(y, t)x
i,

pj(x, y, t) =
∞∑
i=0

pji(y, t)x
i, rj(x, y, t) =

∞∑
i=0

rji(y, t)x
i. (7.11)

Applying the arbitrariness of the value a, and equating to zero the coeffi-

cients with respect to ak(k = 0, 1, 2, 3, · · · ), the determining equation can be split

into a series of equations. In Section 7.7 it is shown that we finally find the following

general solution of the determining equation (7.10),

ξx = c2x, ξt = −(c1 + c2)t+ c3, ξy = ((p− 1)c2 − c1)y + c4, ηf = c1f.

It contains four arbitrary constants c1, c2, c3 and c4. Thus, the infinitesimal

symmetries of equation (7.3) form the four-dimensional Lie algebra L4 spanned by

the operators

X1 = y
∂

∂y
+ t

∂

∂t
− f

∂

∂f
, X2 = x

∂

∂x
+ (p− 1)y

∂

∂y
− t

∂

∂t
,

X3 =
∂

∂t
, X4 =

∂

∂y
. (7.12)

Similarly, equation (7.4) admits the three-dimensional Lie algebra L3

spanned by the operators

X1 = x
∂

∂x
+ (p+ 1)y

∂

∂y
+ t

∂

∂t
− 2f

∂

∂f
, X2 =

∂

∂t
, X3 =

∂

∂y
. (7.13)
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7.3 Admitted Lie Group of Equation (1.5) with Homoge-

neous Kernel (1.8) and Spatial Velocity (1.6)

In this section, the infinitesimal symmetries of equation (1.5) with the ho-

mogeneous coagulation kernel (1.8) and spatial velocity (1.6) for zero growth rate

and constant growth rate are found.

7.3.1 Zero Growth Rate

For homogeneous kernel (1.8), consider the dimensionless equation (1.5)

with (1.6) and growth rate G = 0, one derives equation

∂f(x, y, t)

∂t
+ xp

∂f(x, y, t)

∂y
=

1

2
x

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)f(xs, y, t) ds

−f(x, y, t)
∫ ∞

0

K(x, z)f(z, y, t) dz, p > 0. (7.14)

In the previous section, it the case where K = k0 was studied. Similar analysis of

the cases where K = k1(x + z) and K = k2xz allows one to guess that equation

(7.14) admits the generators

Y1 = y
∂

∂y
+ t

∂

∂t
− f

∂

∂f
, Y2 = x

∂

∂x
+ (p− γ − 1)y

∂

∂y
− (1 + γ)t

∂

∂t
, p > 0,

Y3 =
∂

∂t
, Y4 =

∂

∂y
. (7.15)

Here we check directly using the algorithm (Meleshko, 2005; Grigoriev et al.,

2010) that these generators are admitted by equation (7.14) with a homogeneous

kernel (1.8). The determining equation for (7.14) is presented by

(
Dtζ

f + xpDyζ
f − x

∫ 1

0

K(x(1− s), xs)ζf (xs, y, t)f(x(1− s), y, t) ds

+ζf
∫ ∞

0

K(x, z)f(z, y, t) dz + f

∫ ∞

0

K(x, z)ζf (z, y, t) dz
)∣∣∣

(S)
= 0, (7.16)
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where the subscript |(S) means that the expression is satisfied for any solution of

equation (7.14). In addition, we have also used the property∫ 1

0

K(x(1− s), xs)ζf (xs, y, t)f(x(1− s), y, t) ds

=

∫ 1

0

K(x(1− s), xs)ζf (x(1− s), y, t)f(xs, y, t) ds.

which follows from symmetric kernel (1.7).

Differentiating equation (7.14) with respect to y, t and x, respectively, we

derive

fty + xpfyy = x

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)fy(xs, y, t) ds

−fy
∫ ∞

0

K(x, z)f(z, y, t) dz − f

∫ ∞

0

K(x, z)fy(z, y, t) dz,

ftt + xpfyt = x

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)ft(xs, y, t) ds

−ft
∫ ∞

0

K(x, z)f(z, y, t) dz − f

∫ ∞

0

K(x, z)ft(z, y, t) dz,

ftx + xpfyx = −pxp−1fy +
1

2

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)f(xs, y, t) ds

+
1

2
x

∫ 1

0

(K(x(1− s), xs))′xf(x(1− s), y, t)f(xs, y, t) ds

+x

∫ 1

0

sK(x(1− s), xs)f(x(1− s), y, t)fx(xs, y, t) ds

−fx
∫ ∞

0

K(x, z)f(z, y, t) dz − f

∫ ∞

0

Kx(x, z)f(z, y, t) dz,

where we use symmetric kernel (1.7) and∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)fy(xs, y, t) ds

=

∫ 1

0

K(x(1− s), xs)fy(x(1− s), y, t)f(xs, y, t) ds,

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)ft(xs, y, t) ds

=

∫ 1

0

K(x(1− s), xs)ft(x(1− s), y, t)f(xs, y, t) ds,
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∫ 1

0

sK(x(1− s), xs)f(x(1− s), y, t)fx(xs, y, t) ds

=

∫ 1

0

(1− s)K(x(1− s), xs)fx(x(1− s), y, t)f(xs, y, t) ds.

Let us check that the generator Y2 is admitted by equation (7.14). In fact,

for generator Y2, one has

ξx = x, ξt = −(1 + γ)t, ξy = (p− γ − 1)y, ηf = 0,

ζf (x, y, t) = (1 + γ − p)yfy(x, y, t)− xfx(x, y, t) + (1 + γ)tft(x, y, t).

Substituting them into the determining equation (7.16), by calculation and sim-

plification one derives that

γ

2
x

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)f(xs, y, t) ds

−1

2
x2
∫ 1

0

(K(x(1− s), xs))′xf(x(1− s), y, t)f(xs, y, t) ds

−(1 + γ)f

∫ ∞

0

K(x, z)f(z, y, t) dz − f

∫ ∞

0

K(x, z)zfx(z, y, t) dz

+xf

∫ ∞

0

Kx(x, z)f(z, y, t) dz = 0. (7.17)

Notice that because of homogeneous kernel (1.8), one obtains

K(x(1− s), xs) = xγK(1− s, s).

Hence, (7.17) becomes∫ ∞

0

xKx(x, z)f(z, y, t) dz − (1 + γ)

∫ ∞

0

K(x, z)f(z, y, t) dz

−
∫ ∞

0

K(x, z)zfx(z, y, t) dz = 0. (7.18)

Substituting identity (1.10) into (7.18), one obtains the equation∫ ∞

0

zK(x, z)fx(z, y, t) dz +

∫ ∞

0

K(x, z)f(z, y, t) dz

+

∫ ∞

0

zKz(x, z)f(z, y, t) dz = 0. (7.19)
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Integration by parts to the third integral of (7.19) and using the property that

population density must vanish for infinite sized particles (Ramkrishna, 2000), one

has∫ ∞

0

zKz(x, z)f(z, y, t) dz = −
∫ ∞

0

zK(x, z)fz(z, y, t) dz −
∫ ∞

0

K(x, z)f(z, y, t) dz.

Thus, the generator Y2 is admitted by equation (7.14). Similarly, one can

show that the other generators of (7.15) are also admitted by equation (7.14).

7.3.2 Constant Growth Rate

For homogeneous kernel (1.8), considering the dimensionless equation (1.5)

with (1.6) and constant growth rate G, one derives the equation

∂f(x, y, t)

∂t
+
∂f(x, y, t)

∂x
+ xp

∂f(x, y, t)

∂y
=

1

2
x

∫ 1

0

K(x(1− s), xs)f(x(1− s), y, t)f(xs, y, t) ds

−f(x, y, t)
∫ ∞

0

K(x, z)f(z, y, t) dz, p > 0 (7.20)

which admits the generators

X1 = x
∂

∂x
+ (p+ 1)y

∂

∂y
+ t

∂

∂t
− (2 + γ)f

∂

∂f
, X2 =

∂

∂t
, X3 =

∂

∂y
.

The proof is similar to the previous case.

7.4 Optimal System of Subalgebras

7.4.1 Optimal System of Subalgebras of Lie Algebra L4

For constructing all invariant solutions of equation (7.3) related with the

Lie algebra L4 = {X1, X2, X3, X4} one needs to have an optimal system of one
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Table 7.1 Commutators of Lie algebra L4 = {X1, X2, X3, X4} for generators

(7.12).

X1 X2 X3 X4

X1 0 0 −X3 −X4

X2 0 0 X3 (1− p)X4

X3 X3 −X3 0 0

X4 X4 (p− 1)X4 0 0

and two-dimensional subalgebras. Using Table 7.1 of commutators for generators

(7.12) the inner automorphisms are presented by

A1 : x̂3 = x3ea1 , x̂4 = x4ea1 , A2 : x̂3 = x3e−a2 , x̂4 = x4e(p−1)a2 ,

A3 : x̂3 = (x2 − x1)a3 + x3, A4 : x̂4 = [(1− p)x2 − x1]a4 + x4,

where ai(i = 1, 2, 3, 4) are parameters of automorphisms Ai(i = 1, 2, 3, 4), respec-

tively, and only the transformed coordinates are presented. The optimal system of

two-dimensional subalgebras of L4 consists of the subalgebras

{X1, X2}, {X1 + αX2, X4}, {X1 +X2 +X3, X4},

{X1 +X2 −X3, X4}, {X1 + αX2, X3}, 1− p 6= 1
α
, {X1, X3 + βX4},

{X2, X4}, {X2, X3}, {X2 −X4, X3}, {X2 +X4, X3}, {X3, X4}.

The optimal system of one-dimensional subalgebras of L4 consists of the subalge-

bras

{X2 ±X4}, p = 1, {X2}, p 6= 1, {X4}, {X3 + αX4},

{X1 +X2 ±X3}, {X1 + αX2}, (1− p)α 6= 1, α 6= 1.
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Table 7.2 Commutators of Lie algebra L3 = {X1, X2, X3} for generators (7.13).

X1 X2 X3

X1 0 −X2 −(p+ 1)X3

X2 X2 0 0

X3 (p+ 1)X3 0 0

7.4.2 Optimal System of Subalgebras of Lie Algebra L3

In a similar way, for Lie algebra L3 = {X1, X2, X3}, the commutators for

generators (7.13) are presented in Table 7.2. The inner automorphisms are given

by

A1 : x̂
2 = x2ea1 , x̂3 = x3e(p+1)a1 ; A2 : x̂

2 = x2−x1a2; A3 : x̂
3 = x3−(p+1)x1a3,

where only the transformed coordinates are presented, a1, a2, a3 are parameters of

automorphisms A1, A2, A3, respectively. The optimal system of subalgebras of L3

consists of the subalgebras

{X1, X2, X3}, {X2, X3}, {X1, X3}, {X1, X2}, {X2 + αX3}, {X3}, {X1}.

7.5 Invariant Solutions of Equation (7.3)

7.5.1 Invariant Solutions with {X1, X2}

The invariants of the subalgebra {X1, X2} are xtf, x−pt−1y, the representa-

tion of the invariant solution is

f = x−1t−1ϕ(z), z = x−pt−1y,

substituting this into equation (7.3), one obtains the reduced equation

2p(1− z)ϕ′(z) + 2

[∫ ∞

0

z−1ϕ(z) dz − p

]
ϕ(z)− p

∫ 1

0

ϕ(z(1− s)−p)ϕ(zs−p) ds = 0.
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7.5.2 Invariant Solutions with {X1 + αX2, X4}, α 6= 1

The invariants of the subalgebra {X1 + αX2, X4} are xα−1tα, t
1

1−αf, α 6= 1,

the representation of the invariant solution is

f = t
1

α−1ϕ(z), z = xα−1tα, α 6= 1,

substituting this into equation (7.3), the reduced equation is given by

2(1− α)αzϕ′(z) + 2

[
1±

∫ ∞

0

z
2−α
α−1ϕ(z) dz

]
ϕ(z)

+(1− α)z
1

α−1

∫ 1

0

ϕ(z(1− s)α−1)ϕ(zsα−1) ds = 0.

7.5.3 Invariant Solutions with {X1 +X2, X4}

The invariants of the subalgebra {X1+X2, X4} are t, xf , the representation

of the invariant solution is f = x−1ϕ(t), substituting this into equation (7.3), notice

that the integral
∫∞
0
x−1 dx is divergent. Hence, an invariant solution can not be

found in this case.

7.5.4 Invariant Solutions with {X1 +X2 +X3, X4}

The invariants of the subalgebra {X1 + X2 + X3, X4} are xe−t, fet, the

representation of the invariant solution is

f = e−tϕ(z), z = xe−t,

substituting this into equation (7.3), one obtains the reduced equation

2zϕ′(z) + 2

[
1−

∫ ∞

0

ϕ(z) dz

]
ϕ(z) + z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds = 0.
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7.5.5 Invariant Solutions with {X1 +X2 −X3, X4}

The invariants of the subalgebra {X1 + X2 − X3, X4} are xet, fe−t, the

representation of the invariant solution is

f = etϕ(z), z = xet,

substituting this into equation (7.3), the reduced equation is

2zϕ′(z) + 2

[
1 +

∫ ∞

0

ϕ(z) dz

]
ϕ(z)− z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds = 0.

7.5.6 Invariant Solutions with {X1 + αX2, X3}, 1− p 6= 1
α

The invariants of the subalgebra {X1 + αX2, X3} are xα(1−p)−1yα, x
1
αf , the

representation of the invariant solution is

f = x−
1
αϕ(z), z = xα(1−p)−1yα, 1− p 6= 1

α
,

substituting this into equation (7.3), the reduced equation is presented by

2ασzµϕ′(z)− σzλ
∫ 1

0

[(1− s)s]−
1
αϕ(z(1− s)σ)ϕ(zsσ) ds± 2ϕ(z)

∫ ∞

0

zγϕ(z) dz = 0,

where σ = α(1− p)− 1, µ = (p−1)(1−α)
α(1−p)−1

, λ = α−1
α[α(1−p)−1]

, γ = 2α−α2(1−p)−1
α[α(1−p)−1]

, 1− p 6= 1
α
.

7.5.7 Invariant Solutions with {X1, X3 + βX4}

The invariants of the subalgebra {X1, X3 + βX4} are x, (y − βt)f , the rep-

resentation of the invariant solution is

f = (y − βt)−1ϕ(x),

substituting this into equation (7.3), one obtains the reduced equation

2

[
β − xp +

∫ ∞

0

ϕ(x) dx

]
ϕ(x)− x

∫ 1

0

ϕ(x(1− s))ϕ(xs) ds = 0.
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7.5.8 Invariant Solutions with {X2, X4}

The invariants of the subalgebra {X2, X4} are xt, f , the representation of

the invariant solution is

f = ϕ(z), z = xt,

substituting this into equation (7.3), one obtains the reduced equation

2zϕ′(z) + 2ϕ(z)

∫ ∞

0

ϕ(z) dz − z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds = 0.

7.5.9 Invariant Solutions with {X2, X3}

The invariants of the subalgebra {X2, X3} are x1−py, f , the representation

of the invariant solution is

f = ϕ(z), z = x1−py, p 6= 1,

substituting this into equation (7.3), one obtains the reduced equation

2(1− p)z
1

1−pϕ′(z)± 2ϕ(z)

∫ ∞

0

z
p

1−pϕ(z) dz

+(p− 1)z
1

1−p

∫ 1

0

ϕ(z(1− s)1−p)ϕ(zs1−p) ds = 0.

7.5.10 Invariant Solutions with {X2 ±X4, X3}

The invariants of the subalgebra {X2 ± X4, X3} are x1−p((p − 1)y ± 1), f ,

the representation of the invariant solution is

f = ϕ(z), z = x1−p((p− 1)y ± 1), p 6= 1,

substituting this into equation (7.3), one obtains the reduced equation

2(1− p)2z
1

1−pϕ′(z)± 2ϕ(z)

∫ ∞

0

z
p

1−pϕ(z) dz

+(1− p)z
1

1−p

∫ 1

0

ϕ(z(1− s)1−p)ϕ(zs1−p) ds = 0.
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7.5.11 Invariant Solutions with {X3, X4}

The invariants of the subalgebra {X3, X4} are x, f , the representation of

the invariant solution is

f = ϕ(x),

substituting this into equation (7.3), one obtains the reduced equation

x

∫ 1

0

ϕ(x(1− s))ϕ(xs) ds− 2ϕ(x)

∫ ∞

0

ϕ(x) dx = 0.

7.5.12 Invariant solutions with {X2 ±X4}, p = 1

The invariants of the subalgebra {X2±X4} with p = 1 are xt, te±y, f , the

representation of the invariant solution is

f = ϕ(u, v), u = xt, v = te±y,

substituting this solution into equation (7.3), the reduced equation is given by

uϕu + (1± u)vϕv −
1

2
u

∫ 1

0

ϕ(u(1− s), v)ϕ(us, v) ds+ ϕ

∫ ∞

0

ϕ(u, v) du = 0.

7.5.13 Invariant solutions with {X2}, p 6= 1

The invariants of the subalgebra {X2} with p 6= 1 are xt, tp−1y, f , the

representation of the invariant solution is

f = ϕ(u, v), u = xt, v = tp−1y,

substituting this solution into equation (7.3), the reduced equation is presented by

uϕu + ((p− 1)v + up)ϕv −
1

2
u

∫ 1

0

ϕ(u(1− s), v)ϕ(us, v) ds+ ϕ

∫ ∞

0

ϕ(u, v) du = 0.
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7.5.14 Invariant solutions with {X4}

The invariants of the subalgebra {X4} are x, t, f , the representation of the

invariant solution is

f = ϕ(x, t),

substituting this solution into equation (7.3), the reduced equation is given by

ϕt −
1

2
x

∫ 1

0

ϕ(x(1− s), t)ϕ(xs, t) ds+ ϕ

∫ ∞

0

ϕ(x, t) dx = 0.

In Chapter V, an explicit analytic physical solution of the latter equation is pre-

sented by ϕ(x, t) = 2βt−2e−βxt
−1
, β > 0, where β is constant. Hence, an explicit

analytic physical solution of equation (7.3) is given by

f(x, y, t) = 2βt−2e−βxt
−1

, β > 0.

7.5.15 Invariant solutions with {X3 + αX4}

The invariants of the subalgebra {X3 + αX4} are x, y − αt, f , the repre-

sentation of the invariant solution is

f = ϕ(x, v), v = y − αt,

substituting this solution into equation (7.3), the reduced equation is given by

(xp − α)ϕv −
1

2
x

∫ 1

0

ϕ(x(1− s), v)ϕ(xs, v) ds+ ϕ

∫ ∞

0

ϕ(x, v) dx = 0.

7.5.16 Invariant solutions with {X1 +X2 ±X3}

The invariants of the subalgebra {X1+X2±X3} are xe∓t, ye∓pt, fe±t, the

representation of the invariant solution is

f = e∓tϕ(u, v), u = xe∓t, v = ye∓pt,
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substituting this solution into equation (7.3), the reduced equation is given by

(up ∓ pv)ϕv ∓ uϕu ∓ ϕ− 1

2
u

∫ 1

0

ϕ(u(1− s), v)ϕ(us, v) ds+ ϕ

∫ ∞

0

ϕ(u, v) du = 0.

7.5.17 Invariant solutions with {X1+αX2}, (1−p)α 6= 1, α 6= 1

The invariants of the subalgebra {X1 + αX2} are xt
α

α−1 , ty
α−1

1−(1−p)α , t
1

1−αf ,

the representation of the invariant solution is

f = t
1

α−1ϕ(u, v), u = xt
α

α−1 , v = ty
α−1

1−(1−p)α ,

substituting this solution into equation (7.3), the reduced equation is provided by

α

α− 1
uϕu +

(
v +

α− 1

1− (1− p)α
upv

(2−p)α−2
α−1

)
ϕv +

1

α− 1
ϕ

−1

2
u

∫ 1

0

ϕ(u(1− s), v)ϕ(us, v) ds+ ϕ

∫ ∞

0

ϕ(u, v) du = 0.

7.6 Invariant Solutions of Equation (7.4)

7.6.1 Invariant Solutions with {X1, X2, X3}

The invariant of the subalgebra {X1, X2, X3} is x2f . Thus, the invariant

solution is f = cx−2, where c is constant. Substituting this into equation (7.4),

notice that the integral
∫∞
0
x−2 dx = ∞ is divergent, hence an invariant solution

can not be found in this case.

7.6.2 Invariant Solutions with {X2, X3}

The invariants of the subalgebra {X2, X3} are x, f , the representation of

the invariant solution is

f = ϕ(x),
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substituting this into equation (7.4), one obtains the reduced equation

ϕ′(x)− 1

2
x

∫ 1

0

ϕ(x(1− s))ϕ(xs) ds+ ϕ(x)

∫ ∞

0

ϕ(x) dx = 0.

7.6.3 Invariant Solutions with {X1, X3}

The invariants of the subalgebra {X1, X3} are xt−1, t2f , the representation

of the invariant solution is

f = t−2ϕ(z), z = xt−1,

substituting this into equation (7.4), the reduced equation is

2zϕ′(z) + 2

(
1−

∫ ∞

0

ϕ(z) dz

)
ϕ(z) + z

∫ 1

0

ϕ(z(1− s))ϕ(zs) ds = 0.

7.6.4 Invariant Solutions with {X1, X2}

The invariants of the subalgebra {X1, X2} are xp+1y−1, x2f , the represen-

tation of the invariant solution is

f = x−2ϕ(z), z = xp+1y−1,

substituting this into equation (7.4), one obtains the reduced equation

2(p+ 1)(z − p− 1)zϕ′(z) +

[
4(p+ 1)− 2

∫ ∞

0

ϕ(z) dz

]
ϕ(z)

+(p+ 1)

∫ 1

0

(1− s)−2s−2ϕ(z(1− s)p+1)ϕ(zsp+1) ds = 0.

7.6.5 Invariant solutions with {X2 + αX3}

The invariants of the subalgebra {X2 +αX3} are x, y−αt, f , the represen-

tation of the invariant solution is

f = ϕ(x, z), z = y − αt,
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substituting this into equation (7.4), one obtains the reduced equation

(α− xp)ϕz − ϕx +
1

2
x

∫ 1

0

ϕ(x(1− s), z)ϕ(xs, z) ds− ϕ

∫ ∞

0

ϕ(x, z) dx = 0.

7.6.6 Invariant solutions with {X3}

The invariants of the subalgebra {X3} are x, t, f , the representation of the

invariant solution is

f = ϕ(x, t),

substituting this into equation (7.4), one obtains the reduced equation

ϕt + ϕx −
1

2
x

∫ 1

0

ϕ(x(1− s), t)ϕ(xs, t) ds+ ϕ

∫ ∞

0

ϕ(x, t) dx = 0.

7.6.7 Invariant solutions with {X1}

The invariants of the subalgebra {X1} are xt−1, yt−p−1, t2f , the representa-

tion of the invariant solution is

f = t−2ϕ(u, v), u = xt−1, v = yt−p−1,

substituting this solution into equation (7.4), the reduced equation is given by

(1− u)ϕu − (p+ 1)vϕv +

(∫ ∞

0

ϕ(u, v) du− 2

)
ϕ

−1

2
u

∫ 1

0

ϕ(u(1− s), v)ϕ(us, v) ds = 0.

7.7 Solving the Determining Equation (7.10)

If k = 0, then equation (7.10) becomes

xp
∂p0
∂y

+
∂p0
∂t

= 0, p > 0.
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For k = 1, equation (7.10) is

(xp
∂p1
∂y

+
∂p1
∂t

)be−bx + (xp
∂h0
∂y

+
∂h0
∂t

− x2p
∂r0
∂y

− xp
∂r0
∂t

− pq0x
p−1)bce−bx

+(xp
∂q0
∂y

+
∂q0
∂t

)b2e−bx − bxe−bx
∫ 1

0

p0(xs)e
bsx ds+ be−bx

∫ ∞

0

p0(x) dx+ p0 = 0.

Splitting with respect to c, the latter equation leads to

xp
∂h0
∂y

+
∂h0
∂t

− x2p
∂r0
∂y

− xp
∂r0
∂t

− pq0x
p−1 = 0. (7.21)

(xp
∂p1
∂y

+
∂p1
∂t

)be−bx + (xp
∂q0
∂y

+
∂q0
∂t

)b2e−bx

−bxe−bx
∫ 1

0

p0(xs)e
bsx ds+ be−bx

∫ ∞

0

p0(x) dx+ p0 = 0.

Splitting with respect to b in the latter equation, one has

xp
∂p1
∂y

+
∂p1
∂t

= 0, xp
∂q0
∂y

+
∂q0
∂t

= 0, p0 = 0. (7.22)

For k = 2, equation (7.10) becomes

(xp
∂p2
∂y

+
∂p2
∂t

)be−bx + (xp
∂q1
∂y

+
∂q1
∂t

)b2e−bx +
1

2
bp1x+ (

1

2
b2x− 1

2
b)q0

+(xp
∂h1
∂y

+
∂h1
∂t

)cbe−bx − (xp
∂r1
∂y

+
∂r1
∂t

)cbxpe−bx + (1− 1

2
bx)(xp

∂r0
∂y

+
∂r0
∂t

)

−pcq1bxp−1e−bx + (bx− 1)ch0 + (b−pΓ(p+ 1)− b

p+ 1
xp+1)cr0

−x
∫ 1

0

[bp1(xs) + b2q0(xs) + cb(h0(xs)− xpspr0(xs))] ds

+

∫ ∞

0

[bp1(x) + b2q0(x) + cb(h0(x)− xpr0(x))]e
−bx dx = 0.

Splitting it with respect to c, one obtains

(xp
∂h1
∂y

+
∂h1
∂t

)be−bx − (xp
∂r1
∂y

+
∂r1
∂t

)bxpe−bx

+(bx− 1)h0 − pq1bx
p−1e−bx + (b−pΓ(p+ 1)− b

p+ 1
xp+1)r0

−x
∫ 1

0

b(h0(xs)− xpspr0(xs)) ds+

∫ ∞

0

b(h0(x)− xpr0(x))e
−bx dx = 0. (7.23)
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(xp
∂p2
∂y

+
∂p2
∂t

)be−bx + (xp
∂q1
∂y

+
∂q1
∂t

)b2e−bx

+(
1

2
b2x− 1

2
b)q0 +

1

2
bp1x+ (1− 1

2
bx)(xp

∂r0
∂y

+
∂r0
∂t

)

−x
∫ 1

0

[bp1(xs) + b2q0(xs)] ds+

∫ ∞

0

[bp1(x) + b2q0(x)]e
−bx dx = 0. (7.24)

Substituting (7.11) into the last integrals of (7.23) and (7.24), one has

(xp
∂h1
∂y

+
∂h1
∂t

)bp+1e−bx − (xp
∂r1
∂y

+
∂r1
∂t

)bp+1xpe−bx − pq1b
p+1xp−1e−bx

+(bx− 1)bph0 + (Γ(p+ 1)− bp+1

p+ 1
xp+1)r0 − bp+1x

∫ 1

0

(h0(xs)− xpspr0(xs)) ds

+h00b
p − r00Γ(p+ 1) + bp

∞∑
i=1

(
h0ii!− r0iΓ(p+ 1 + i)b−p

)
b−i = 0. (7.25)

(xp
∂p2
∂y

+
∂p2
∂t

)be−bx + (xp
∂q1
∂y

+
∂q1
∂t

)b2e−bx + (
1

2
b2x− 1

2
b)q0

+
1

2
bp1x+ (1− 1

2
bx)(xp

∂r0
∂y

+
∂r0
∂t

)− x

∫ 1

0

[bp1(xs) + b2q0(xs)] ds

+p10 + q01 + bq00 +
∞∑
i=1

(p1i + (i+ 1)q0i+1) i!b
−i = 0. (7.26)

Equating the coefficients of b0 and b−i(i ≥ 1) in (7.26) to zero , we also used

here the expansion of the exponent e−bx, one obtains

xp
∂r0
∂y

+
∂r0
∂t

+ p10 + q01 = 0, p1i = −(i+ 1)q0i+1, i ≥ 1. (7.27)

(xp
∂p2
∂y

+
∂p2
∂t

)e−bx + (xp
∂q1
∂y

+
∂q1
∂t

)be−bx + (
1

2
q0 −

∫ 1

0

q0(xs) ds)bx

+q00 −
1

2
q0 +

1

2
p1x−

1

2
x(xp

∂r0
∂y

+
∂r0
∂t

)− x

∫ 1

0

p1(xs) ds = 0.

Splitting with respect to b, the latter equation leads to

xp
∂p2
∂y

+
∂p2
∂t

= 0, xp
∂q1
∂y

+
∂q1
∂t

= 0,
1

2
q0 −

∫ 1

0

q0(xs) ds = 0. (7.28)

q00 −
1

2
q0 +

1

2
p1x−

1

2
x(xp

∂r0
∂y

+
∂r0
∂t

)− x

∫ 1

0

p1(xs) ds = 0.
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Substituting (7.11) into the last equation of (7.28), and using equation (7.22) and

the second equation of (7.27), one has

p1 = c1, q0 = c2x, (7.29)

where c1, c2 are constant.

Notice that p is a positive real number and function g = h0(x, y, t) −

xpr0(x, y, t) is bounded. Dividing by b and letting b → ∞ in (7.23), one derives

that

h0 −
1

p+ 1
xpr0 −

∫ 1

0

(h0(xs)− xpspr0(xs)) ds = 0. (7.30)

Substituting (7.11) into equation (7.30), one obtains

∞∑
i=1

[
i

i+ 1
h0i(y, t)x

i − i

(p+ 1)(p+ i+ 1)
r0i(y, t)x

p+i

]
= 0. (7.31)

Assume that p is a natural number, equation (7.31) can be rewritten

∞∑
i=1

[
p+ i

p+ i+ 1
h0p+i(y, t)−

i

(p+ 1)(p+ i+ 1)
r0i(y, t)

]
xp+i

+

p∑
j=1

j

j + 1
h0j(y, t)x

j = 0. (7.32)

Equation (7.32) implies that

h0j = 0, j = 1, · · · , p, h0p+i =
i

(p+ 1)(p+ i)
r0i, i ≥ 1. (7.33)

Equating the coefficients of b0 in (7.25) to zero, one obtains

r0 − r00 + h0p = 0. (7.34)

Hence, equations (7.33) and (7.34) imply that h0 = h00(y, t), r0 = r00(y, t).

Assume that p is not a natural number, equating the coefficients of b0 in

(7.25) to zero, one obtains r0 = r00(y, t). Therefore, equations (7.31) leads to

h0 = h00(y, t).
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In summary, for arbitrary positive real number p, one has

h0 = h00(y, t), r0 = r00(y, t) (7.35)

and equation (7.23) becomes

xp
∂h1
∂y

+
∂h1
∂t

− (xp
∂r1
∂y

+
∂r1
∂t

)xp − pq1x
p−1 = 0.

Hence, from equations (7.29), (7.35), (7.21) and the first equation of (7.27) one

derives that

r0 = −(c1 + c2)t+ c3, h0 = ((p− 1)c2 − c1)y + c4, (7.36)

where c3, c4 are constant.

If k = l + 3(l ≥ 1), then equation (7.10) becomes

[xp
∂pl+3

∂y
+
∂pl+3

∂t
+ b(xp

∂ql+2

∂y
+
∂ql+2

∂t
)]b2e−(l+2)bx + (

l + 2

2
bx− l − 1)bpl+2e

−(l+1)bx

+(
l + 2

2
bx− 2l + 3

2
)b2ql+1e

−(l+1)bx + [xp
∂hl+2

∂y
+
∂hl+2

∂t
− pql+2x

p−1]cb2e−(l+2)bx

+[(
l + 3

2
bx− l − 2)chl+1 + (1− 1

2
bx)(xp

∂rl+1

∂y
+
∂rl+1

∂t
)]be−(l+1)bx + [b−pΓ(p+ 1)

−pl + p+ l + 3

2(p+ 1)
bxp+1 + (l + 1)xp]bcrl+1e

−(l+1)bx − (xp
∂rl+2

∂y
+
∂rl+2

∂t
)cb2xpe−(l+2)bx

+[(l + 1)bx− l + 1

4
b2x2 − 2l + 1

2
]rle

−lbx − x

∫ 1

0

[(pl+2(xs) + bql+1(xs))b
2e−bxs

+cb2(hl+1(xs)− xpsprl+1(xs))e
−bxs + (1− 1

2
bxs)brl(xs)]e

−lbsx ds+

∫ ∞

0

[(pl+2(x)

+bql+1(x) + c(hl+1(x)− xprl+1(x)))b
2e−(l+2)bx + (1− 1

2
bx)brl(x)e

−(l+1)bx] dx = 0.

Splitting this equation with respect to c, it follows that

[xp
∂pl+3

∂y
+
∂pl+3

∂t
+ b(xp

∂ql+2

∂y
+
∂ql+2

∂t
)]b2e−(l+2)bx

+[(
l + 2

2
bx− 2l + 3

2
)b2ql+1 + (b− 1

2
b2x)(xp

∂rl+1

∂y
+
∂rl+1

∂t
)]e−(l+1)bx

+(
l + 2

2
bx− l − 1)bpl+2e

−(l+1)bx + [(l + 1)bx− l + 1

4
b2x2 − 2l + 1

2
]rle

−lbx

−x
∫ 1

0

[(pl+2(xs) + bql+1(xs))b
2e−(l+1)bxs + b(1− 1

2
bxs)rl(xs)e

−lbsx] ds

+

∫ ∞

0

[(pl+2(x) + bql+1(x))b
2e−(l+2)bx + b(1− 1

2
bx)rl(x)e

−(l+1)bx] dx = 0, (7.37)
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[
xp
∂hl+2

∂y
+
∂hl+2

∂t
− xp(xp

∂rl+2

∂y
+
∂rl+2

∂t
)− pql+2x

p−1

]
bp+1e−(l+2)bx

+
[
(
l + 3

2
bx− l − 2)bphl+1 + rl+1((l + 1)bpxp − pl + p+ l + 3

2(p+ 1)
bp+1xp+1

+Γ(p+ 1))
]
e−(l+1)bx − bp+1x

∫ 1

0

(hl+1(xs)− xpsprl+1(xs))e
−(l+1)bxs ds

+bp+1

∫ ∞

0

(hl+1(x)− xprl+1(x)) e
−(l+2)bx dx = 0. (7.38)

Substituting (7.11) into the last integral of equation (7.38), equation (7.38) can be

rewritten in the form[
xp
∂hl+2

∂y
+
∂hl+2

∂t
− xp(xp

∂rl+2

∂y
+
∂rl+2

∂t
)− pql+2x

p−1

]
bp+1e−(l+2)bx

+
[
(
l + 3

2
bx− l − 2)bphl+1 + rl+1((l + 1)bpxp − pl + p+ l + 3

2(p+ 1)
bp+1xp+1

+Γ(p+ 1))
]
e−(l+1)bx − bp+1x

∫ 1

0

(hl+1(xs)− xpsprl+1(xs))e
−(l+1)bxs ds

+
∞∑
i=1

[
i!

(l + 2)i+1
h(l+1)ib

p−i − Γ(p+ 1 + i)

(l + 2)p+i+1
r(l+1)ib

−i
]

+
h(l+1)0

l + 2
bp − Γ(p+ 1)

(l + 2)p+1
r(l+1)0 = 0. (7.39)

Substituting (7.11) into equation (7.37), one obtains
∞∑
i=0

(−1)i

i!
xi
[
(xp

∂pl+3

∂y
+
∂pl+3

∂t
+ b(xp

∂ql+2

∂y
+
∂ql+2

∂t
))(l + 2)ibi+2

+((
l + 2

2
bx− 2l + 3

2
)b2ql+1 + (b− 1

2
b2x)(xp

∂rl+1

∂y
+
∂rl+1

∂t
))(l + 1)ibi

+(
l + 2

2
bx− l − 1)pl+2(l + 1)ibi+1 + ((l + 1)bx− l + 1

4
b2x2 − 2l + 1

2
)rll

ibi

−x
∫ 1

0

((pl+2(xs) + bql+1(xs))(l + 1)ibi+2si + (1− 1

2
bxs)rl(xs)l

ibi+1si) ds
]

+
bp(l+2)0 + b2q(l+1)0

l + 2
+
p(l+2)1 + bq(l+1)1

(l + 2)2
+

2q(l+1)2

(l + 2)3
+

(2l + 1)rl0
2(l + 1)2

+
∞∑
i=1

[
(i+ 1)!p(l+2)i+1

(l + 2)i+2
+

(i+ 2)!q(l+1)i+2

(l + 2)i+3
+

(2l + 1)i!rli
2(l + 1)i+2

]
b−i = 0. (7.40)

Equating the coefficients of b0 on the left-hand side of (7.40) to zero , one has

rl(x, y, t) =
2

2l + 1

(
p(l+2)1(y, t)

(l + 2)2
+

2q(l+1)2(y, t)

(l + 2)3
+

(2l + 1)rl0(y, t)

2(l + 1)2

)
, l ≥ 1,
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which implies that

rl(x, y, t) = rl0(y, t), rli(y, t) = 0, l ≥ 1, i ≥ 1, (7.41)

where

rl0 =
2(l + 1)2

l(l + 2)(2l + 1)

(
p(l+2)1

(l + 2)2
+

2q(l+1)2

(l + 2)3

)
, l ≥ 1.

Equating the coefficients of b, b2 and b−i(i ≥ 1) in (7.40) to zero, respectively,

one has

pl+2 =
1

l + 1

[
xp
∂r(l+1)0

∂y
+ lrl0x+

∂r(l+1)0

∂t
+
p(l+2)0

l + 2
+

q(l+1)1

(l + 2)2

]
, (7.42)

ql+1 =
2xp

(2l + 3)(l + 2)
[
∂2r(l+2)0

∂y2
xp +

∂r(l+1)0

∂y
(l + 1)x+

∂2r(l+2)0

∂y∂t

+
1

l + 3

∂p(l+3)0

∂y
+

1

(l + 3)2
∂q(l+2)1

∂y
] +

2

(2l + 3)(l + 2)
[
∂2r(l+2)0

∂t∂y
xp

+
∂r(l+1)0

∂t
(l + 1)x+

1

l + 3

∂p(l+3)0

∂t
+
∂2r(l+2)0

∂t2
+

1

(l + 3)2
∂q(l+2)1

∂t
]

−(xp
∂r(l+1)0

∂y
+
∂r(l+1)0

∂t
)x+

2l2 + 5l + 4

(2l + 3)(l + 1)
x[lrl0x+

∂r(l+1)0

∂t

+xp
∂r(l+1)0

∂y
+
p(l+2)0

l + 2
+

q(l+1)1

(l + 2)2
]− 2x

(2l + 3)(l + 1)
[
1

2
lrl0x+

∂r(l+1)0

∂t

+
xp

p+ 1

∂r(l+1)0

∂y
+
p(l+2)0

l + 2
+

q(l+1)1

(l + 2)2
]− (l + 1)l

2
rl0x

2 +
2q(l+1)0

(2l + 3)(l + 2)
, (7.43)

q(l+1)i+2 = − l + 2

i+ 2
p(l+2)i+1, l ≥ 1, i ≥ 1. (7.44)

The obtained conditions (7.41)-(7.44) are used for analyzing equation (7.39).

Thus, equation (7.39) becomes

∞∑
i=0

(−x)i

i!

[
(xp

∂hl+2

∂y
+
∂hl+2

∂t
− xp(xp

∂r(l+2)0

∂y
+
∂r(l+2)0

∂t
)− pql+2x

p−1)(l + 2)ibp+i+1

+((
l + 3

2
bx− l − 2)hl+1 + r(l+1)0((l + 1)xp − pl + p+ l + 3

2(p+ 1)
bxp+1))(l + 1)ibp+i

+(l + 1)i(
bp+i+1

p+ i+ 1
r(l+1)0x

p+1 − bp+i+1x

∫ 1

0

sihl+1(xs) ds+ Γ(p+ 1)r(l+1)0b
i)
]
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+
h(l+1)0

l + 2
bp − Γ(p+ 1)

(l + 2)p+1
r(l+1)0 +

∞∑
i=1

i!

(l + 2)i+1
h(l+1)ib

p−i = 0. (7.45)

As considered earlier, one needs to study cases where p is natural number

or real number. Assume that p is a natural number, equating the coefficients with

respect to b0, b−i(i ≥ 1) and bp in (7.45) to zero, respectively, one obtains

h(l+1)p = (1− (l + 2)p+1)r(l+1)0, h(l+1)i = 0, i ≥ p+ 1,

hl+1 =
1

l + 2
[l + 1 + (−l − 1)p]r(l+1)0x

p +
1

(l + 2)2
h(l+1)0.

These conditions mean that hl+1 = 0, r(l+1)0 = 0(l ≥ 1). Substitution of them into

equation (7.45) leads to ql+2 = 0(l ≥ 1). Hence, one has

hl+1 = 0, r(l+1)0 = 0, ql+2 = 0, l ≥ 1.

Assuming that p is not a natural number, equating the coefficients with

respect to b0 in equation (7.45) to zero, it follows that

Γ(p+ 1)(1− 1

(l + 2)p+1
)r(l+1)0 = 0, l ≥ 1,

which provides that

r(l+1)0 = 0, l ≥ 1.

Therefore, equation (7.45) becomes

∞∑
i=0

(−1)i

i!
xi
[
(xp

∂hl+2

∂y
+
∂hl+2

∂t
− pql+2x

p−1)(l + 2)ibi+1

+hl+1(
l + 3

2
bx− l − 2)(l + 1)ibi − (l + 1)ibi+1x

∫ 1

0

sihl+1(xs) ds

]
+
h(l+1)0

l + 2
+

∞∑
i=1

i!

(l + 2)i+1
h(l+1)ib

−i = 0. (7.46)
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Equating the coefficients with respect to b0 and b−i(i ≥ 1) in equation (7.46)

to zero, one obtains

hl+1 =
1

(l + 2)2
h(l+1)0, h(l+1)i = 0, i ≥ 1, l ≥ 1,

these equations and (7.46) imply that

ql+2 = 0, hl+1 = 0, l ≥ 1.

Hence, equations (7.41)-(7.44) are reduced to

p(l+2)0 =
q(l+1)1

(l2 + 3l + 1)(l + 2)
, p(l+2)1 =

lrl0
l + 1

, p(l+2)i = 0, i ≥ 2, l ≥ 1,

rl0 =
4(l + 1)3

l2(l + 2)3(l + 3)(2l + 1)
q(l+1)2, q(l+1)i = 0, i ≥ 3, l ≥ 1,

p(l+2)1 = − 2

l + 2
q(l+1)2, q2 =

4

405
q22x

2 +
3

20
q21x+

2

15
q20, l ≥ 2,

which means that

pl+2 = 0, ql+1 = 0, hl+1 = 0, rl = 0, l ≥ 1. (7.47)

Finally, consider k = 3. Notice that by virtue of (7.36) and (7.47), the

determining equation (7.10) in this case is

[(bx− 1)p2 + (b2x− 3

2
b)q1 + (

3

2
bx− 2)ch1]e

−bx − x

∫ 1

0

[bp2(xs)

+b2q1(xs) + cbh1(xs)]e
−bxs ds+

∫ ∞

0

[bp2(x) + b2q1(x) + cbh1(x)]e
−2bx dx = 0.

Splitting it with respect to c, one obtains

[(bx− 1)p2 + (b2x− 3

2
b)q1]e

−bx − x

∫ 1

0

[bp2(xs) + b2q1(xs)]e
−bxs ds

+

∫ ∞

0

[bp2(x) + b2q1(x)]e
−2bx dx = 0. (7.48)

(
3

2
bx− 2)h1e

−bx − x

∫ 1

0

bh1(xs)e
−bxs ds+

∫ ∞

0

bh1(x)e
−2bx dx = 0.
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Substituting (7.11) into the last integral of the latter equation, one has

(
3

2
bx− 2)h1e

−bx − x

∫ 1

0

bh1(xs)e
−bxs ds+

1

2
h10 +

∞∑
i=1

2−(i+1)i!h1ib
−i = 0.

Equating the coefficients of b−i(i ≥ 1) to zero, one obtains

h1 = h10,
[
(3bx− 2)e−bx − 1

]
h10 = 0.

By virtue of the arbitrariness of b and that function h10 does not depend on b, one

derives that

h1 = 0.

By means of (7.11), equation (7.48) is rewritten
∞∑
i=0

(−1)i

i!
xi
[
p2(bx− 1)bi + q1(b

2x− 3

2
b)bi +

1

2
q10b+

1

2
p20 +

1

4
q11

−x
∫ 1

0

(p2(xs, t) + q1(xs, t)b)b
i+1si ds

]
+

∞∑
i=1

i!

2i+1

(
i+ 1

2
q1i+1 + p2i

)
b−i = 0. (7.49)

Equating the coefficients of b0 and b−i(i ≥ 1) on the left-hand side of (7.49) to

zero, one has

p2(x, y, t) =
1

2
p20(y, t) +

1

4
q11(y, t), q1i+1 = − 2

i+ 1
p2i, i ≥ 1,

which means that

p2 = p20 =
1

2
q11, q1 = q10 + q11x, p2i = 0, i ≥ 1.

Thus, equation (7.48) is reduced to

e−bx(b2q11x
2 + b2q10x−

1

2
bq10 + q11)−

1

2
bq10 − q11 = 0.

Because of the arbitrariness of b the latter equation leads to

p2 = 0, q1 = 0.

In summary, the general solution of the determining equation (7.10) is

ξx = c2x, ξt = −(c1 + c2)t+ c3, ξy = ((p− 1)c2 − c1)y + c4, ηf = c1f.

 

 

 

 

 

 

 

 



CHAPTER VIII

CONCLUSION

The PBEs (Ramkrishna, 2000) have received an unprecedented amount of

attention during the past few years from both academic and industrial practitioners

because of their applicability to a wide variety of particulate processes (Randolph

and Larson, 1988). In general the application of initial conditions and auxiliary

equations to the population balance results in a set of integro-partial-differential

equations of multi-dimension.

Solving the PBE is of significance for applications in physics, chemistry, en-

gineering and mathematics. However, for the PBE it is typically impossible to find

exact solutions in most realistic cases. The classical group analysis method was

developed for obtaining solutions of partial differential equations. Recently this

analysis was extended for equations with nonlocal terms, in particular, for integro-

differential equations (Meleshko, 2005; Grigoriev et al., 2010). This dissertation

was devoted to the investigation of analytical solutions of the PBEs by using the

developed group analysis method (Meleshko, 2005; Grigoriev et al., 2010) and the

method of moments. It is separated in four parts.

The one-dimensional homogeneous PBE with time dependent but size in-

dependent growth rate and time dependent nucleation rate was investigated in

the first part of this dissertation, and involves both a partial differential equation

and integro-differential equation. We started from applications of scaling trans-

formations and the method of moments for constructing exact solutions. Then

the complete group analysis was also applied to investigate exact solutions of the
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one-dimensional homogeneous PBE with size-independent growth. All invariant

solutions were considered. Analysis of the reduced equations is provided.

In the second part of this dissertation, we considered Smoluchowski’s coag-

ulation equation with constant kernel K = k0

∂f(x, t)

∂t
=

1

2
k0x

∫ 1

0

f(x(1− s), t)f(xs, t) ds− k0f(x, t)

∫ ∞

0

f(x, t) dx,

using scaling group an explicit analytical physical solution of this equation was

presented by

f(x, t) = 2
β

k0
t−2e−βxt

−1

,

where β is a positive real number. Using the developed group analysis method

for integro-differential equations is complicated due to the difficulty of solving the

determining equations. Moreover, the approach of solving the determining equa-

tions depends on the studied integro-differential equations. Hence, the study of

the new integro-differential equations was begun by considering the self-similar so-

lutions. The explicit physical solutions are useful for verifying numerical programs

and checking the accuracy of numerical solutions of PBEs. However, analytic solu-

tions of PBEs are seldom available; this challenging question has motivated us to

develop specialized approaches for finding explicit physical solutions of the PBEs.

In the third part of this dissertation, the developed group analysis method

was presented for the one-dimensional PBE for aggregation in a well-mixed batch

system including a crystal growth term. The determining equations were solved,

the optimal system, invariant solutions and all the reduced equations were ob-

tained, and the numerical solutions for the reduced equation were determined by

the homotopy perturbation method. Furthermore, finding the determining equa-

tion by use of the preliminary group classification was also considered.

The last part of this dissertation was devoted to the group analysis of the
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one-dimensional PBE involving aggregation, breakage, and growth processes with

one internal coordinate (particle volume or mass) and one external coordinate

(the locations of particles). The coefficients of group generator in the determining

equation were represented by the Taylor series and the determining equation is

successfully solved. For constant growth rate G, the symmetries of dimensionless

equation (1.5) with homogeneous kernel (1.8) and the spatial velocity (1.6) were

presented. The complete group classification is provided, and all invariant solutions

were obtained by using the optimal system of one and two-dimensional subalgebras.

In particular, an explicit analytical solution of equation

∂f(x, y, t)

∂t
+ xp

∂f(x, y, t)

∂y
=

1

2
x

∫ 1

0

f(x(1− s), y, t)f(xs, y, t) ds

−f(x, y, t)
∫ ∞

0

f(x, y, t) dx

is given by

f(x, y, t) = 2βt−2e−βxt
−1

,

where β is a positive real number.
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