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ในงานวิทยานิพนธ์นีP ไดศึ้กษาถึงทีDมาทางอิเลก็ทรอนิกส์ในการเกิดการเปลีDยนแปลงทิศทาง
ของแม่เหล็กในฟิล์มบางนิกเกิลทีDปลูกแบบอิพิแทกซีบนทองแดงระนาบ  (001)  โดยแมกเนติก
แอนไอโซทรอปีนีP จะขึPนกบัความหนาของแผ่นฟิลม์  ซึD งทิศทางของแม่เหล็กปกติชีPอยู่ในทิศทางทีD
ขนานกบัพืPนผิวของแผ่นฟิล์มจะเปลีDยนไปอยู่ในทิศทีDตัPงฉากกบัพืPนผิวของแผ่นฟิลม์ทีDความหนา
ประมาณ  7  ชัPนอะตอม  และเปลีDยนจากทิศทางทีDตัPงฉากกบัพืPนผิวกลบัไปอยู่ในทิศทางทีDขนานกบั
พืPนผิวของแผ่นฟิลม์ทีDความหนาประมาณ  40  ชัPนอะตอม  เนืDองจากการศึกษาพฤติกรรมในการ
เปลีDยนแปลงทิศทางของแม่เหล็กนีP มีความสําคญัในการพฒันาอุปกรณ์ทีDใชใ้นการจดัเก็บขอ้มลูทีDมี
ความจุสูง  และสร้างความรู้พืPนฐานเกีDยวกบัวสัดุทางแม่เหล็กทีDมีความบางมาก ๆ  ทีDผ่านมาไดมี้
การศึกษาเชิงทฤษฎีถึงความสัมพนัธ์ระหว่างโครงสร้างทางอะตอมและโครงสร้างอิเล็กทรอนิกส์
ต่อการเกิดแมกเนติกแอนไอโซทรอปีนีP ว่าเกีDยวขอ้งกบัอนัตรกิริยาระหว่างสปินและวงโคจรของ
อิเล็กตรอน  โดยมีการสังเกตว่าทีDบริเวณพืPนผิวและรอยต่อระหว่างแผ่นฟิล์มทีDปลูกบนแผ่นฐานทีD
เป็นวสัดุต่างชนิดกนัจะเกิดการบิดเบีPยวของแลตทิซ  และโครงสร้างทางอิเล็กทรอนิกส์จะเปลีDยน
รูปไปจากเดิมทีDมีลกัษณะคลา้ยทรงกลม  ในเชิงทฤษฎีออร์บิทลัโมเลกุล  วงโคจรทีDอิเล็กตรอน
สามารถอยู่ไดจ้ะขึPนกบัทิศทางการเปลีDยนของโครงสร้างทางอะตอม  ซึD งจะมีผลต่อแมกเนติกแอน
ไอโซทรอปีเนืDองจากสปินของอิเล็กตรอนส่วนมากจะมีทิศทีDตัPงฉากกบัพืPนผิวของแผ่นฟิลม์  ถึงแม้
จะมีการศึกษาเกีDยวกบัโครงสร้างทางแม่เหล็กทีDขึPนกบัความหนาของแผ่นฟิลม์มาเป็นจาํนวนมาก
แลว้  แต่การอธิบายถึงทีDมาในการเกิดแมกนิติกแอนไอโซทรอปีในทางโครงสร้างอิเลก็ทรอนิกส์ยงั
ไม่มีการระบุแน่ชดั  ดงันัPนในวิทยานิพนธ์นีP จึงได้ศึกษาว่าเมืDอเพิDมความหนาของแผ่นฟิล์มแลว้
โครงสร้างทางอิเลก็ทรอนิกส์และสมมาตรของวงโคจรอิเลก็ตรอนจะมีผลต่อการเปลีDยนแปลงแมก
เนติกแอนไอโซทรอปีอยา่งไร  โดยเทคนิคทีDใชใ้นการศึกษาคือเทคนิคโฟโตอิมิชชนัสเปกโทรสโกปี
แบบแยกแยะเชิงมุมร่วมกับการคํานวณโครงสร้างอิเล็กทรอนิกส์แบบเฟิสต์พรินซิเพิล  โดย
การศึกษานีPจะใชข้อ้ดีจากเทคนิคโฟโตอิมิชชนัทีDสามารถแยกแยะโครงสร้างทางอิเลก็ทรอนิกส์ของ
อิเลก็ตรอนจากวงโคจรต่าง ๆ  ในโลหะนิกเกิลได ้ การแยกแยะนีP สามารถทาํไดโ้ดยการเปลีDยนมุม
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ตกกระทบของแสงทีDมีโพราไรซ์แบบเส้นตรง  และวิธีนีO ยงัสามารถหาความสัมพันธ์ระหว่างค่า
ความเข้มของสเปกตรัมทีDสถานะต่าง ๆ  กนัไดอี้กด้วย  เมืDอเริD มปลูกฟิล์มนิกเกิลบนผิวทองแดง
ระนาบ  (001)  พบว่าระดบัพลงังาน  3d  ของนิกเกิลจะอยู่ใกลก้บัระดบัพลงังาน  4s  ของทองแดง  
ซึD งในการศึกษาโครงสร้างอิเลก็ทรอนิกส์ของพืOนผิวในทิศทางโมเมนตมั  Γ-∆-X    พบว่าฟิลม์
นิกเกิลในช่วงความหนา  0.5  จนถึง  20  ชัOนอะตอมนัOน  ระดบัพลงังานทีDมีวงโคจรอิเลก็ตรอนใน
แบบ  2z

d   จะค่อย ๆ  เลืDอนตาํแหน่งไปในทิศทางทีDมีค่าพลงังานยึดเหนีDยวลดลง  แต่ถา้ความหนา

ของแผ่นฟิลม์มีค่ามากกว่า  6.6  ชัOนอะตอม  ระดบัพลงังานทีDมีวงโคจรอิเล็กตรอนแบบ  2 2x -y
d   จะ

ค่อย ๆ  เลืDอนไปในทิศทางทีDมีค่าพลงังานยึดเหนีDยวสูงขึOน  ในช่วงความหนาของแผ่นฟิลม์ระหว่าง  
6.6  ถึง  20  ชัOนอะตอมนีO   ทัOงการเพิDมจาํนวนของอิเลก็ตรอนในวงโคจรอิเลก็ตรอนในแบบ  2 2x -y

d   

และการลดจาํนวนของอิเล็กตรอนในวงโคจรแบบ  2z
d   มีส่วนทาํให้เกิดสภาวะของแม่เหล็กใน

แนวตัOงฉากกบัผิวเพิDมมากขึOน  ซึD งสอดคลอ้งกบัผลการคาํนวณโครงสร้างอิเลก็ทรอนิกส์แบบเฟิรต์
พรินซิเพิลในฟิลม์ทีDมีความหนาระหว่าง  1  ถึง  7  ชัOนอะตอม 
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 This thesis reports the electronic origin of magnetic anisotropy transition in 

thin nickel films epitaxially grown on Cu(001). The magnetic anisotropy strongly 

depends on the film thickness and rotates from the “usual” in-plane magnetization to 

out-of-plane at about 7 ML and from out-of-plane to in-plane at about 40 ML. Since 

this behavior is of technological as well as of scientific relevance this study impacts 

on the advanced development of magnetic recording devices and fundamental 

understanding on low-dimensional magnetic materials. The origin of the magnetic 

anisotropy has been analyzed in the framework of the spin-orbit interaction leading to 

the correlation between the lattice and electronic structures. As observed in films 

grown on heterogeneous substrates, the lattice distortion takes place in the surface and 

interface, and the electronic structures deforms from the usual spherical shape. In 

terms of molecular orbit theory, the electron orbit occupancy depends on the direction 

of lattice distortions, and influences on the magnetic anisotropy favoring the spins 

into the perpendicular to the dominated orbital plane. Even though the macroscopic 

lattice and magnetic structures upon the film thickness have been investigated well, 
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the microscopic origin based on electronic structures was not clarified. In this study, 

angle-resolved photoemission spectroscopy (ARPES) and first-principles energy-band 

calculation were performed to analyze how the energy band structure and its 

symmetry contribute to the magnetic anisotropy transition as the film grows. The 

main idea behind spectroscopic experiment is to take advantage of the photoemission 

matrix elements in order to disentangle the various d-orbitals contributing to the 

photoemission spectra from nickel. The matrix elements are exploited by changing the 

incident angle of the linearly polarized light and thereby lead to the relative intensities 

and spectral profiles for the different states. As the Ni film grows, Ni 3d bands are 

formed near the Fermi level in the range of the Cu 4s bands. In the surface band 

dispersions measured along the Γ-∆-X  plane, one band with 2z
d  orbital character 

evolves with a small shift to low binding energy up to 20 ML, while the other band 

with 2 2x -y
d  orbital character gradually forms with a shift to high binding energy above 

6.6 ML. Both an increase of the 2 2x -y
d  and a decrease of the 2z

d  band fillings in the 

Ni thickness range between 6.6 and 20 ML contribute to reinforce the perpendicular 

magnetic anisotropy, which are partly backed up by a first-principles energy band 

calculation. 
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CHAPTER I 

INTRODUCTION 

 
1.1 Overview of the study 

Nowadays, because the low-dimensional magnetic materials are of technological as 

well as scientific relevance their enormous potential applications in nanotechnology are 

promising. A wide spectrum of applications covers magnetic random access memory 

(MRAM), high-density storage media, hard disc read heads, logic devices or miniaturized 

field sensors (Zhu, Zheng, and Prinz, 2000). Moreover, ultrathin magnetic films also 

provide our fundamental understanding of magnetic phenomena and their properties 

suitable for practical applications. The magnetic anisotropy is one of the most important 

properties of magnetic materials related to all of applications mentioned above. 

Magnetic anisotropy energy (MAE) is defined as an energy required to rotating 

the magnetization from one direction to another with a certain external field. In 

general, the magnetic anisotropy in films considerably differs from that in bulk due to 

the reduced symmetry at surfaces, interfaces, and the distorted structures of the 

pseudomorphic ultrathin films. In particular, it is possible to tailor the magnetic 

anisotropy by varying the thicknesses of the films such as Co/Pt (Carcia, 1988), 

Co/Pd (Engel et al., 1991), and Ni/Cu (Huang et al., 1994; Hjortstam and Trygg, 

1996; Henk, Niklasson, and Johansson, 1999). The most phenomena in these aspects 

are usually referred to as perpendicular magnetic anisotropy (PMA) which a key 

factor in a high density recording (Figure 1.1). 
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Basically, the MAE is evaluated by measuring the magnetizations along a hard 

and an easy axis, as shown in Figure 1.2. Typically, the magnitude of the MAE is of 

the order of only 10-6 to 10-3 eV/atom. There are two main reasons that describe an 

increase of MAE in ultrathin films and multilayers by orders of magnitude higher than 

that of bulk atoms. One is the broken symmetry at the surfaces or interfaces, and the 

other is the lattice distortion due to strains between the magnetic layers and the 

substrate layers. The MAE arises from the dipole-dipole and spin-orbit interactions. 

The dipole-dipole interaction leads to a contribution to the anisotropy which 

depending on the sample shape, so-called the shape anisotropy. The spin-orbit 

coupling effects to the magnetization is so-called the magnetocrystalline anisotropy 

(MCA). The spin-orbit coupling influences on the magneto-elastic anisotropy, if the 

sample is stressed. In the following, three anisotropies will be discussed in more 

detail. 

 

Figure 1.1 A schematic illustration of longitudinal and perpendicular recordings. 

Western Digital Technologies (www, 2006). 
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Figure 1.2 Magnetization curves of bulk Ni along the easy [111] and hard [100] 

axes (Kittel, 1976). The MAE is directly related to the area enclosed 

between the two curves. 

Shape anisotropy The shape anisotropy originates from long-range dipolar 

interactions and it strongly depends on the specimen shape. For a thin film, the shape 

effect to the dipole interactions can be described by the demagnetizing field (Hd), 

which is created by the magnetic field, is given by 

 d dip ,
3

M
H H DM= − = −  (1.1) 

where D is the shape-dependent demagnetizing tensor and only the tensor element in 

the perpendicular direction is available in the thin film. Therefore, the shape 

anisotropy energy per unit volume is given by (Johnson et al., 1996) 
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 2 2
d 0 s

1
cos ,

2
E Mµ θ=  (1.2) 

where Ms is the saturation magnetization and θ  is the angle of magnetization with 

respect to the film normal. According to this expression, the in-plane orientation for 

magnetization favors in the shape anisotropy, because the shape anisotropy does not 

depend on the film thickness into the expression of Eq. (1.2). Therefore, the shape 

anisotropy contributes only to bulk MAE (KV) and is proportional to the number of 

atoms. 

Magnetocrystalline anisotropy: MCA The phenomenological description of the 

magnetic anisotropy has been proposed by Néel (1954). In his model, the spin-orbit 

interaction introduces an angular-dependent magnetic interaction. The Néel’s model is 

based on the localized moment approximation and therefore is not suitable for 

itinerant magnets. The spin-orbit Hamiltonian can be expressed as (Bruno, 1989) 

 so ,H ξ= ⋅L S  (1.3) 

where ξ  is the spin-orbit constant (Appendix B). The modification of the band 

structure induced by the spin-orbit coupling is used to explain the MCA. The spin-

orbit interactions lift the degeneracy of the band structures. The crystalline anisotropy 

energy can be expanded in a power series of the direction cosines of the orientation of 

the magnetization with respect to the crystal axes αx, αy and αz. In the case of bulk 

cubic crystal, the MCA does not give from the second order term ( )
2 2 2
x y zα α α+ +  

because it is constant.  
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For surface, the translational symmetry in the direction of the film normal is 

broken, resulting in an uniaxial anisotropy (Qiu and Bader, 1999). In general, surface 

anisotropy can be written as 

 2 2 2
MCA s s,pcos sin cos ,E K Kθ θ φ= +  (1.4) 

where θ is the angle of the magnetization away from the surface normal and φ is the 

azimuthal angle (Gradmann, Korecki, and Waller, 1986; Rado, 1982). According to 

the expression, the surface normal is an easy axis when Ks < 0, thus the film plane is 

an easy plane of the surface anisotropy.   

Recently, the effect of the symmetry reduction at a surface on MCA can be 

obtained from ab-initio band structure calculations (Pick and Dreyssé, 1992; 

Daalderop, Kelly, and Schuurmans, 1994). The calculations demonstrated the split of 

state when the direction of the magnetization is perpendicular or parallel to the film 

plane. Therefore, MCA energy can be obtained by the total energy difference along 

the direction of magnetization perpendicular and parallel to the surface film. For 

example, the theoretical and experimental results revealed thickness dependent 

magnetic anisotropy energies in Ni/Cu(001) as shown in Figure 1.3 (Hong et al., 

2004). 

Magneto-elastic anisotropy The magneto-elastic anisotropy is produced from a 

strain-induced modification of MCA. In ultrathin films, strain is mainly induced by 

the lattice mismatch between the film and substrate, which is ( )f s s/a a aη = −  when af 

and as are the lattice constants of the film and the substrate, respectively. Therefore, 

the strain state is film-thickness dependent. 

The modification of MCA induced with the strain can be analyzed by the first 

order term in the Taylor’s expansion as 
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 ( ) ( )2 2 2
ME 1 1 xx 2 yy 3 zz 2 1 2 xy 2 3 xz 1 3 xz .E B e e e B e e eα α α α α α α α α= + + + + +  (1.5) 

Here eij denotes the strains, B1 and B2 are the magneto-elastic coupling constants. 

Thus, the magneto-elastic anisotropy energy is easy to calculate when the strains are 

known. 

Since atoms at the surface and interface have a different atomic environment 

from the bulk atoms, additional magneto-elastic coupling coefficients should be 

written as eff bulk s /B B B d= +  (Song, Ballentine, and O’Handley, 1994; Sander, 1999). 

From this discussion, the (effective) magnetic anisotropy energy in 2D systems can be 

decomposed into a volume contribution (KV) and a contribution from the surface (KS) 

and interface (KI). The relation between these contributions can be written as 

 ( )eff V S I / .K K K K K d= = + +  (1.6) 

This relation describes the average value of the magnetic anisotropy energy of the 

surface and interface atoms and inner atoms of a magnetic layer of film thickness d. A 

schematic diagram of all contributions of effective magnetic anisotropy energy is 

shown in Figure 1.4. Commonly, the expression in Eq. (1.1) is usually used in 

experimental studies, KV and KS or KI are determined by a plot of the product Keff 

versus d. This is shown in Figure 1.5 for Ni/Cu(001). For thicker Ni/Cu(001) films, 

V 30 eV/atomK µ≈  at a reduced temperature of / 0.56
C

t T T= =  is larger than that for 

bulk Ni (Figure 1.2). Moreover, this argumentation has been proven in the theoretical 

calculation for a thin film of 12 ML of Ni (Uiberacker et al., 1999). They found that a 

large negative contribution from surface layer (Figure 1.6) was related to the negative 

slope in Figure 1.5. It is clear that a positive Keff describes the easy axis to be 

perpendicular to the layer plane.   
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Figure 1.3 The experimental (a) and theoretical (b) results of magnetic anisotropy 

energies as a function of the inverse of the film thickness for 

Ni/Cu(001), Cu/Ni/Cu(001), and Ni/O/Cu(001) (Hong et al., 2004). 
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Figure 1.4 A schematic drawing of contributions of anisotropy energy on a 

pseudomorphic grown thin film. KS, KI, and KV are the surface, the 

interface, and the central of volume contribution, respectively. 

 

Figure 1.5 The experimental data for Ni/Cu(001) shown K as a function of 1/d for 

two reduced temperatures t. The marked area is represented the 

perpendicular magnetization where the KS exceeds the shape anisotropy 

(Baberschke, 1996).  
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Figure 1.6 Magnetic anisotropy energy calculated for 12 ML Ni/Cu(001), where 

the open triangles represent an unrelaxed cubic fcc-lattice structre, 

squares and circles denote to a relaxed tetragonal structure (Uiberacker 

et al., 1999). 
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The prominent case of Ni/Cu(001) has attracted special interest due to its 

character indicating both normal spin reorientation transition (SRT) and reverse SRT. 

Thus, they are considered as a basic starting point for magnetism studies in nanoscale. 

The first reorientation turns in-plane to the perpendicular direction of magnetization 

axis between 7 ML (Schulz and Baberschke, 1994; Farle et al., 1997a, 1997b) and 10-

11 ML (Vollmer et al., 1999; van Dijken et al., 2000). It was found that PMA appears 

stable in a wide thickness range. The magnetization switches back to in-plane for 

films thickness up to 35-70 ML (Schulz, Schwarzwald, and Baberschke, 1994; 

O’Brien, Droubay, and Tonner, 1996). This unusual behavior has been extensively 

studied both experimentally and theoretically, and these critical thicknesses for 

Ni/Cu(001) films were found to be analyzed as the distortion of the Ni films owing to 

the lattice mismatch between Ni and Cu of 2.5%, where the strain relaxation at 

interface between Ni and Cu is caused by misfit dislocations (Baberschke, 1999). 

According to the previously reported experiments (Shen, Giergiel, and Kirschner, 

1995; Müller et al., 1996; Farle et al., 1997a, 1997b; Platow et al., 1999), the ultrathin 

Ni films are formed pseudomorphically on Cu(001) up to the thickness around 15 ML 

and the strains are expanded in-plane and compressed along the surface normal as it’s 

called a face-centered-tetragonal (fct) crystal structure. MAE of fct Ni as a function of 

the axial c/a ratio has been calculated by Hjortstam et al. (1997). The theoretical 

results show the large and positive volume contributions in KV term of thin fct Ni 

films (Figure 1.7). 
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Figure 1.7 Calculated KV and orbital moments for fct Ni as a function of uniaxial 

deformation of c/a-ratio. Open symbols denote to spin-orbit-coupling-

only, and full symbols to spin orbit in combination with orbital 

polarization (Hjortstam et al., 1997).  
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1.2 Purpose of the study 

The objectives of this thesis are to investigate the electronic structure and the 

magnetic anisotropy in Ni films on Cu(001) substrate as a function of Ni films 

thickness. The main technique used in this thesis is the angle-resolved photoemission 

spectroscopy (ARPES) using the synchrotron radiation. ARPES measurements are 

able to reveal the thickness- and polarization-dependent energy band dispersions in 

surface and bulk Brillouin zones (BZs). The surface and interface electronic structures 

are identified by means of a surface sensitivity measurement as well as constant bulk 

energy band dispersions in ARPES. In order to understand the basic properties of 

magnetic anisotropy of this system, the experiment data have to be compared with 

theoretically calculated models. From a lattice structure viewpoint, low-energy-

electron diffraction (LEED) and reflection-high-energy-electron diffraction (RHEED) 

patterns provide an indication to model dependent upon lattice structure by solving 

the phase-factor problem in a numerical calculation. However, the local atomic 

structures including a dislocation and a strain cannot be identified in this study. In 

terms of magnetism, the SMOKE measurement tells us the easy magnetization axis of 

Ni films in comparison between the longitudinal and polar hysteresis loops. However, 

the absolute MAE cannot be evaluated in SMOKE system. So that some reports of 

magnetic properties including the spin and orbital magnetic moments in Ni films on 

Cu(001) by means of superconducting quantum interference device (SQUID) (Ney et 

al., 2002) and x-ray magnetic circular dichroism (XMCD) (Wilhelm et al., 2000; 

Amemiya et al., 2005) are used to give us an insight on the magnetic properties 

corresponding to this experimental studies.   

 

 

 

 

 

 

 



 
 

CHAPTER II 

THEORETICAL BACKGROUND 

 

This chapter describes background knowledge such as the basic principle of 

photoemission spectroscopy including ARPES. Moreover, the interrelation between 

magnetism and electronic structure are also reviewed. 

 
2.1 Photoemission spectroscopy 

2.1.1 Basic principle 

Photoemission spectroscopy (PES) is a technique based on the photoelectric 

effect, first discovered in 1887 by Hertz (1887). Later, in 1905, Albert Einstein was 

given as the explanation of light-induced electron emission. He introduced the two 

important concepts in this theory. First, light is made of quantization (photon) where 

each photon gives the energy by the product of Plank’s constant and the frequency of 

the light (hν). Second, an electron can absorb a photon and emit with the full final 

energy where such electron emission is carried with useful information about the 

electronic structure of solids. Since a short mean free path of the emitted electrons 

(typically about 10 Å) from surface in PES measurement, PES provides a surface 

sensitivity technique. Therefore, photoemission is a direct method to determine the 

information of the electronic structure of materials. On the basis of the band theory, 

the solid sample has the Fermi energy (EF) at the top of the occupied states in metals 

as shown in Figure 2.1, which separates from the vacuum level (Evac) by Φ . 
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The electrons are emitted from matter as a consequence of the absorption of a photon 

of energy (hν), and may be referred to as photoelectrons. According to the 

conservation of energy, the detected kinetic energy (Ekin) of the photoelectron implies 

that 

 kin BΦ ,E h Eν= − −  (2.1) 

where Φ  is the work function and EB is the binding energy of the electrons. 

 

Figure 2.1 A schematic relation between the electron energy distribution of 

photoemitted electrons and the density of state of a metallic solid 

(Hüfner, 1995). 
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2.1.2 The three step model 

There are two models to formulate the photoemission process; the one- and three- 

step models as shown in Figure 2.2. The three step model has been developed by 

Berglund and Spicer (1964), which presents a first approach to phenomenological 

description to PES. This approach is based on three processes; the electron is excited 

from ground state, the excited electron transports to the surface, and finally the 

electron escapes through the surface into the vacuum. All of these steps are treated 

independent of each other. For a system that the electrons interact with an oscillating 

electromagnetic field, the original Hamiltonian is given by  

 ( ) ( )int ,
2

e e
H

mc mc
= ⋅ + ⋅ = ⋅A p p A A p  (2.2) 

where A is the electromagnetic vector potential and p is the momentum operator. 

According to the Fermi’s golden rule, the transition rate between initial states 

i
ψ  with energy 

i
E  and final states 

f
ψ  with energy 

f
E  can be written as 

 ( )
22

.
i f f i f i

w E E h
π

ψ ψ δ
→

= ⋅ − − νA p
ℏ

 (2.3) 

For a solid with a periodic potential lattice, the significant quantum numbers of the 

initial (occupied) and final (empty) states are the Bloch vector 
i

k  and 
f

k , 

respectively. Therefore, Eq. (2.3) can be write out the explicitly k-dependence as 

 ( )
22

, , .
i f f f i i f i

w E E h
π

ψ ψ δ
→

= ⋅ − − νk A p k
ℏ

 (2.4) 

From Eq. (2.4), the total photoabsorption can be written as 

 ( )
, ,

2

abs , , .
f i

f f i i f i
I E E hψ ψ δ∝ ⋅ − − ν∑

k k

k A p k  (2.5) 
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In the one step model, the electron from the initial state is excited into a free 

electron like in vacuum and decays inside the crystal. In particular, the final 

photoelectron state has to be calculated as a solution of the semi-infinite crystal as 

called time reversed LEED state (Mahan, 1970; Feibelman and Eastman, 1974; 

Pendry, 1976). Due to the Bloch form of the one-electron wave functions, the 

momentum conservation of the matrix element in Eq. (2.4) is given by 

 ( )
2 2

,
f i if f i

M δ⋅ = − −k A p k k k G  (2.6) 

where G is a surface reciprocal lattice vector. However, the three-step model is most 

commonly used in the description of photoemission data it is easily accessible if they 

do not interfere in each step.         

 

Figure 2.2 A schematic diagram of the three-step and the one-step models used to 

describe ARPES processes (Hüfner, 1995). 
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2.1.3 Angle-resolved photoemission 

In the past, there were no experimental methods for band mapping, or direct 

determination of the band structure until the development of ARPES. ARPES gives a 

very powerful technique used to probe the occupied electron of both bulk and surface 

states. It is the most direct method for the study of the electronic band structure of 

surfaces and extensively used to study simple one-dimensional (1D) and two-

dimensional (2D) systems. Furthermore, the more complex three-dimensional (3D) 

systems have been quite successful in establishing the electronic structure of 

materials. Based on the basic principle of PES, one can determine the momentum of 

the emitted electron from the measured Ekin by equation as follows;  

 

2

kin

kin

,
2

2 .

p
E

m

p p mE

=

= =
�

 (2.7) 

Since the direction of p
�

 is determined from the polar and azimuthal angles θ  and ϕ  

with respect to the surface as shown in Figure 2.3, which can be decomposed into the 

components of p
�

 parallel to the surface ( p
�
) and perpendicular to the surface ( p

⊥
). 

For crystals with ordered surfaces, there is a periodicity along the surface plane. Thus, 

the momentum of emitted electrons parallel to the surface is conserved, and the 

parallel component of the electron crystal momentum is given by 

 

( )

kin

-1
kin

2 sin ,

0.512 sin    Å ,

p k mE

k E

θ

θ

= = ⋅

= ⋅

� �

�

ℏ

 (2.8) 

where k
�
 is the wave vector of the outgoing photoelectron. 
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Therefore, the energy band structures parallel to the crystal surface is given by 

measuring the photoemission spectrum with different angles of outgoing electron. On 

the other hand, the translation symmetry is broken in the surface normal. Hence the 

out-of-plane momentum ( p
⊥

) component is not conserved. So, the component of 

wave vector normal to the crystal surface ( k
⊥

) is not known experimentally. In order 

to determine k
⊥

, one often assumes that the final states can be approximated by a 

free-electron-like dispersion and describes the energy of excited photoelectron as 

 
2 2

kin 0 ,
2

E V
m

+ =
kℏ

 (2.9) 

where 0V  is the so-called inner potential of the crystal referenced to the vacuum level. 

To obtain the k
⊥

, energy band dispersions can be fitted by 0V  as a fitting parameter. 

In this model, the k
⊥

 can be written as 

 
( )

( ) ( ) ( )

2
kin 0

2 -1
kin 0

1
2 cos

0.51 cos    Å .

k m E V

E V

θ

θ

⊥
= +

= +

ℏ
 (2.10) 

For the determination of 0V , three methods are available: (1) 0V  is adjusted to 

optimize the occupied states between experimental and theoretical band structures, (2) 

by using the value of the theoretical muffin-tin zero or (3) by observing the 

symmetries in the experimental ( )E k
⊥

 curves. If the sample is irradiated by the 

synchrotron radiation, a tunable photon source is available. Then, the wave vector 

perpendicular to surface can be obtained from:  

 ( ) ( )
-1

kin 00.51    Å .k E V
⊥

= +  (2.11)     
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If the excitation energy is increased, the electron mean free path (Figure 2.4) also 

changes depending on the kinetic energy of elements. Since this approach failed to 

explain in solids with strongly anisotropic crystal structure (Strocov et al., 1997, 1998), 

it remains unsatisfactory for accuracy band mapping. Here, band mapping is used to 

determine the band dispersion ( )E k  in a crystalline solid, the three-dimensional wave 

vector ( ),  k k
⊥

=k
�

 is known. In the ARPES experiment, the wave vector parallel ( )k
�

 

and perpendicular ( )k
⊥

 to the surface can be obtained by measuring intensity of 

photoelectrons emitted as a function of angle and photon energy, respectively. Then, 

the dispersions of the band can be obtained by a plot in the binding energy as a 

function of the wave vector that calculated from Eq. (2.8) and Eq. (2.10). 

 

Figure 2.3 A schematic drawing of the geometry of an angular resolved 

photoemission experiment. hν is the photon energy,  and ϑ ϕ  are the 

polar and azimuthal angles of the emitted electrons, and Ekin is the 

kinetic energy of the detected photoelectron (Schattke and Van Hove, 

2003). 
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Figure 2.4 The attenuation length plotted as a function of the electron kinetic 

energy. The dots correspond to the attenuation lengths measured in 

many different materials (Briggs and Seah, 1996). 

2.1.4 Dipole selection rules 

Since the bands in the solid have distinct symmetry properties, dipole selection 

rules are very important in analyzing data from photoemission experiment, in 

particular if polarized light is used. Dipole selection rules can be used to consider the 

possible transitions between electronic states of distinct symmetries in a direct 

transition. Non-relativistic dipole selection rules for direct interband transitions in a 

fcc structure were summarized by Hermanson (1977). The dipole selection rules can 

be identified in the special cases form of photoemission in a mirror plane and the 
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normal emission. If we consider a transition located at the high symmetry lines of fcc 

BZ (see Figure 2.5). In normal photoemission along ∆ line (normal to (100) faces), Σ 

(normal to (110) faces), or Λ (normal to (111) faces), the final state has to be totally 

symmetric, i.e. ∆1, Σ1, or Λ1. Under these conditions, the dipole-allowed transitions 

for normal emission from low-index faces of cubic metals are listed in Table 2.1. As 

an example from (100) faces, the 1∆  and 5∆  initial states are only excited in normal 

emission. In the case of p-polarized light (Figure 2.6), which the polar angles of 

incidence are large, a 1∆  states is excited. On the other hand, excitation of 5∆  states 

requires the s-polarized (Figure 2.6). From Table 2.1, it can be concluded that, in 

comparison with the ARPES data, one has to consider what final states can contribute 

to the photoemission process. However, the dipole selection rules listed in Table 2.1 

are broken for off-normal emission. In order to determine the surface state symmetry 

of an angular distribution, photoemission measurement should be performed using 

mirror plane emission in polarized light (Dietz, Becker, and Gerhardt, 1975; 1976; 

Plummer and Eberhardt, 1979). In a mirror plane, the final states have to be even with 

respect to that mirror planes. The dipole operator ⋅A p  is even (odd) if A is parallel 

(perpendicular) to the mirror plane. Thus only even (odd) initial states can be 

observed. 
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Figure 2.5 Bulk Brillouin zone for the fcc lattice indicated with several high-

symmetry lines (Hüfner, 1995). 

Table 2.1 Dipole selection rule using linear polarized light coming to single crystal 

surface (Hermanson, 1977). 

Normal emission (nonrelativistic) 

Crystal plane Final state Allowed initial state 

(001)  

∆1 

[ ]A 100
�
�  

∆5 

[ ]A 010
�
�  

∆5 

[ ]A 001
�
�  

∆1 

(110)  

Σ1 

[ ]A 001
�
�  

Σ3 

A 1 10  
�
�  

Σ4 

[ ]A 110
�
�  

Σ1 

(111)  

Λ1 

A 110  
�
�  

Λ3 

A 1 12  
�
�  

Λ3 

[ ]A 111
�
�  

Λ1 
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Figure 2.6 Definition of directions used in a photoemission experiment with s and 

p polarized light. The incident light and detected electrons are in a 

mirror plane (Hüfner, 1995).  

2.1.5 Spectral representation 

Within the sudden approximation, the transition matrix element can be 

considered in the simplest approximation as one-electron view. In the one-electron 

approximation, the initial-state wave function for system consisting N electrons can be 

written as 

 ( ) ( ), 1 ,
i ik ik R

N C Nψ φ ψ= −  (2.12) 

where ( ), 1
ik R

Nψ −  is the wave function of the remaining electrons, 
ik

φ  is the one-

electron orbital and C  is the antisymmetrizing wave function operator. 

Similarly, the final state is then written as 

 ( ) ( ), 1 .
f fk fk R

N C Nψ φ ψ= −  (2.13) 

 Thus, we can write the transition matrix element from Eq. (2.3) in the form 

 ( ) ( )int int , ,1 1 .
f i fk ik fk R ik R

H H N Nψ ψ φ φ ψ ψ= − −  (2.14) 
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Here, assume that the final state with 1N −  electrons has the energy ( )1
s

E N − , 

which s is the number of states. So, the photoelectron current detected in PES 

experiment can then expressed as 

 ( ) ( )( )
2 2

int 0
, ,

1 ,
fk ik s fk s

f i k s

I H c E E N E Nφ φ δ ω∝ + − − −∑ ∑ ℏ  (2.15) 

where ( ) ( )
22

, ,1 1
s fk R ik R

c N Nψ ψ= − −  is the probability of the electron that leave 

from the N electron ground state in the excited state s of the 1N −  electron system 

and ( )0E N  is the ground state energy of the system consisting N electrons. 

For solids, Eq. (2.15) can be rewritten in the form 

 ( )
2

int
, ,

, ,
fk ik

f i k

I H A Eφ φ
<

∝ ∑ k  (2.16) 

where ( ),A E
<

k  is the single-particle spectral function and can be connected to the 

single-particle Green’s function by 

 ( ) ( ) ( )
1

, Im , , ,A E G E f E T
π

<
=   k k  (2.17) 

where ( ),f E T  is the Fermi-Dirac function. For free particles with the one-electron 

band energy 0
ε

k
, the Green’s function can defined as (Mahan, 1981) 

 ( )0 0

1
, ,G E

E ε
=

−
k

k  (2.18) 

 and the spectral function is given by  

 ( ) ( ) ( )
0

0 , , ,A E E f E Tδ ε
<

= −
k

k  (2.19) 

The spectral function is a δ-function at the energies of the single particle states. 
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In an interacting electron system, the electron energy can be represented in terms of 

a complex self-energy ( ) ( ) ( ), Re , Im , ,E E i EΣ Σ Σ= +      k k k  one finds 

 ( )
( )

0

1
, ,

,
G E

E Eε Σ
=

− −
k

k
k

 (2.20) 

and 

 ( )
( ){ }

( ){ } ( ){ }
( )2 2

0

Im ,1
, , .

Re , Im ,

E
A E f E T

E E E

Σ

π ε Σ Σ

<
=

   − − +   k

k
k

k k
 (2.21) 

Here, the self energy effects are directly reflected in the electron removal spectrum.  

 
2.1.6 Photocurrent measured by ARPES 

In the ARPES experiment the specified energy E and momentum K of free 

photoelectrons are measured. Therefore, only absorption into final states with 
f

E E=  

is detected. The momentum component parallel to the surface is conserved, with 

arbitrary surface reciprocal lattice vector :
f

= +G K k G
� � � �

. Therefore, the 

photoelectron current at a fixed E and k
�
 are expressed as 

 

( ) ( )

( ) ( )

2

,

,

.

f i

f i f i

f f

I E E E h

E E

δ

δ δ

∝ ⋅ − − ν

× − − −

∑
k k

K k A p k

K k G
� � �

 (2.22) 

According to the matrix element of the one-electron model in Eq. (2.6), we can 

rewrite Eq. (2.22) into 

 

( ) ( ) ( )

( ) ( )

2

,

,

.

f i

if f i f i

f f

I E M E E h

E E

δ δ

δ δ

∝ − − ν − −

− − −

∑
k k

K k k G

K k G
� � �

 (2.23) 
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This expression describes the conservation of energy and the momentum components 

parallel to the surface during the photoexcitation deep in the solid (first two δ-

functions) and at the solid-vacuum interface (last two δ-functions). It is allowed to 

obtain the initial state band dispersions from energy and momentum of the 

photoelectrons measured in the ARPES experiment. 

 
2.2 Electronic structure of correlated systems 

2.2.1 Band structures of bulk Cu and Cu(100) surface 

The energy band structure of bulk Cu calculated by Segall (1962) and Burdick 

(1963) is shown in Figure 2.7. Segall further calculated the band structure of bulk Cu 

based on the Green’s function method (Kohn and Rostoker, 1954) with two distinct 

potentials. One of the potentials was constructed by Manning and Chodorow (1939) 

whereas another one is obtained from the Hartree-Fock functions of 3d electron for 

the free Cu+ ion. The second potential is renormalized in the Wigner Seitz sphere in 

order to use the core and d electron Hartree-Fock functions of Cu. Then Burdick 

(1963) also calculated the band structure of bulk Cu by the APW method (Slater, 

1937; Saffren and Slater, 1953) with the potential created by Manning and Chodorow 

(1939). The results of this calculation are corresponded to those of Segall for the same 

potential to within 0.15 eV. In Figure 2.7, the symmetry points are followed to the 

notation of Bouckaert, Smoluchowski, and Wigner (1936). The d flat bands are 

located approximately 2 to 6 eV below EF. Therefore, these states are characterized 

relatively to high density of states according to the flatness of the d bands. The 

positions of EF and of Φ are also indicated in this calculated band. The sp bands 

exhibited the contribution as nearly-free-electron bands, while for the more localized 
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d bands below EF these have tight binding character. However, the sp bands are 

strongly interacted with the d bands. The transitions from the sp bands to the d bands 

occurred in the gap of L1 – L2, which the L2′ eigenvalue is shown by the dashed lines 

in Figure 2.7. 

In particular, the results of bulk band structure of Cu have been used to describe 

the electronic surface states on the Cu surface. On the Cu(100) surface, the projected 

bulk band structures observed with both experimental (represented by open squares) 

and calculated inverse photoemission (IPE) structure (denoted by solid circles) are 

shown in Figure 2.8. In the IPE experiments (Grass et al., 1993), the four empty 

surface states SR, S1, S2, S3 and two unoccupied bulk states B1, B2 have been detected 

along ΓXUL plane. Since SR is related to the X4′ – X1 gap denoted as the crystal-

induced surface resonance and S1 denoted the first image-potential state in the same 

gap. On the other hand, S2 and S3 represent crystal-induced surface states that are 

derived from the L2′ – L1 gap. S2 becomes an occupied surface state near X  and has 

been detected in high-resolution PES (Kevan, 1983). 

Calculated IPE spectra and the corresponding experimental data ( 9.7 eVω =ℏ ) 

for different angles of electron incidence for Cu(100) surface along the ΓXUL bulk 

mirror plane are shown in Figure 2.9. The calculated spectra are obtained by 

convoluting the raw spectra with a Gaussian of 0.275 eV full width at half-maximum 

(FWHM). Note that the fraction of secondary emitted photons from the experimental 

spectra is neglected in the calculations of IPE spectra. Thus, the results from theory 

and experiment are in good agreement. In particular, the calculated IPE spectra are 

well reproduced in the polarization dependence of the intensity for the various peaks. 

These calculated IPE spectra for Cu(100) found that only the surface state S2 at X  is 

 

 

 

 

 

 



28 
 

considered as non-zero current for photons polarized in the surface plane. The 

comparison between the calculated surface states along the symmetry points of Γ  to 

X  with experimental data for Cu(100) is also summarized in Table 2.2. The energetic 

positions and effective masses are within the error bars of the experiment. The other 

study of IPE of Cu(100) at various photon energies found the surface state at the zone 

boundary X  with energy about 0.5 eV (Lange et al., 1990), which is not included in 

Table 2.2. In addition, the experimental IPE spectra show dispersionsless features in 

the range of 0-1.5 eV above the EF. These features could be described as the 

transitions into weak maxima of the three-dimensional density of states (DOS) in this 

energy range.   

 

Figure 2.7 Band structure of Cu along some symmetry points as calculated by 

Segall (1962) and Burdick (1963). The dashed curves represented the 

free electron eigenvalues. 
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Figure 2.8 Projected bulk band structure for Cu(100) onto the surface BZ along 

the Γ-X  and Γ-M  directions. Solid circles and open squares with error 

bars are indicated the calculated and measured band dispersions, 

respectively (Grass et al., 1993). 
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Figure 2.9 Experimental (left) and theoretical (right) inverse photoemission 

spectra ( 9.7 eVω =ℏ ) for Cu(100) along the ΓXUL bulk mirror plane. 

Θ is represents the angle of electron incidence and α denotes the 

photon detection angle (Grass et al., 1993).   
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Table 2.2 Comparison of experiment and calculated binding energies and effective 

masses of surfaces states on Cu(100) (Grass et al., 1993). 

Symmetry 

point 

Type E-EF (eV) 

(theor.) 

m
*
/me 

(theor.) 

E-EF (eV) 

(exp.) 

m
*
/me (exp.) 

 

Γ  

 

1S  

 

4.10 

 

0.990 

4.13 ± 0.20a 

4.00 ± 0.20b 

4.06 ± 0.20c 

 

1.2 ± 0.20b 

0.90 ± 0.10c 

Γ  1S′  4.48 1.010 4.45 ± 0.20c 

1.15d 

 

Γ  RS  1.50 0.427 1.20 ± 0.30a 

1.48 ± 0.06e 

 

X  2S  -0.065 0.076 -0.058 ± 0.025f 0.067 ± 0.01f 

X  3S  3.52 0.630 3.60 ± 0.02g 

3.45 ± 0.02a 

0.70 ± 0.02g 

 

aSchneider et al. (1990). 
bDose et al. (1984). 
cSteinmann (1989). 
dWoodruff, Hulbert, and Johnson (1985). 
eWegehaupt, Rieger, and Steinmann (1988). 
fKevan (1983). 
gDonath et al. (1986). 
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2.2.2 Band structures of bulk Ni and Ni(100) surface 

 The calculated bulk band structure for Ni along high symmetry directions has 

been obtained by the empirically fitting using a combined interpolation scheme as 

shown in Figure 2.10, which is proposed by Weling and Callaway (1982). These 

empirical adjusted band structures are determined by results of ARPES (Eastman, 

Himpsel, and Knapp, 1978; Dietz, Gerhardt, and Maetz, 1978; Himpsel, Knapp, and 

Eastman, 1979; Eberhardt and Plummer, 1980). The point across the EF has been 

determined using an accurate Fermi surface data. This approach does not include the 

effect of the spin orbit interaction. The interpolation results of this method comparing 

with the experimental data of Eberhardt and Plummer (1980) are given in Table 2.3. 

The parameters of the paramagnetic band structure are determined from the averages 

data of spin up and spin down levels. The effects of exchange splitting have been 

included in the calculations in order to obtain the ferromagnetic band structure. From 

this fitting procedure, the computed EF and the magnetic moment for Ni are given by: 

0.0548 eV and m 0.56 .
F B

E µ= =        
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Figure 2.10 The empirical bulk band structure of Ni along certain symmetry lines 

in the Brillouin zone. The solid (dash) lines represented majority 

(minority) states of spin. The squares indicated the experimental values 

(Weling and Callaway, 1982).   
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Table 2.3 The energy levels in the units of electron volts at symmetry points of Ni 

(Eberhardt and Plummer, 1980). 

 Experiment
a Theory

c  Fit
d  

Symmetry average
b
 spin-up average average spin-up spin-down 

Γ1 -8.8±0.2  -8.93  -8.8000 -8.8000 

Γ25′ -1.1±0.2  -2.04  -1.3000 -0.9000 

Γ12 -0.4±0.1  -0.92  -0.4500 -0.3500 

X1 -3.3±0.2  -4.31 -3.24 -3.2789 -3.1942 

X3 -2.8±0.2  -3.81  -3.0000 -2.6000 

X2 -0.85±0.1  -0.18 -0.16* -0.2079 -0.1079 

X5     0.02   0.05 -0.1500   0.2500 

L1 -3.6±0.2  -4.63 -3.50 -3.6638 -3.3413 

L31 -1.3±0.1  -2.07  -1.4035 -1.2045 

L2′ -1.0±0.2  -0.40  -1.0000 -1.0000 

L32  -0.2±0.1 -0.17 -0.06* -0.2016   0.0994 

W2′ -2.6±0.2  -3.59  -2.6422 -2.5583 

W3 -1.7±0.2  -2.77  -1.8937 -1.5067 

W1 -0.65±0.1  -1.00  -0.6998 -0.6000 

W1′  -0.15±0.1   0.02  -0.1500   0.2500 

K1 -3.1±0.2  -3.66 -2.70 -2.7549 -2.6549 

K1 -2.55±0.1  -3.45 -2.40 -2.5787 -2.2119 

K3 -0.9±0.2  -1.81  -1.0916 -0.7088 

K4 -0.45±0.1  -0.77 -0.50* -0.5492 -0.4492 

K2   -0.25 -0.09 -0.2881   0.1119 
aEberhardt and Plummer (1980). The experimental Fermi energy was chosen as zero 

of energy. 

bAverage over the spin directions. 

cTheory by Wang and Callaway (1974) using vBH potential. 

dThe values of the energy levels, which have not been used for fit, are only indicated 

for the sake of clarity. 

*The readjusted input values. As for the column based on experiment, the values are 

given relative to the experimental Fermi energy.  
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In order to study the surface band of Ni, Zhu and Hermanson (1984) have 

calculated the electronic structure of five-plane films of ferromagnetic Ni(100) with 

the use of an atomic orbital basis, as shown in Figure 2.11. According to the 

experimental results from Plummer and Eberhardt (1979), who studied the surface 

band dependence on the polarization of the incident light, the results of band 

structures depend on their parity. This calculation based on the linear combination of 

atomic orbitals method (LCAO) by Dempsey and Kleinman (1977) suggested that the 

observed two surface bands using ARPES (Plummer and Eberhardt, 1979; Erskine, 

1980) near M  and Γ  may be considered to the 3 2 5M Σ Γ  band. The calculated band 

structure shows that the most of electron are accumulated at the surface near EF 

(denoted by solid circles) with more than 60%. The surface states may be attributed 

from these states. However, this calculation has not distinguished between surface 

states and surface resonances. The majority d bands of Ni surface are almost 

completely filled due to these electrons are essentially confined to the lattice site. 

Therefore these electrons have a more localized character. In particular, this 

calculation predicted an enhancement of the surface magnetic moment by 8% 

compared with the bulk value denoted by a center plane of 0.55 µB. In addition, The 

surface magnetic moment under the constraint for Ni(100) surface has also been 

considered by Tersoff and Falicov (1982). They found that the surface magnetic 

moment of Ni(100) increased to be 0.74 µB larger than the bulk moment of 32%. 

These results are corresponded to the first-principles calculations even though the 

calculation of exchange splitting is overestimated due to the neglected correlation 

effects. On the other hand, Zhu and Hermanson (1984) suggested that the reduction of 

magnetism for the contracted film was due to the creation of holes in majority d band. 
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Figure 2.11 Calculated spin-resolved surface electronic states in a five-plane 

Ni(100) film. The bands are separated into two independent sets 

according to their spin character (majority or minority) and their parity 

with respect to reflection in the plane of incident at the surface plane 

(even or odd) (Zhu et al., 1984). 
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2.3 Magnetism in thin films  

2.3.1 Basic concepts in the magnetism 

The origin of magnetism and the magnetic properties of materials are based on 

the orbital and spin motions of electrons. Generally, there are five classifications of 

magnetism: diamagnetism, paramagnetism, ferromagnetism, antiferromagnetism, and 

ferrimagnetism. The magnetic moments in the first two groups are only order under 

an external magnetic field. However, the materials in the last three groups exhibit 

long-range spontaneous magnetic order even with no applied external field below a 

certain critical temperature (Curie temperature, TC). The energy concerned in the 

transition from the ferromagnetic to the paramagnetic state is of the order of 

kBTC/atom (≅ 0.1 eV/atom). The mechanism that driven the formation of a long-range 

magnetically ordered ground state in the material is so-called exchange interaction, 

which is in the different energies for the parallel and antiparallel spin states as an 

effect of the Pauli principle and the Coulomb interaction between electrons. This is 

the atomic origin of ferromagnetism.  

In the solid state magnetism, the elements playing a fundamental role in 

ferromagnetism are the 3d transition metals and the 4f rare earths elements because 

the shell is incompletely filled. Normally, there are two models applied to explain the 

ferromagnetism of solids, so-called localized and itinerant (delocalized) models. The 

magnetic moments of the localized model are occurred from unpaired electrons in 

localized wave functions. This is mostly found in 3d metal oxides, 4f metals and their 

compounds, which are well described by the Heisenberg and Ising systems. While for 

the itinerant (delocalized) model, the unpaired electrons responsible for the magnetic 
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moments are delocalized close to EF, which the classical prototype Fe, Co, and Ni. In 

order to explain these electrons, the electronic band theories are required.  

The original atomic energy levels in the itinerant model are broadened into the 

narrow bands. The simplest and most frequently applied model has been proposed by 

Hubbard (1963) 

 1
, ,

.
ij i i Ui i

i j i

H t c c U n n H H
σ σ

σ

+

↑ ↓
= + = +∑ ∑  (2.24) 

This model represents an approach for a single band consisting of an electron hopping 

terms with spin σ between the lattice sites i and j and the Coulomb interactions 

between electrons. Here, 
i

c
σ

+  and 
i

c
σ

represent the annihilation and creation operators 

with spin σ at the lattice site i. However, the Hubbard Hamiltonian has no exact 

solution to all metals. Therefore, the Stoner-Wohlfarth model (Wohlfarth, 1953) has 

been proposed to approximate the Hubbard model problem. 

In the Stoner-Wohlfarth model, the magnetization is equal to the local 

magnetization M, can be written as 

 ( ) ( )
F

 ,
E

B
M D E D E dEµ

↑ ↓ = − ∫  (2.25) 

where 
B

µ  is the Bohr magnetrons as atomic unit for the magnetic moment. The 

definition of the magnetization originates from the difference in the DOS between 

spin up and spin down electrons. Then, the exchange-correlation potential for spin up 

and spin down electrons can be written as 

 ( ) ( )
0

xc xc

1
.

2
V V IM

↑↓
=r r ∓  (2.26) 
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Here I is the Stoner parameter and ( )
0

xcV r  is the exchange-correlation contribution for 

the nonmagnetic case. Considering the energy eigenvalues, it displays a symmetric 

energy splitting as 

 ( ) ( )
1

.
2

IMε ε
↑↓

=k k ∓  (2.27) 

This result describes that a spin-splitting of the electronic bands structure is responsible 

to the constant value of IM. If one considers the nonmagnetic band structure, the Stoner 

criterion is widely used to identify a stable ferromagnetic state at T = 0 K as 

 ( )F 1.I D E⋅ >  (2.28) 

Here ( )FD E  denotes the value of DOS at the EF in the nonmagnetic state and I is the 

intra-atomic exchange interaction depending on a given element as shown in Figure 

2.12. In this model, the paramagnetic energy band state splits into a pair of bands. So, 

a sufficient condition for ferromagnetism requires a high DOS of the nonmagnetic 

band structure at EF and its bandwidth should be small enough. Therefore, this Stoner 

criterion is appropriate to describe the relation between electronic structure and 

magnetism in itinerant systems phenomenologically.   
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Figure 2.12 Stoner parameters for the element metals calculated from DOS and 

spin-dependent mean-field interactions based on density functional 

theory (Kübler and Eyert, 1992). 

2.3.2 Surface magnetism 

Nowadays, surface magnetism is an active field of research due to its important 

applications. In particular, the new magnetic properties mostly exhibit at surface. The 

surfaces and interfaces often exhibit the fundamental magnetic properties different 

from those in bulks due to the electronic structure or geometric arrangement. Since 

surface and a monolayer films have lower atomic coordination, leading to reduced 

overlap of d electron wave functions and a reduction in bandwidth, DOS at EF 

( ( )F 1
d

D E W∼ ) increases. This result leads to enhanced magnetic moments. 

Moreover, the atomic coordination at the surface should also depend on the 

crystallographic orientation of surface. A following section describes the 

characteristic features of magnetic properties arising from surface.   
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2.3.2.1 Dimensionality effects 

A dimensionality crossover from 3D to 2D behavior is expected when the 

thickness of a magnetic film decreases to the monolayer limit. Since TC in bulk has 

been defined depending on their composition (Kittel, 1976). However, TC in thin film 

is varied as a function of film thickness. From the results of TC dependence on 

thickness as measured from various epitaxial thin film systems, it was found that the 

data for Ni were fitted to the bulk relation as 

 
( ) ( )

( )

C C

C

bulk
.

T T n
n

T n

λ−
−

∝  (2.29) 

Here, n is the number of monolayers (MLs) in the film and λ denoted to the shift 

exponent. In the case of Ni/Cu(001), TC was determined from susceptibility 

measurement as shown in Figure 2.13 (Bovensiepen et al., 1998).  

Considering the 2D systems, the order parameter of spontaneous 

magnetization at the phase transition from ferromagnetism to paramagnetism was 

described by a power law of the form 

 ( ) ( )
C

0 1 ,
T

M T M
T

β

 
= − 

 
 (2.30) 

where β is the critical exponent of different dimensionality depended on the model of 

calculation. Determination of critical exponents describes how the magnetization M 

vanishes near TC. In order to evaluate β, the ( )M T  curve with TC in the separated 

experiment should be plotted. For Ni/Cu(100) ultrathin films, the measured values 

close to 0.24 are characteristic of Ising like systems (Huang et al., 1994).  
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2.3.2.2 Magnetic moments at surfaces 

For 3d transition metals, the magnetic moment of itinerant magnetism is 

determined by the electronic band structure. The electronic band structure splitting 

due to the exchange interaction leads to a majority and minority bands at the EF in 

different DOS. The average magnetic moment is determined by the difference in the 

number of occupied states between majority and minority bands. Since the broken 

symmetry and the reduced coordination number at the surface at a metal surface result 

in a small value of the d band width and localized surface states or surface resonance 

states. These affect to the magnetic properties close to the surface region. Several 

calculations based on density functional theory (Fu, Freeman, and Oguchi, 1985; 

Falicov, Victora, and Tersoff, 1985; Freeman and Wu, 1991; Weinert and Blügel, 

1993) showed that 3d transition metal atoms may be enhanced the magnetic moment 

at surface. The calculated results are summarized in Table 2.4. Moreover, the spin-

polarized low-energy electron diffraction (SPLEED) experiment provided qualitative 

agreement with the theoretical predictions for Fe(110), Ni(100) and Ni(111) surfaces 

(Feder et al., 1983; Mulhollan et al., 1988; Tamura et al., 1990; Wagner et al., 1997).  
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Figure 2.13 Calibrated in-phase susceptibility versus temperature for several 

thickness of Ni/Cu(001) (Bovensiepen et al., 1998).   
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Table 2.4 Magnetic moments (in µB) of 3d transition metal atoms at the surface and 

in the center layer, and the corresponding enhancement for the surface 

atoms (Freeman and Wu, 1991). 

System Surface Center Enhancement (%) 

bcc Fe(001) 

bcc Fe(110) 

bcc Fe(111) 

hcp Co(0001) 

fcc Ni(001) 

fcc Ni(110) 

fcc Ni(111) 

fcc Fe(001) 

bcc Co(001) 

bcc Co(110) 

fcc Co(001) 

bcc Cr(001) 

2.96 

2.65 

2.70 

1.76 

0.68 

0.63 

0.63 

2.85 

1.95 

1.82 

1.86 

2.49 

2.27 

2.22 

2.30 

1.64 

0.56 

0.56 

0.58 

1.99 

1.76 

1.76 

1.65 

0.59 

30 

19 

17 

  7 

23 

13 

  9 

43 

11 

  3 

13 

            322 

 

 

 

 

 

 

 

 

 

 



CHAPTER III 

THE CALCULATION METHOD 

 
A modern computational science based on a quantum-mechanical description of 

the interactions between electrons and atomic nuclei is one of the most influenced 

developments in materials science. Eventually, the fundamental basis for 

understanding materials and phenomena relies on understanding electronic structure. 

Naturally, the properties of matter are determined by the electronic ground state and 

the electronic excited states. The stable structure of a specific system is given by the 

structure with the minimal total energy at zero temperature. So, the ground state total-

energy calculations are greatly important for the structural determination of surfaces. 

This chapter serves as a brief introduction to the calculation method and software 

used to model the structure involved in this work.  

 
3.1 Density functional theory 

Nowadays, many computational methods are used in materials science for 

electronic structure calculations. The determination of the total energies is a 

prerequisite for a theoretical treatment of any property. Normally, two main 

techniques based on the total energy calculation are available using wave function and 

electron-density methods. One method has become more popular in recent years is 

density functional theory (DFT), in which the total energy is expressed in terms of the 

total electron density, rather than the wave function.  
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3.1.1 The Hohenberg-Kohn theorems 

DFT is based on the Hohenberg and Kohn theorem (1964) in which they proved 

two fundamental mathematical theorem. The first theorem states that the ground-state 

energy of a system of interacting electrons in an external potential is a functional of 

the ground state density only ( )E ρ  r . The second theorem leads to the fundamental 

statement of DFT that the total energy ( )E ρ  r  is variational with respect to the 

density and the exact ground state energy and density can be determined by the 

minimization of the energy functional ( )E ρ  r .     

3.1.2 Kohn and Sham equation 

Kohn and Sham (1965) who proposed the energy functional of Hohenberg and 

Kohn theorem in a compact form: 

 ( ) ( ) ( ) ( )
( ) ( )

( )
2

,
2

ext xc

e
E T V d d E

ρ ρ
ρ ρ ρ ρ

′
′= + + +          

′−
∫ ∫∫

r r
r r r r r r r

r r
 (3.1) 

where the first term is the kinetic energy functional of the non-interacting electrons 

system, the second term is the Coulomb interactions between the electrons and the 

nuclei, the third is so-called Hartree energy and the last term is the exchange-correlation 

energy that contains the many-electron effects. Kohn and Sham developed the electron 

density as a sum over the probabilities of single-particle states, can be written as 

 ( ) ( )

2

1

,
N

i

i

ρ ψ
=

=∑r r  (3.2) 

where N is the number of electrons. 

Since Kohn and Sham reduce the many-electron problem to an essentially single-

particle problem with the effective potential Veff can be written as,  
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 ( ) ( )
( )

( )
( )

xc

eff ext

1
,

E
V V d

δ ρ
ρ

δρ

  
′ ′= + +

′−
∫

r
r r r r

r r r
 (3.3) 

where this effective potential composes of the external potential ( )extV r , the 

exchange- correlation potential ( )xcV r  and the Hartree potential ( )HatreeV r .  

Therefore, the Schrödinger equation for single-particle state called the Kohn-

Sham equations is given by (Kohn and Sham, 1965) 

 ( ) ( ) ( )
2

2
eff .

2
i i i

V
m

ψ ε ψ
 
− ∇ + = 
 

r r r
ℏ

 (3.4) 

In order to solve Eq. (3.4), initially, a trial electron density, ( )ρ r  to find the single-

particle wave function, and ( )i
ψ r  is defined. Then, the Kohn-Sham equations are 

calculated by using the single-particle wave function from the initial step. If the two- 

electron densities in two steps are the same, and then the ground state electron density 

is reached. If the two electron densities are different, then the process is repeated 

again. This iterative method can lead to a solution of the Kohn-Sham equations being 

self-consistent.      

3.1.3 The local density approximation (LDA) 

In general the exchange-correlation energy cannot be exactly derived. Thus, it is 

necessary to create some approximations to solve the whole problem of many-body 

interactions. The simplest and most frequently used approximation is the so-called 

local density approximation (LDA). In this approximation, the exchange-correlation 

energy has a form similar to that for a homogeneous electron gas (Ceperley and 

Alder, 1980). But the density at any point in space is replaced by the local density of 

the actual system.  
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So, the exchange-correlation energy on the local density approximation can be 

expressed as (Kohn and Sham, 1965) 

 ( ) ( ) ( )
LDA 3
xc xc ,E dρ ρ ε ρ=      ∫r r r r  (3.5) 

where xcε  is the exchange-correlation energy density in which related to the 

exchange-correlation potential ( )xcV r  by: xc xc xc xc .V Eδ δρ ε ρ ε ρ= = + ∂ ∂  In the 

special case of  the uniform electron gas, the exchange-correlation energy can be 

written in a term of Slater determinant of single-particle orbitals (Slater, 1974) as 

(Parr and Yang, 1989) 

 ( ) ( )

1/3

xc

3 3
.

4
ε ρ ρ

π

 
= −    

 
r r  (3.6) 

Normally, the functional form for the correlation energy density, xcε , is unknown and 

has been derived in numerical quantum Monte Carlo calculations which yield 

essentially exact results (Ceperley and Alder, 1980). The LDA is more accurate for 

perfect metal but less accurate for systems with varying electron density.       

3.1.4 Generalized gradient approximation (GGA) 

Although the LDA gives surprisingly good results in a wide range of bulk and 

surface problems, the LDA results always show the overestimated total energy larger 

than that in experiment. Therefore, the generalized gradient approximation (GGA) has 

been proposed. In the GGA, a functional is based on the local electron densities and 

their gradients at considered point (Perdew, Burke, and Ernzerhof, 1996), can be 

expressed as 

 ( ) ( ) ( ) ( )( )
GGA 3
xc xc , .E dρ ρ ε ρ ρ= ∇   ∫r r r r r  (3.7) 
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This approximation is significantly improved over the LDA results. DFT calculations 

in the GGA lead to sufficient enough results in the chemical accuracy for many 

chemical reactions.     

    
3.2 Plane waves 

Plane waves are the most common approach used to expand the single-particle 

states of the Kohn and Sham equations into a set of basis functions. In a periodic 

crystals structure, the Bloch’s theorem states that the electron wave function can be 

written as the product of a cell-periodic part and a plane wave part (Ashcroft and 

Mermin, 1976), 

 ( ) ( ).i

i i
e uψ

⋅
=

k r
r r  (3.8) 

The cell-periodic part of the wave function can be expanded in terms of a special set 

of plane waves as  

 ( ) , ,i

i i
u c e

⋅
=∑ G r

G

G

r  (3.9) 

where G is the reciprocal lattice vector of the crystal. By using the definition of the 

reciprocal lattice vector, the reciprocal lattice vectors G are defined by 2s mπ⋅ =G  

for all s. Here, s is a lattice vector of the crystal and m is an integer. 

Combining Eqs. (3.8) and (3.9), one gives the electronic wave function as a sum 

of plane waves, 

 ( )
( )

, .
i

i i
c eψ

+ ⋅

+
=∑ k G r

k G

G

r  (3.10) 

The solution of this expression has a simple explanation as the solution of the 

Schrödinger equation, it can be written as 
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2

2
.

2
E

m
= +k G
ℏ

 (3.11) 

In practice, the solutions with lower kinetic energies are more physically important 

than solutions with very high kinetic energies. So, the solution is included only in the 

infinite sum with kinetic energies less than some values, so-called cut off energy (Ecut) 

(Martin, 2004). Then, Eq. (3.10) is reduced to 

 ( )
( )

, .
cut

i

i i
c eψ

+ ⋅

+

+ <

= ∑ k G r

k G

k G G

r  (3.12) 

Although plane waves are usually used as a basis set to expand the electronic wave 

functions in periodic systems, plane waves are not efficient to describe wave 

functions of electrons in core-region.        

 
3.3 Pseudopotentials 

3.3.1 The concept of pseudopotentials 

In principle, the electron potential in matter can be separated into two regions. 

The first part is the core-region where the electrons are strongly localized in the 

closed inner atomic shells that defined by the cut-off radius rc. The electron potential 

in this region is strongly attractive. The second part is the interatomic region where 

the electrons exist outside the core. In this region the electron potential varies very 

slowly. As a result, a plane wave method is generally not suitable for describing the 

properties of core electrons. This problem can be overcome by using, so-called 

pseudopetential method (Phillips, 1958; Phillips and Kleinman, 1959; Heine, 1970). 

Conceptually, the pseudopotential is replaced by the strong core potential ( )c
V r  with 

a weak pseudopotential that behaves on a set of pseudo-wave functions rather than the 
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true valence wave functions (Figure 3.1). The pseudopotential is developed based on 

an all-electron calculation for the isolated atom. Thus, a pseudo-wave function can be 

written as (Phillips and Kleinman, 1959; Cohen and Chelikowsky, 1988) 

 PS PS .
i i

v c c

i

ψ ψ ψ ψ ψ= −∑  (3.13) 

This approximation is the most important approach to reducing the computational effort. 

The results of pseudo-wave function ( )PSψ r  are very smooth for many elements.                   

3.3.2 Norm-conserving pseudopotentials 

As the exchange-correlation energy is a function of the electron densities in total-

energy calculations. In order to obtain the exchange-correlation energy accurately, the 

all-electron wave function is replaced by a soft nodeless pseudo-wave function inside 

the core radius rc, and the pseudo-wave functions and the all-electron wave functions 

outside the core radius rc should be identical. Norm-conserving pseudopotentials is 

described as the scattering properties of an ion in a variety of atomic environments 

inside the core radius rc (Hamann, Schlüter, and Chiang, 1979; Bachelet, Hamann, 

and Schlüter, 1982). The most general form for a norm-conserving pseudopotential is 

given by 

 ( ) ( )PS .
lm l lm

lm

V Y V Y=∑r r  (3.14) 

where 
lm

Y  are the spherical harmonics and 
l

V  is the pseudopotential for angular 

momentum l. Actually, the pseudopotential wave function and eigenvalue are 

different for different angular momenta l, the pseudopotentials in this form are often 

called semi-local. The norm-conserving pseudopotentials are required to reproduce 

full-potential wave functions accurately in the valence regions.  
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Figure 3.1 A schematic illustration concept of the pseudopotential (dash lines) 

and all-electron potential (solid lines) and their corresponding wave 

functions. The vertical line is indicated the core radius rc (Singh and 

Nordström, 1994). 
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3.3.3 Ultrasoft pseudopotentials (USPP) 

For the first-row elements, transition metals and rare-earth elements, a large of 

plane wave basis set of pseudopotentials is required in the core region and the pseudo-

wave functions should be as soft as possible, allowing a low kinetic energy cut-off to 

be used. To resolve this problem, the ultrasoft pseudopotentials (USPPs) that 

proposed by Vanderbilt (1990) have been developed. This method can extremely 

reduce the plane wave cut-off needed in calculations, since it is required quite large 

value of the core radius rc. In the Vanderbilt approach, the basis of norm-conservation 

is released to obtain smoother pseudo-wave functions in the core region and the 

charge density difference between the all-electron and pseudo-wave function is 

calculated from a small number of localized augmentation charges. It becomes 

possible to choose the core radius of pseudopotential around half of the nearest-

neighbor distance. The augmentation charges are required only in a small cut-off 

radius which is used to recover the moments and the charge distribution of the all-

electron wave function accurately (Laasonen et al., 1993). One of disadvantage of this 

method is the rather difficult construction of the pseudopotentials.       

3.3.4 Projector augmented waves (PAW) 

The PAW method (Blöchl, 1994; Holzwarth et al., 1997; Kresse and Joubert, 

1999) was developed based on the USPPs method, which works with the full all-

electron wave functions. The PAW method was firstly proposed by Blöchl (1994). 

The PAW method describes the wave function by a superposition of the pseudo-wave 

functions and the all-electron wave function by using a linear transformation and 

modified the total energy functional consistent with the transformation to the Kohn-

Sham functional. In the PAW, a linear transformation τ  is given by 
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n n

ψ τ ψ= ɶ  (3.15) 

where 
n

ψ  is the all-electron wave function and 
n

ψɶ  is the pseudo-wave function. 

The important point is to construct the all-electron wave function from the pseudo-

wave function through a linear transformation as 

 ( ) .
n n i i i n

i

pψ ψ φ φ ψ= + −∑ ɶɶ ɶɶ  (3.16) 

Here, 
i

φ  is the all-electron partial waves obtained for a reference atom, 
i

φɶ  is the 

pseudo-partial waves equivalent to the all-electron partial waves outside a core radius 

l

c
r  and also match continuously onto 

i
φɶ  inside the core radius, and 

i
pɶ  is the 

projector function for each pseudo-partial wave satisfied the relation 
i n ij

p ψ δ=ɶɶ . 

Therefore, a linear transformation can be obtained from Eq. (3.16) as 

 ( )1 .
i i i

i

pτ φ φ= + −∑ ɶ ɶ  (3.17) 

Considering materials with strong magnetic moments, the PAW method provides 

more reliable results than that of USPPs.    

 
3.4 The Vienna Ab initio Simulation Package (VASP) 

In the present work, all of calculations are performed with the Vienna Ab initio 

Simulation Package (VASP), which developed by Georg Kresse and co-workers 

(Kresse and Hafner, 1993; 1994; Kresse and Furthmüller, 1996a, 1996b; Kresse and 

Joubert, 1999). VASP is described by the interaction between ions and electrons by 

using pseudopotentials or the projector-augmented wave method and a plane wave basis 

set. So, the number of plane waves per atoms for transition metals and first row 
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elements can be reduced. In VASP, forces and the full stress tensor can be calculated 

and used to relax atoms. VASP is mainly used with an iterative matrix-diagonalization 

scheme to minimize the total energy. Most of algorithms implemented are based on the 

conjugate gradient (CG) scheme (Teter, Payne, and Allan, 1989; Bylander, Kleinman, 

and Lee, 1990), the blocked Davidson scheme (Liu, 1978; Davidson, 1983), or a 

residual minimization scheme−direct inversion in the iterative subspace (RMM-DIIS) 

(Pulay, 1980; Wood and Zunger, 1985). The charge density mixing is used within an 

efficient method of Broyden or Pulay scheme (Pulay, 1980; Johnson, 1988). The forces 

acting on the ions can be evaluated with the Hellmann-Feynman theorem (Feynman, 

1939). The k-point mesh was generated automatically on the basis of the Monkhorst 

and Pack scheme (1978).             

 
3.5 Surface calculations 

3.5.1 Slab models for surfaces 

 Since the surface is formed by truncate a bulk crystal, surface atoms have fewer 

neighbors than bulk atoms. Thus, the ideal model to create the surface would be a 

slice of the bulk crystal structure in two dimensions and repeated periodically along 

the surface normal to form a supercell (Figure 3.2). This model is called a slab model. 

In a supercell, the empty space separating atoms in the slab along the surface normal 

direction is called the vacuum layer. If the vacuum layer is thick enough so that the 

electron density of the material spills out into the vacuum and can minimize any 

interactions between atoms of the next slab. 
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3.5.2 Computational details 

In the present studies, the structure of Ni/Cu(001) films was modeled using the 

VASP code. The Ceperley-Alder functional (1980) together with the Perdew and Wang 

formulae (1992) of generalized gradient approximation are used to describe the electron 

ion-interactions. For the correlation part of the exchange correlation functional, the 

interpolation formula is performed according to the Vosko-Wilk-Nusair parameterization 

(1980). The residuum minimization method direct inversion in the iterative subspace is 

used to optimize the structure. The PAW basis of VASP code was used to describe the 

wave functions and potentials with the plane wave energy cut-off of 270 eV.  

 

Figure 3.2 A schematic of basic idea of slab model. 
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3.5.3 Ni/Cu(001) surfaces 

The structures of Ni/Cu(001) films were modeled by periodically repeated slabs 

with five layers of Cu in the (001) orientation and Ni films of 1 to 11 layers placed 

pseudomorphically on both sides of this slab to maintain the inversion symmetry. The 

in-plane lattice constant ( 0a ) is fixed at 3.58 Å according to the experimental data 

(Platow et al., 1999). The Brillouin-zone integrations were performed using grids of 

(9×9×1) k-points in the surface cell. The slab surface cells were separated by 3 0a  of 

vacuum layer. The examples of supercell used to create Cu(001) and Ni/Cu(001) 

surfaces are shown in Figure 3.3.   

 

Figure 3.3 A schematic diagram of a supercell that used to model: (a) 5 ML 

Cu(001) and (b) 2 ML Ni on each side of 5 ML Cu(001) slab.  

 

 

 

 

 

 



CHAPTER IV 

EXPERIMENTAL TECHNIQUES AND INSTRUMENTS  

 

This chapter consists of a description of the important techniques, the 

experimental instruments and the sample preparation used in this thesis work. In 

addition, parameters used in the ARPES are also described.  

 

4.1 Experimental techniques 

4.1.1 Auger electron spectroscopy (AES) 

Auger electron spectroscopy is an analytical technique to identify the atomic 

element in materials. It has been extensively used to check impurities in high-purity 

metals and to determine the chemical composition of the adsorbed atom. The emitted 

secondary electrons generated in the Auger process are analyzed and their kinetic 

energies are measured. The Auger process is initiated by creation of a core hole in an 

inner shell of the atom, excited by an electron beam (Figure 4.1). Then the hole in an 

inner shell is filled by an electron in the outer shell. A released energy is transferred to 

excite another electron. The ejected electron is called the Auger electron. Therefore, 

the energy of the Auger electron depends on the energy levels realized in the atom. A 

kinetic energy of the Auger electron from the various electron levels can also be 

written in the form: 

 
1 2,3kin .

K L L
E E E E= − −  (4.1) 
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The capability of AES as a tool for determining film thickness is based on the 

relaxation effect of the Auger electrons produced by interior atoms (Figure 4.2). For 

the simple case of an overlayer of element, A, on a substrate of element, B, one can 

write an intensity of the Auger electron, IA, emitted from an overlayer of thickness d 

as (Cumpson and Seah, 1997) 

 
( )imfp

1 exp cos ,
A A A

A

d
I I

E
θ

λ

∞
   

= − −  
    

 (4.2) 

and an intensity for the substrate composed of element B can be written as 

 
( )impf

exp cos ,
B B A

B

d
I I

E
θ

λ

∞
 

= − 
  

 (4.3) 

where I
∞  is the intensity from pure element, s a sensitivity factor, and imfp

X
λ  the 

inelastic mean free path (IMFP) of electrons, which is depend on a kinetic energy of 

the Auger electron from the overlayer. EA and EB are the kinetic energy of electrons 

from the overlayer and substrate, respectively.  

Further, Powell (1985) suggested that the appropriate length scale should be 

involved into the quantification equation as the attenuation length (AL) instead of 

IMFP. AL is obtained from overlayer-film experiments based on a model in which the 

effects of elastic electron scattering are ignored. It was found that, a factor of AL gives 

more accurate results than that of IMFP. In the case of the energy of the peak from 

element A closed to element B, we can assume that ALs of signal electrons, which are 

a function of kinetic energy from overlayer and substrate, are identical (Fulghum et al., 

1992), i.e. ( ) ( )AL AL AL ,A A

A B
E Eλ λ λ= =  so that we can obtain thickness as  
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( )

( )
AL

/
cos ln 1 .

/
A A

B B

I s
d

I s
λ θ

 
= + 

 
 (4.4) 

Here, sNi of 1.0478 and sCu of 1.1435 were used in our experiment. One can see that 

both the overlayer and substrate signals show a linear change with the measurement 

of the thickness of an overlayer. 

 

Figure 4.1 A schematic diagram of the Auger process. A hole is firstly created in 

the K shell when the atom is ionized by an incident electron. This hole 

is filled by an electron in the L1 shell.  
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Figure 4.2 The mean free path of the electron in solid. The dots correspond to the 

measurement results, and the dashed curve the calculation (Werner, 

2004). 

4.1.2 Low energy electron diffraction (LEED) 

LEED is the main technique used to study the morphology and structure of 

surface. In the LEED optics, the low-energy electron beam is incident on a surface 

normal, and the diffracted electrons against the surface are detected on a fluorescent 

screen by accelerating electrons through a mesh in a high electric field (Figure 4.3). 

The electrons incident on perpendicular to surface are elastically scattered within a 

depth of only a few atomic layers, which are comparable to the spacing between 

atoms of the crystal surface. Therefore, the diffracted pattern in a LEED experiments 

reflects the surface reciprocal lattice rods projected on the Ewald sphere (Oura et al., 

2003). 
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Figure 4.3 A schematic diagram of LEED optics. 

4.1.3 Reflection high energy electron diffraction (RHEED) 

RHEED is an important in situ analysis technique used to monitor a film quality 

during the film growth. RHEED patterns give information on the morphology of the 

growing film surface (Figure 4.4). The oscillations in the intensity of the diffracted 

beams in RHEED pattern are possible to monitor the atomic layer-by-layer growth of 

epitaxial films (Ichimiya and Cohen, 2004). In the RHEED experiment, the high-

energy electron beam (5-20 keV) is incident on a surface in a grazing angle, and the 

diffracted electrons on the surface are detected on a fluorescent screen (Figure 4.5). 

Owing to the electron beam on the sample surface at grazing incidence, the electrons 

penetrate a limited depth and probe the surface lattice order. The diffracted patterns 

correspond to the projection of the surface reciprocal rods on a part of the Ewald 

sphere. The grazing electron beam optics is not interfered with the other instruments in 

the surface normal direction, so that RHEED patterns can be monitored during a 

deposition process. Figure 4.6 illustrates the typical streaky RHEED patterns of an 

ultrathin film of Ni grown on Cu(001). 
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Figure 4.4 Schematic pictures showing the relationship between the intensity 

oscillations of the RHEED pattern and the film morphology for layer-

by-layer growth (Ploog, 1988). 

 

Figure 4.5 A schematic picture of diffraction geometry of RHEED. Intensity 

maxima on the screen correspond to projected intersections of the 

Ewald’s sphere with the reciprocal rods (Wuttig and Liu, 2004). 
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Figure 4.6 RHEED patterns after 5 ML Ni was grown on Cu(001) at room 

temperature. 

4.1.4 Molecular beam epitaxy (MBE) 

MBE technique has been developed to synthesize new functional crystals in 

combination with well-known materials on a well defined substrate (Cho and Arthur, 

1975). Because the electronic and magnetic properties of ultra-thin films strongly 

depend on their thicknesses, MBE technique has also been used to grow films in 

various thicknesses for surface, interface, and multilayer studies. 

MBE is a kind of vacuum evaporation techniques, so that MBE requires a well-

defined UHV condition to obtain the high quality of target evaporation and deposition 

on a substrate. A growth rate is easily controlled by adjusting a power to the heater, 

and monitored by in-situ flux monitors and/or RHEED intensity oscillations. 

Deposition duration is controlled by opening and closing a shutter located in between 

the evaporator and the substrate. The present MBE experimental setup is illustrated in 

Figure 4.7.  
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Figure 4.7 A schematic of the MBE system at the BL4 beamline. 

4.1.5 Surface magneto-optical Kerr effect (SMOKE) 

The magnetization of magnetic materials induces an optical anisotropy leading to 

various optical responses depending on a light polarization incident on materials. In 

particular, among these various magneto-optic effects, SMOKE has been getting more 

attentions because the surface magnetism plays an important role in the development 

of high-density recording media. The experimental setup of SMOKE is simple and 

developed without any advanced instrument. The magneto-optic Kerr effect (MOKE) 

is attributed from the interaction between the electrical field of the light and the 

electron spin within a magnetic medium, originating from the spin-orbit interaction. 

As it is well known, the optical properties of a medium are determined by a dielectric 

tensor corresponding to the motion of the electron in the medium. The electric field of 
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the light introduces the motion of the electrons in the medium where a beam of light 

propagates through a medium. Then, MOKE shows the different response of the 

electrons to left- and right circularly polarized lights.  

Consider the following antisymmetric dielectric constant tensor (Qiu and Bader, 

2000): 

 

1

1 ,

1

z y

z x

y x

iQ iQ

iQ iQ

iQ iQ

ε ε

 −
 

= − 
 − 

ɶ  (4.5) 

where ( ) ( ), , , ,
x y z

Q Q Q α β γ= =Q Q  is called the Voigt vector (Voigt, 1915), and 

,  ,  α β γ  are the direction cosines of the magnetization vector M. These modes are 

left- and right-circularly polarized lights. The refraction index of left- and right-

circularly polarized lights are ( ) ( )ˆ ˆ1 11  and 1
2 2L R

n n n n= − ⋅ = + ⋅Q k Q k , 

respectively. Two parameters are used to describe the Kerr effect i.e., the Kerr 

rotation 
K

α  and the ellipticity 
K

ε . The Kerr rotation is due to the different phase 

shifts of the two circularly polarized modes, while the ellipticity is caused by the 

different absorption rates of the medium for the two circularly polarized modes.  

In SMOKE, a linearly polarized light is incident on a magnetic sample surface, 

and then a reflected light polarization is rotated as a result of the optical anisotropy, 

namely, the Kerr effect (Figure 4.8). The Kerr rotation angle and polarized ellipticity 

depend on the magnetization and the incident angle of the light on the material 

surface, respectively. The linearly polarized light can be decomposed into left-handed 

and right-handed circularly polarized light with equal amplitudes.  

 

 

 

 

 

 



67 
 

In the case of normal incidence of linearly polarized light, these two modes have 

different complex reflection coefficients as 

 ( )
1

,        L, R ,
1

j

j j

ij jr

j j

i

E n
r r e j

E n

φ−
= = − = ∈

+
 (4.6) 

where  and  
i r

E E are the light intensity of the incoming and reflected wave fields and 

n is the refractive index. Therefore, the recombination of two circularly polarized 

modes from the magnetized medium after reflection relates to the Kerr rotation (
K

α ) 

and the Kerr ellipticity (
K

ε ). The Kerr ellipticity is given by the normalized 

difference between the amplitudes, 

 ,

L R

K L R

r r

r r
ε

−
= −

+
 (4.7) 

and the Kerr rotation is given by 

 ( )
1

.
2

L R

K
α φ φ= − −  (4.8) 

There are two different SMOKE geometries depending on the orientation of the 

magnetization vector M relative to the incidence plane, i.e. the longitudinal and polar 

Kerr geometries (Figure 4.9). In the longitudinal geometry, the magnetization vector 

is parallel to the surface plane and also the plane of incidence. In the polar geometry, 

the magnetization vector is perpendicular to the surface plane and parallel to the plane 

of incidence. This geometry gives the highest signal when the polarized light beam 

hits the surface near normal incidence. The magnetic anisotropy energy corresponds 

to the area difference between hysteresis loops obtained in the longitudinal and polar 

Kerr effects. 

 

 

 

 

 

 



68 
 

 

Figure 4.8 A schematic diagram of magneto-optic Kerr effect. Upon reflection of 

linearly polarized light from a magnetized sample, an elliptical 

polarization and rotation of the polarized plane occur. 

 

Figure 4.9 Orientation of the magnetization and the incidence plane for the two 

main Kerr geometries. 
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4.2 Experimental instruments 

4.2.1 Vacuum chamber 

The experimental station of the beamline 4 (BL4) at the Siam Photon Laboratory 

in the Synchrotron Light Research Institute (SLRI) has been providing the 

synchrotron radiation from a bending magnet source with a photon energy between 40 

and 240 eV. This enables us to map a whole energy band dispersion in both surface 

and bulk Brillouin zones (BZs) using ARPES techniques. A linearly polarized light 

from the synchrotron radiation allows us to identify the initial state symmetry. This is 

a great advantage for this research to reveal a relationship between the energy band 

and its orbital symmetry responsible for the magnetic anisotropy owing to a spin-orbit 

interaction. 

The end-station of BL4 (Figure 4.10) is equipped with sample manipulators, 

electron energy analyzers, LEED optics, electron and ion guns, the MBE system with 

RHEED optics, and the SMOKE system. All instruments are operating in ultra-high-

vacuum (UHV) conditions and samples are transferred between systems without 

breaking UHV.  

The photoemission chamber consists of the preparation chamber and the analysis 

chamber as illustrated in Figure 4.11. The preparation chamber equipped with the ion 

gun allows us to treat a surface by an ion sputtering technique. The surface 

characterizations have been performed in the analysis chamber. The analysis chamber 

is equipped with the electron gun, LEED optics and two electron energy analyzers; 

ARUPS 10 and Alpha 110. The manipulator is mounted on the preparation chamber 

with the sample holder system. The sample holder has heating and cooling units with 

temperature monitoring sensors. 
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Figure 4.10 A schematic diagram of the experimental station for the BL4 at SLRI. 

 

 

 

 

 

 



71 
 

 

Figure 4.11 A schematic diagram of the photoemission system at BL4. 
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4.2.2 Electron energy analyzer 

In this work, two types of energy analyzers were used, one is the Alpha 110 and 

the other ARUPS 10. The Alpha 110 is a 180° hemispherical electron energy analyzer 

with mean radius of 110 mm (Figure 4.12). It is installed with 7 channel-detectors and 

the three lens elements corresponding to small area, large area or angle resolved 

experiments. It has two modes of measurement; one is CAE (Constant Analyzer 

Energy), in which the analyzer pass energy and the energy resolution is constant, and 

the other CRR (Constant Retard Ratio), in which the analyzer pass energy and the 

energy resolution varies as a constant ratio of the kinetic energy. For measurements of 

ARPES spectra, we used ARUPS 10, which is a hemispherical analyzer with a mean 

radius of 75 mm mounted on goniometer. The goniometer rotates the analyzer along 

two axes: 360° polar and 100° azimuthal rotation. The analyzer has the multi-channel 

detector including the lens with variable acceptance angles from ± 0.2 to ± 2.0°. 

 

Figure 4.12 A schematic diagram of Alpha 110 (Thermo Electron Corporation, 

2004). 
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4.3 Sample preparations 

High-purity copper single crystals (99.999%) available in the commercial 

market were purchased to prepare a substrate for Ni film growths. The single crystal 

rod aligned to the [001] direction was sliced to several disk-shaped samples by a 

cutting machine with the silicon carbide cut-off wheel. The Cu(001) disks were 

further mechanically grinded on a silicon carbide paper up to 4000 grade. The 

polishing surfaces were finalized with a diamond suspension down to 0.8 mm 

diameter. The samples were chemically cleaned with acetone and ethyl-alcohol 

solutions in the ultrasonic bath before loading to a UHV chamber at a base pressure of 

2×10-10 mbar. Several cycles of 1 keV Ar ion sputtering and subsequent annealing at 

600°C for 10 min remove surface impurities such as sulfur, carbon, and oxygen 

detected by the AES measurements. Finally, a surface long-range lattice order was 

inspected in terms of a good sharpness and clear contrast to the background in the 

LEED patterns. 

According to the several reports previously published, epitaxial nickel films can 

be grown on the Cu(001) surface at room temperature. The mini electron-beam 

evaporator was used to deposit Ni films on the Cu(001) surface. High-purity nickel 

rod (99.99%) was purchased from the commercial company with a diameter of 2 mm 

as a target. The Ni rod was cut in a length of 24 mm loading to the evaporator. The 

operating pressure of the evaporation was below 7×10-9 mbar. The crystal lattice 

orders of each film have been checked by LEED (Figure 4.13). The LEED pattern 

shows a sharp p(1×1) and low background intensity, resulting from a good structural 

order in the topmost surface layer. All of Ni films were deposited at room temperature 

without subsequent annealing to avoid interfacial mixing. The growth of the films was 
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monitored by RHEED, performing with an electron energy of 15 keV. An average 

deposition rate of Ni films of about 0.6-1.6 ML/min obtained from RHEED 

oscillations (Figure 4.14). Figure 4.15 shows the AES spectra for the particular Ni 

film thickness. 

 

Figure 4.13 LEED patterns of (a) 1.7 ML, (b) 3.6 ML, (c) 5.5 ML, (d) 7 ML, and (e) 

10 ML Ni/Cu(001) at an electron energy of 76 eV. 
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Figure 4.14 Thickness dependence of the oscillations in RHEED patterns in MBE 

growth of Ni on Cu(001) at room temperature. 

 

 

 

 

 

 



76 
 

 

Figure 4.15 AES spectra on various Ni films thicknesses including comparing to 

clean Cu(001) surface. 

4.4 Thickness calibration 

Since the lattice structure and magnetic properties of the studied films are 

sensitively dependent on the film thickness, it is of importance to control and measure 

the film thickness precisely. In this work the film thickness is mainly determined by 

RHEED oscillations at an electron energy of 15 keV. Since both Ni and Cu materials 

have the same fcc crystal structure with only 2.5% lattice mismatch, the growth of Ni 

on Cu(001) surface displays a good epitaxial film. The oscillatory behavior during 
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deposition shows the layer-by-layer growth. The RHEED oscillations have been 

observed as a good layer-by-layer mode up to 7 ML (Figure 4.14). 

The interpretation of the RHEED results has been combined with the AES 

measurements. The thickness calibration for the Ni overlayer was performed by 

measuring the AES signal of Ni LMM (850 eV) and Cu LMM (920 eV) for all films 

at the end of growth using an electron energy of 5 keV. The correlation between the 

RHEED oscillation and AES signal ratio can be obtained by taking a linear fit 

according to Eq. (4.4). In this calculation, AL of λAL = 7.4 ML was used. Figure 4.16 

shows the correlation of Ni film thickness obtained from the RHEED oscillation and 

AES signal. The thickness calibration curve shows less accurate at the range of 

overlayer thicknesses for d < 1 ML and d > 12 ML corresponding to the interval AES 

signal ratio limits suggested from Compson and Seah (1997). 

 

Figure 4.16 Calibration of Ni films thickness obtained from the RHEED oscillation 

and AES measurements.  
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4.5 Angle-resolved photoemission measurements 

ARPES experiments were performed by using the synchrotron radiation at the 

BL4 of SPL of SLRI (Nakajima et al., 2007). The ARPES apparatus consists of an ion 

gun, an electron gun for AES, a temperature-controlled sample holder, and an 

electron-energy analyzer (Thermo VG Scientific; ARUPS10). Pressure in the analysis 

chamber was below 2×10-10 mbar during the ARPES measurements. The synchrotron 

light was incident at angle of 20° and 45°. The angle of 20° corresponds to the s-

polarization dominant incident light, and the angle of 45° includes composition of s 

and p polarizations equivalently. In the spectra measured at 45° incidences, the 1∆  

symmetry in the spectra is more distinguishable than that measured at an incident 

angle of 20°. The overall energy resolution of the measured spectra was 170 meV at a 

photon energy of 45 eV, which was confirmed on the Fermi edge (EF) of a gold 

sample at room temperature. The acceptance angle of ARUPS10 was set to ± 1°. The 

angle-scanned data for different thicknesses were taken with a photon energy of 44 

eV, which is close to the Γ point of bulk Ni along [100] for binding energies near EF. 

Normal emission spectra excited by a photon energies from 40 to 110 eV in 4-eV 

steps and in 2-eV steps to 110 eV, covering the Γ to X points in the bulk BZ. For a 

surface energy band mapping, the in-plane surface orientation was adjusted in the 

high-symmetry plane (Γ-X ) where the linearly polarized light was incident and the 

ARPES analyzer was scanned (Figure 4.17).  
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Figure 4.17 A schematic illustration of LEED pattern on Ni/Cu(001) surfaces. First 

surface BZs are also shown with corresponding irreducible 

representations in the inset of LEED pattern. 

4.6 Surface magneto-optic Kerr effect measurements 

The magnetic properties in this study were measured in-situ using SMOKE with 

the experimental setup shown in Figure 4.18. A light source was performed with a 

linearly polarized He-Ne laser (λ = 632.8 nm). A polarized light reflected from the 

sample surface is detected by a silicon photo detector, with an extinction ratio of 10-6. 

The external magnetic field was generated from a c-shape electromagnet, which 

allows to be applied either parallel (longitudinal) or perpendicular (polar) to the film 

plane. A c-shape electromagnet can be produced in the magnetic field up to about 

1600 Oe. In this study, the substrate can be cooled down to about 123 K, monitored 

by a type-K thermocouple. 
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Figure 4.18 A schematic diagram of the SMOKE experimental setup at the BL4 at 

SPL in SLRI (Chai-ngam et al., 2010). 

 

 

 

 

 

 



CHAPTER V 

RESULTS AND DISCUSSION 

 
The main propose of this work is to investigate the thickness-dependent 

electronic structure of Ni films on Cu(001) surface by both ARPES and a first-

principles energy-band calculation. The obtained information gives understanding of 

the origin of PMA. The magnetic and structural properties of Ni films have been 

confirmed by SMOKE and LEED. In this chapter, the electronic structures and 

magnetic properties of Ni/Cu(001) films have been discussed. 

 
5.1 Normal emission data 

First, we studied how the electronic structures develop as the Ni film grows. The 

energy band structures along k
⊥

 can be identified in normal-emission ARPES spectra 

by varying the photon energy. Since the thin film has two-dimensional-like lattice 

structures, no band dispersion is expected with respect to the surface normal direction. 

Figure 5.1 shows the photon energy dependence of normal emission ARPES spectra 

on the Ni/Cu(001). The photon energy is increased in 4-eV steps from 40 to 108 eV 

and in 2-eV steps from 108 to 110 eV, covering the Γ to X points in the bulk BZ. The 

probing depth or inelastic electron mean free path (IMFP) is estimated to be about 

4.25 to 5.0 Å at a specified photon energy range (Tanuma, Powell, and Penn, 1988). 

k
⊥

 along the Γ-X direction (∆-line) in the bulk of Ni and Cu are 1.785 and 1.74 Å-1, 

respectively. The spectra were measured at an incident angle of 20° and 45°. 
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At an incident angle of 20°, the vector potential (Α
�

) parallel to the surface 

dominantly contributes to the spectra. However, at an incident angle of 45°, the vector 

potential perpendicular to the surface effectively contributes to the spectra even 

though Α
�

 parallel to the surface still remains. For this experiment, all spectra are 

excited with a linearly polarized light. According to the dipole selection rule for 

linearly polarized light on the (001) surface (Hermanson, 1977), the s and p 

polarizations excite the initial states of odd and even symmetries with respect to the 

mirror plane corresponding to the excitation of the ∆5 and ∆1 initial state symmetries, 

respectively (Table 2.1). In Figure 5.1, the features on the spectra measured at an 

incident angle of 20° are represented by circles, while triangles denote the features of 

45°. Note that, in this experiment, the plane of incidence was set in the off-mirror 

plane geometry, so the dipole selection rule mentioned above does not work. 

However, in the other sense, all possible initial state symmetries are into the spectra. 

The Cu 3d states around 2-4 eV binding energy for 0.6 ML show a significant 

dispersion with k
⊥

 and in reasonable agreement with those in the energy band 

calculation and experiment (Burdick, 1963; Rader et al., 2009). However, the Ni 3d 

states do not have any dispersion due to the non-periodic potential normal to the 

surface. Two peaks are observed at a binding energy of 0.2 and 0.5 eV with excitation 

energy below 72 eV, and a single peak at 0.5 eV of binding energy is observed at 

photon energy above 76 eV. At 3.6 ML, the Ni 3d states are appeared at 0.25 and 0.5 

eV in high photon energies, and three peaks are observed at 0.5, 1.1, and 1.3 eV in 

low photon energies as non-dispersive bands. However, the peak at 0.5 eV is not 

clearly distinguishable as observed in the spectra of 0.6 ML. The feature at 0.5 eV is 
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expected to be the interface electronic structure. Various dispersive bands seem to be 

developed from those at 3.6 ML and more recognizable at 6.3 ML. In the spectra at 

6.3 ML, the three non-dispersive peaks observed at 3.6 ML are still recognizable 

except the peak at 0.5 eV resulting from the interface state. 

 

Figure 5.1 Photon energy and symmetry dependence obtained from normal-

emission ARPES spectra on film thicknesses of 0.6, 3.6, and 6.3 ML. 

Two incident angles of 20° and 45° were applied for the photoelectron 

excitation with a photon energy from 40 to 110 eV. The Γ and X points 

correspond to 44 and 108 eV, respectively. 
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The obtained information from normal-emission spectra indicates that the three 

non-dispersive bands at 0.25, 1.1, and 1.3 eV in the spectra for 3.6 ML originate from 

the two-dimensional film band formed in the Ni film, because they are clearly 

distinguished in the thick films. However, the band at 0.5 eV originates from the 

interface band because it is difficult to observe that profile in the thick films. In the 

spectra for 6.3 ML, the dispersive bands resemble to the three-dimensional film band 

structure, which are gradually formed above 3.6 ML. So that the electronic structure 

of Ni films shows a bulk-like electronic structure at a thickness above 3 ML. 

 

5.2 Surface energy band dispersion along Γ -∆ - X  direction 

In order to clarify the thickness dependence of surface electronic structures, the 

angular distribution of photoelectrons data was measured. The development of the 

electronic structure along the ∆  direction as a function of Ni film thickness is shown 

in Figures 5.3 to 5.11. The spectra were measured at emission angles of 0° to 17° with 

the Ni film thicknesses up to 30 ML. The incident angle of light was set in either 20° 

or 45°. The excited photon energy was fixed at 44 eV corresponding to the Γ point of 

the bulk BZ.  

Because the photoionization cross sections are nearly equivalent for the Ni and 

Cu 3d electrons in the soft x-ray energy range, all spectra as shown in the figures were 

normalized with their integrated intensities. We employed p-polarized light with the 

vector potential parallel to the plane of incidence ( A
�

�
), within a mirror plane of ∆  

direction, and the ARPES analyzer was deployed in the mirror plane. According to 

the dipole selection rule, the dipole operator ⋅A P
� �

 is even (odd) if A is parallel 

(perpendicular) to the mirror plane. Therefore, our ARPES geometry tells us only 
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even initial states with respect to the ∆  mirror plane. So that the bands with 2z
d  and 

2 2x y
d

−
 orbital characters are possibly excited in off-normal emission ARPES spectra 

corresponding to 1∆  and 2∆  symmetries, respectively (Hermanson, 1977). Because 

the surface BZ coordinate (Figure 5.2) described in our d orbital representations is 

different by 45° from the bulk BZ coordinate, 2∆  corresponds to 2
′∆ , and 2

′∆  to 2∆ . 

In connection with the bulk state, the 2∆  state is possibly converged into the 25Γ′  state 

decomposing into 2
′∆  and 5∆  as shown in Appendix C. The selection of the initial 

state symmetries depends on the direction of the vector potential to normal to surface. 

If the vector potential (Α
�

) is parallel to the surface, the initial state with the 5∆  band 

is preferably excited in normal emission as discussed in the previous section. If the 

vector potential is perpendicular to the surface then the initial state with the 1∆  band 

is dominantly excited. In off-normal emission, 2∆  is possibly excited. In this 

experiment, it should be noted that the initial states of all both symmetries are 

possibly observed for both incident angles of 20° and 45°, since the ARPES analyzer 

and vector potential (Α
�

) cannot be definitely aligned in the normal or parallel to the 

sample surface under our experimental condition. 

In Figures 5.3 to 5.11, the Cu 3d bands are located in the binding energy range 

between 2 and 4 eV, while the Ni 3d bands appear below 2 eV of binding energy. For 

clean Cu(001) surface, the feature near the EF corresponds to the Cu 4sp bands. The 

intensity of Cu 3d band peaks is reduced as the increasing of the Ni film thickness. At 

the Ni film thickness above 7 ML, the Cu band does not appear in the spectra due to 

the short mean free path of photoelectrons.  
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Figure 5.2 A simple drawing of the 2 2x y
d

−
 orbital along the ∆  mirror plane in the 

surface BZ coordinate. The bulk BZ (light gray) is also shown 

including the surface BZ (dark gray). In this figure, irreducible 

representations and coordinates in the surface BZ are described with a 

overline and parentheses. 

Figure 5.3 shows the ARPES spectra measured at normal emission. The Ni 3d 

bands are dominated by two-peak structure. At the Ni film thicknesses below 3ML, 

the two-peak structure displays in the broad features around 0.32 and 0.66 eV, and they 

separate as peaks at 0.45 and 1.15 eV for film thicknesses above 3 ML. The energy 

positions agree with previous published photoemission data on Ni/Cu(100) at normal 

emission (Thompson and Erskine, 1985; Pampuch et al., 2001). On the basis of the 

reported calculations of Cu monolayers (Noffke, Brunn, and Hermann, 1978), the 

peak positions at 0.32 and 0.66 eV are assigned to 5Γ  and 1Γ , respectively. The 
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energy position at 0.45 eV for thicker thicknesses originates from the ∆1 band 

converging to Γ12, and the peak at a binding energy of 1.15 eV originates from the ∆5 

band converging to Γ′25. These states are due to a formation of two-dimensional band 

structures including surface, interface, and film depending on the Ni film thickness. It 

can be concluded that each peak component in the broad feature is varied its intensity 

with increasing film thickness as denoted by the lines with dots in Figure 5.3. 

Considering the spectra measured in two incident angles, the measured spectra show 

small differences. At an incident angle of 45°, the intensity of the energy position at 

0.45 eV in 4.7 and 6.6 ML smaller than that in the spectra measured at an incident 

angle of 20°. However, the intensity of this peak becomes higher than that in the 

spectra measured at an incident angle of 20° for the Ni film thickness above 20 ML 

due to the developing of Γ12 state of the bulk electronic structure. In terms of energy 

position, the normal-emission spectra do not show any significant thickness and 

polarization dependences. However, the corresponding spectra with increasing the 

emission angle clearly show the dependence of the thickness and polarization. 

Figure 5.4 shows the ARPES spectra measured at an emission angle of 2°. The 

peak positions appeared at this emission angle are similar to the spectrum measured at 

normal emission, except in the high binding energy from 1.2 to 1.4 eV. One peak at 

1.25 eV in 4.7 ML shifts to a high binding energy of 1.4 eV above 6.6 ML. For the Ni 

film thickness of 20 ML, the small differences of spectra measured in two incident 

angles can be observed with the equivalent intensity. At an incident angle of 20°, the 

peak position appears at 0.35 eV while peak is seen at 0.45 eV of a 45° incidence. 
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Figure 5.3 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at normal emission for various thicknesses as indicated 

on the right hand side of each spectrum. The photon energy and 

incident angle are 44 eV and 20°. Some spectra at an incident angle of 

45° are also shown. 
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Figure 5.4 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 2° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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The ARPES spectra measured at an emission angle of 4° are shown in Figure 5.5. 

Below 1.7 ML, a single peak is observed at 0.75 eV while two peaks appear at 0.4 and 

0.95 eV for 1.7 ML. At an incident angle of 20°, the former peak shows a slightly 

shift to binding energy of 0.45 eV for 2.5-20 ML but shifts to binding energy of 0.55 

eV in 30 ML. The latter peak shows a shift to high binding energy of 1.1 eV up to 30 

ML. The feature in the high binding energy range shows a slight shift from 1.25 eV in 

4.7 ML to 1.3 eV above 5.5 ML. At an incidence angle of 45°, one peak at 0.45 eV in 

2.5 ML slightly shifts to a binding energy of 0.5 eV in 30 ML. The peak intensities in 

incident angles of, 20° and 45° are almost equivalent each other in 6.6 ML.  

Figure 5.6 shows the ARPES spectra measured at an emission angle of 6°. The 

energy positions in each thickness are similar to those at an emission angle of 4° 

except for the spectrum of 1.7 ML. Two peaks are observed with a slight shift to a 

low binding energy. In the high binding energy range, one peak at 1.2 eV in 4.7 ML 

shifts to a high binding energy of 1.4 eV above 6.6 ML. 

The bands related to the 1∆  and 2∆  symmetries, which is corresponding to the 

band with 2z
d  and 2 2x y

d
−

 orbital characters, are clearly distinguished at an emission 

angle from 8° to 17° as shown in Figures 5.7 to 5.11. The thickness dependences of 

corresponding spectra are observed above 3 ML when the emission angle increases. 

For the spectra measured at an incident angle of 20° as shown in Figure 5.7, the peak 

at 0.5 eV in 2.5 ML shifts to a low binding energy of 0.28 eV at 6.6 ML and shifts 

back to a high binding energy of 0.35 eV above 6.6 ML. The peak at 1.1 eV in 3.6 

ML shifts to a high binding energy of 1.5 eV above 6.6 ML. At an incident angle of 

45°, the former peak shows slightly shifts to low binding energy from 0.4 eV in 4.7 
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ML to 0.33 eV in 6.6 ML. However, the peak at 1.6 eV in 6.6 ML does not appear in 

the spectra, so this peak originates from the band related to 2 2x y
d

−
 orbital.  

In the spectra measured at an emission angle of 10° (Figure 5.8), the peak at 0.42 

eV in 2.5 ML shifts to a low binding energy of 0.23 eV at 6.6 ML, and the peak in the 

high binding energy shifts from 1.62 eV in 5.5 ML to 1.78 eV up to 10 ML at an 

incident angle of 20°. At an incident angle of 45°, the former peak shows a slight shift 

from 0.35 eV in 4.7 ML to 0.3 eV up to 20 ML. It was found that the peak intensities 

from 0.2 to 0.3 eV observed in both incident angles are almost similar each other, 

while slightly different energy positions upon the polarization are observed. These 

results suggest that two peaks are overlapped; one observed at an incident angle of 

20° originates from the band with 2 2x y
d

−
 orbital, the other in an incident angle of 45° 

originates from the band with 2z
d  orbital. In comparison with the spectra at an 

emission angle of 8°, the peak position at 1.75 eV in 6.6 ML was not found in the 

spectra at a 45° incident angle, so it is reasonable to assign this band to 2 2x y
d

−
 orbital. 

In the measured spectrum at an emission angle of 12° (Figure 5.9) and an incident 

angle of 20°, the peak observed at an emission angle of 10° shifts toward EF up to 20 

ML and shifts back to 0.3 eV in 30 ML. In the high binding energy range, the peak at 

1.7 eV in 5.5 ML shifts to 1.8 eV in 10 ML and slightly shifts back to 1.78 eV above. 

At an emission angle of 14° (Figure 5.10), the peak at 0.2 eV in 3.6 ML shifts to a low 

binding energy of 0.15 eV at 6.6 ML and shifts to high binding energy above 6.6 ML, 

while the peak at 1.8 eV in 6.6 ML stays at the fixed binding energy up to 30 ML. The 

peak position in the low binding energy from EF to 0.3 eV obtained in an emission 

angle of 14° show shifts to high binding energy at an emission angle of 17° in the 
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both incident angles as shown in Figure 5.11. The peak at 1.6 eV in 5.5 ML shifts to a 

high binding energy of 1.9 eV up to 30 ML. 

All the energy band dispersions and shifts in the wide range of Ni film 

thicknesses on Cu(001) surface are summarized in an energy band picture in Figure 

5.12. Here, we discuss only two even symmetries on each peak near EF with respect to 

the ∆  mirror plane. In the binding energy below 0.5 eV, the 2∆  ( 2 2x y
d

−
) and 1∆  

( 2z
d ) bands shift to lower binding energies as the film thickness increases up to 6.6 

and 20 ML, and then shift to higher binding energies above these thicknesses. These 

shifts are clearly observed in the spectra at an emission angle of 10°, where the wave 

vector is equivalent to about 0.55 Å-1. Note that the d orbitals assigned here are one of 

the basis sets in the surface BZ (Figure 5.2) to discuss the orbital contribution to the 

magnetic anisotropy. The assignment on their symmetries was found to be in good 

agreement with the first-principle energy-band calculation as shown in Figure 5.13. 
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Figure 5.5 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 4° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.6 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 6° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.7 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 8° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.8 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 10° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.9 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 12° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.10 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 14° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.11 Thickness dependence of ARPES spectra on the Ni/Cu(001). Spectra 

were measured at an emission angle of 17° for various thicknesses as 

indicated on the right hand side of each spectrum. The photon energy 

and incident angle are 44 eV and 20°. Some spectra at an incident 

angle of 45° are also shown. 
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Figure 5.12 Thickness dependence of energy band structures obtained from 

ARPES spectra on the Ni/Cu(001). Top figure represents the band 

structures observed in the spectra measured at an incident angle of 45°, 

and the band structures observed at an incident angle of 20° shown in 

bottom figure. 
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Figure 5.13 shows the calculated d-orbital dependent energy-band structure for 

Ni film thicknesses between 3 and 11 ML on both sides of 5 ML-Cu(001) surface, 

where the repetition of supercell for 5-ML Ni/5-ML Cu(001)/5-ML Ni is shown in 

Figure 5.14. The calculation was performed for paramagnetic Ni because the TC in 

thin Ni films is lower than room temperature. However, the local magnetic order still 

remains in the finite temperature above TC. Here, the energy-band dispersions are 

indicated only a thickness-dependent contribution from each d orbitals to the bands in 

the middle layer of each Ni film depending on the Ni film thickness. The angular 

momentum contributed to each band is calculated by projecting the plane-wave 

components of the eigenstates onto spherical harmonics within atomic spheres. In the 

energy band dispersion of 7 ML, the band at 1.02 eV at the Γ  point originates from 

2z
d  showing a large dispersive sp-d hybridized band across EF and slightly shifts to 

low binding energy as the Ni film thickness increases. The band at 0.78 eV in 3 ML 

originates from 2 2x y
d

−
, showing a dispersion to high binding energy along the Γ-X  

direction, which shifts to high binding energy as the Ni film thickness increases. 

These calculated orbital-resolved energy band dispersions and binding energy shifts 

depending on the film thickness for each band were found to be in good agreement 

with the ARPES spectral profiles shown in Figure 5.12. The two-band 2 2x y
d

−
 orbital 

sets from -0.1 to 0.4 eV and partly shifting to low binding energy might correspond to 

the peak at 0.2 eV in 6.6 ML observed in the spectra at a 20° incident angle. The 

calculated energy band dispersion with 2 2x y
d

−
 orbital character shifting toward low 

binding energies is in agreement with the Ni film thickness up to 6.6 ML, while not 

with the shift to high binding energy above 6.6 ML.    
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Figure 5.13 First-principles energy band calculations in paramagnetic Ni films in 

the Ni/5 ML-Cu(001)/Ni structure. The markers indicate only a 

contribution from 2 2x y
d

−
 and 2z

d  orbitals to the bands in the middle 

layer of each Ni film, and arrows represent shifts for each d orbital. 
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Figure 5.14 A schematic model of a repetition supercell for 5-ML Ni/5 ML-

Cu(001)/5-MLNi structure. 
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These discrepancies might be due to the limitation in the energy band calculation at a 

fixed in-plane lattice constant, at which the lattice is only relaxed in the surface 

normal direction. Since the realistic growth mode may vary in a three-dimensional 

way as reported in the STM measurement (Figure 5.15) (Shen, Giergiel, and 

Kirschner, 1995). It was found that the onset of strain relaxation causes the formation 

of misfit dislocations occurred in thicknesses above 7 ML, but it does not take into 

consideration in our calculation. 

The morphology at various thicknesses of Ni/Cu(100) are shown in Figure 5.15 

(a)-(h) measure by Shen et al. (1995). Figure 5.15 (c) shows the STM image of a 3.4-

ML Ni film with a very good layer-by-layer growth, although most of the islands are 

of random shape. Up to 4.5 ML (Figure 5.15 (d)), the islands shape shows nearly 

rectangular and the height of the islands are in almost the same positions as those of 

3.4 ML, this indicates a transition of the growth mode from layer-by-layer to 

multilayer growth. At a higher thickness of 5.6 ML (Figure 5.15 (e)), the plotted of 

the cross section showing the coexistence of monolayer and bilayer islands. At 7.1 

ML (Figure 5.15 (f)), the marked line profile of the image can be regarded as most of 

the islands on the surface are three-dimensional platelike islands of rectangular shape. 

This shape gradually grows in size and height with increasing film thickness (Figure 

5.15 (g)-(h)), but the changes of the film morphology have not been detected between 

7.1 and 23 ML. Moreover, the rectangular shape is also displayed in our LEED 

measurements (Figure 5.16). Figure 5.16 (a)-(e) show a LEED pattern of Ni films 

from 0.5 ML up to 5.2 ML taken at 130 eV, the first order diffraction spots have the 

circular shape. However, at a higher thickness between 6.7 and 20 ML, the 

rectangular shape has been detected from the first order diffraction spots, and the size 
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of this shape become larger in 17.5 and 20 ML. This indicates the three-dimensional 

growth on surface, corresponding to STM results. 

 

Figure 5.15 STM images of (a) 0.2 ML, (b) 0.7 ML, (c) 3.4 ML, (d) 4.5 ML, (e) 

5.6 ML, (f) 7.1 ML, (g) 16.9 ML, and (h) 20.3 ML Ni/Cu(100) films 

(Shen, Giergiel, and Kirschner, 1995). 
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Figure 5.16 LEED patterns of (a) 0.5 ML, (b) 1.0 ML, (c) 3.6 ML, (d) 4.7 ML, (e) 

5.2 ML, (f) 6.7 ML, (g) 17.5 ML, and (h) 20 ML Ni/Cu(001) films 

taken at an electron energy of 130 eV. 
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In order to determine the influence of the growth mode during multilayer Ni thin 

film on the magnetic anisotropy of Ni/Cu(001) system. The calculated surface 

roughness for various thicknesses observed in RHEED intensity is taken into account. 

Figure 5.17 taken from simulations by Wu et al. (2008) shows the simulated surface 

roughness for Ni/Cu(100) system at room temperature with deposition flux of 0.8 

ML/min, which is well consistent with the results from STM measurements (Shen, 

Giergiel, and Kirschner, 1995) as shown above. The surface roughness is generally 

defined as the average height and diameter of the islands. However, Elsholz and 

Schöll (2004) studied a surface morphology (roughness) due to the average height of 

the islands as a function of the total number of deposited. A larger value of roughness 

corresponds to a morphology that has more layers simultaneously exposed to the 

surface. The oscillation of roughness with increasing coverage with a periodicity of 1 

ML means the layer-by-layer growth mode. 

The effect of roughness on the magnetic anisotropy has been proved theoretically 

by Bruno (1988). The shape anisotropy is reduced as the in-plane demagnetizing 

fields at the edges of steps created by roughness. Therefore, the anisotropy 

contribution resulting from the roughness will always be positive, i.e. favoring PMA. 

Moreover, roughness also introduces step atoms at the interface. These step atoms 

should reduce the interface anisotropy contribution of magnetocrystalline origin as 

shown in the first calculations resulting from the presence of defects (MacLaren and 

Victora, 1994). This demonstrated the importance of the topology of the interface. It 

is difficult to evaluate the effect of roughness on the energy band because the lattice 

periodicity disappears on the surface. Molecular orbital calculation might help to 

simulate the effect of roughness localized in the observed islands in STM. Surfactant 
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of oxygen on Cu(001) surface was also found to form a flat layer-by-layer structure of 

Ni films (Hong et al., 2004). It is interested how the energy band shifts as a function 

of thicknesses on Ni/O/Cu(001). However, this is out of scope in this thesis. 

 

Figure 5.17 Surface roughness (the average height of the islands) plotted versus 

total coverage for the Ni/Cu(100) system, which was simulated at 

room temperature with the deposition flux of 0.8 ML/min (Wu et al., 

2008). 
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5.3 Magnetic properties of Ni on Cu(001) 

To confirm the magnetic anisotropies in our Ni/Cu(001) films, the results of 

SMOKE measurements are also shown. Hysteresis curves obtained for both 

magnetization applied normal and in-plane to the films plane with different Ni 

thickness are shown in Figure 5.18. It was found that the magnetization was oriented 

perpendicular to the film plane at room temperature for Ni films thickness above 9 

ML. TC decreases when the thickness of a film decreases to atomic scale due to finite-

size effects. Therefore, SMOKE measurements are also performed at low temperature 

shown in Figure 5.19. As the temperature decreases, the SRT begins at around 7 ML, 

and the coercive field also increases. However, the in-plane spin direction has a larger 

coercive field than the perpendicular magnetized state. The polar magnetization 

hysteresis curves are observed as square shape at around 17 ML. To determine the 

critical thickness (dc), in which the transition from perpendicular to in-plane 

magnetization occurred, the coercive field (Hc) plots as a function of film thickness in 

Figure 5.20. The results in Figure 5.20 show a gradual increase in the coercive field 

from about 68 Oe to about 91.5 Oe occurred at about 12 ML. At the thickness near 17 

ML there is a rapid rise in Hc, from 104 to 332 Oe. It is well known that the 

pseudomorphic growth of Ni films continues up to a critical thickness. This fact 

allows us to interpret that the onset of strain relaxation due to the formation of misfit 

dislocations begin as the rise of coercive field vs Ni film thickness. 
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Figure 5.18 Polar and longitudinal magnetization hysteresis loops for different Ni 

film thickness on Cu(001) measured at room temperature. 
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Figure 5.19 Polar and longitudinal magnetization hysteresis loops of Ni films on 

Cu(001) measured at several typical temperatures. 
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Figure 5.20 Plot of coercive field as a function of Ni film thickness determined 

from the polar magnetization hysteresis loops. 

 

 

 

 

 

 

 

 

 

 



CHAPTER VI 

CONCLUSIONS 

 
The thesis provides the fundamental understanding of the magnetic anisotropy in 

Ni films on Cu(001) substrate in terms of the electronic structure as a function of Ni 

films thickness. The energy band dispersions and MAEs of Ni/Cu(001) surfaces using 

ARPES combined with the first-principles energy-band calculation are summarized in 

this chapter.  

In the normal-emission ARPES spectra along the Γ-∆-X  line, it was shown that 

the electronic structure of Ni films on Cu(001) surface was close to that of bulk Ni at 

the film thickness around 3 ML. All Ni d-band features showed a gradual transition at 

a film thickness between 2.5 and 3.6 ML, leading to the change from the 2D into the 

3D electronic structures.  

In the surface band dispersions along Γ-∆-X  direction, it was found that the d 

electron spins stabilized to the surface perpendicular direction due to the increase of 

2 2x -y
d  and the decrease of 2z

d  orbital occupancies corresponding to the band filling 

for 2∆  and 1∆ , respectively. The observed Ni film thickness dependence of the 

binding energy shift of Ni 3d states in ARPES spectra profile was found to be in good 

agreement with the first-principles energy-band calculation. According to the spin-

orbit coupling model of PMA, the bands with energy position close to the EF play a 

crucial role in the contribution to PMA.    
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The results observed in the binding energy shifts and energy band dispersions 

revealed that the orbital magnetic anisotropy is a key important in the formation of 

PMA on the Ni/Cu(001) system. 

Magnetic measurements observed in the Kerr hysteresis loops revealed that a 

perpendicular component of the magnetization dominated at the thickness above 7 

ML. A gradual increase in the coercive filed (Hc) at a thickness around 13 ML from 

about 68 Oe to about 91.5 Oe was found due to the beginning of misfit dislocations 

formation. 
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APPENDIX A 

SPHERICAL HARMONICS FOR s, p, AND d ORBITALS 

 
Spherical harmonics ( ), , ,

l m
Y l mθ ϕ =  are eigenfunctions of the non-relativistic 

Hamiltonian describing an electron in a spherical symmetric potential, i.e. the 

hydrogen atom. The explicit representation of the spherical harmonics and their 

expressions in Cartesian coordinates is given in Table A.1 and the atomic orbitals 

with a basis set of the spherical harmonics in a cubic potential as shown in Table A.2. 

Table A.1 Spherical harmonics and their expressions in Cartesian coordinates 

(Zettili, 2001). 
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Table A.2 Linear combinations of the spherical harmonics for s, p, and d orbitals in 

cubic potential. The charge density in the angular wave functions form is 

plotted in the last column. The positive (negative) sign of the wave 

function is represented by the black (white) color (Zettili, 2001).  
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Table A.2 (Continued).  
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APPENDIX B 

SPIN-ORBIT INTERACTION 

 
Dirac theory provided a quantum mechanical description of electrons in an 

electromagnetic field with invariance under a Lorentz transformation, consistent with 

the theory of special relativity. As a consequence of the relativistic requirement, a 

practical form of Dirac’s equation for a negative electron charge is written in the 

following form  

 

( ) ( )
( )

( )

2 4

3 2

2

2 2 2 2

2 8 2
.

      
4 4

e e e

e e

i eA i e
e B

m m c m
E

e e
E i E

m c m c

φ δ

ψ ψ

σ

 − ∇ + − ∇
− − + ⋅ 

 
′= 

  + ⋅ × − ∇ − ⋅∇  
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� �ℏ ℏ�
ℏ

 (B.1) 

The following equation leads to the spin-orbit interaction based on the Thomas 

correction factor with ( ) ( )
2 2/ 4
e

e m c E iσ  ⋅ × − ∇ 
��

ℏ ℏ  term. According to the application 

of relativistic transformation to Maxwell’s equation, the second term arises from 

electron motion in the presence of an electric field. The interaction of the electron’s 

magnetic moment 
S

µ
�

 with the orbital magnetic field B
�

 of the nucleus gives rise to 

the following interaction energy 

 
SO

e

e
H S B

m c
= ⋅

� �
 (B.2) 

Since, the magnetic field originated by the electron moving at v
�

 in a circular orbit 

around the proton is 
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1

e

B E p
m c

= ×
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 (B.3) 

However, the electric field of and electron moves in the Coulomb potential of a 

nucleus ( ) ( ) ,V r e rφ= −  is obtained by 

 ( ) ( ) ( )
1 1

.
r dV

E r r V r
e e r dr

φ= −∇ = ∇ =

�
� � �

 (B.4) 

So, the magnetic field of the nucleus is obtained by inserting Eq. (B.4) into Eq. (B.3) 

 
1 1 1 1
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e e e
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B p p r L
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 (B.5) 

Therefore, the spin-orbit interaction term in hydrogen’s electron; ( )
2 /V r e r= − can be 

written in the form 

 
2

2 2 3
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e e e
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 (B.6) 

The relativistic effect in hydrogen leads to a reduction of the interaction energy in Eq. 

(B.6) by a factor of 2: 
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2
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H L S L S

m c r
ξ= ⋅ = ⋅
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 (B.7) 

where ξ  is the spin-orbit coupling constant. Now, for hydrogen atom the Hamiltonian 

can be written as 

 
2 2 2
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2 2
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p e e
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 (B.8) 

where 0H  is the unperturbed Hamiltonian. As the effects of spin-orbit coupling are to 

be small, one can use the perturbation theory to find the corrections to the energy 

 

 

 

 

 

 



136 
 

eigenvalues due to 
SO

H . It is require the degenerate eigenstates of 0H  as some linear 

combinations such that they are also eigenstates of 
SO

H  as 

 ( )
2 2 2 / 2.L S J L S⋅ = − −

��
 (B.9) 

So we write the angular part of the eigenstates of 0H  as the eigenstates , , ,n l j m  of 

the operators { }
2 2 2, , ,

z
L S J J .  

Then, the eigenvalues of 
SO

H  are given by 

 ( ) ( ) ( )
2 2

2
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1 3
1 1 ,

4 4
nlj nl

e
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ℏ
 (B.10) 

where 
nl

R  are the radial parts of the corresponding energy eigenfunctions of 0H . The 

calculated values of spin-orbit coupling constants and radial moments, n
r , can be 

used to compute spin-orbit splitting in molecules.  

The spin-orbit coupling constants calculated  by an orbital-based DFT method 

with exchange and correlation functionals derived from ab-initio for various orbitals 

of Ni and Cu atoms is shown in Table B.1. Here, the 
nl

ξ  values are calculated by 

using the expression 

 ( )
2

,
2 1

nl nlj nlj

l
ξ

+ −
= −

+
e e  (B.11) 

where  and 
nlj nlj

ξ ξ
+ −

 are the eigenvalues expressed in Eq. (B.10) with 1/ 2j l
+

= +  and 

1/ 2j l
−

= − , respectively.   
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Table B.1 Spin-orbit coupling constants for various orbitals of Ni and Cu atoms (in 

Ry) (Vijayakumar and Gopinathan, 1996). 

Atom Orbital DFT 

Ni 2p 0.8787 

 3p 0.1079 

 3d 0.0092 

Cu 2p 1.0410 

 3p 0.1350 

 3d 0.0109 

 

 

 
 

 

 

 

 

 

 

 



APPENDIX C 

IRREDUCIBLE REPRESENATIONS AND CHARACTER 

TABLES FOR C4V 

 
Each point group has a complete set of possible symmetry operations that are 

conveniently listed as a matrix known as a Character table. Those involve the 

decomposition of reducible representations into their irreducible components. Group 

theory is an essential tool in the analysis of the symmetry of a molecule, which 

provides us insight into the orbitals used in bonding. By convention, character tables 

are displayed with the columns labeled by the classes and the rows by the irreducible 

representations. In Table C.1 the character tables for C4V point group is given. Notes 

about symmetry labels and characters; A (B) means symmetric (anti-symmetric) with 

regard to rotation about the principal axis for one-dimensional representations. E for 

two-dimensional representations, with subscript numbers is used to differentiate 

symmetry labels. An individual point group is represented by a set of symmetry 

operations as follows; E means the identity operation, Cn represents rotation by 2π/n 

angle, σv and σd denote vertical and diagonal reflection plane with respect to the 

principal axis, respectively. 
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Table C.1 Character table for C4v point group (Carter, 1998). A basis function and 

small representation in BSW and Schoenfiles notation in fcc (001) bulk 

and surfaces in Cartesian coordinate are also shown. 

C4v E 2C4 C2 2σσσσv 2σσσσd Bulk BZ ∆∆∆∆ Surface BZ ∆  Compatible 

to ΓΓΓΓ 

A1 1 1 1 1 1 2 2 2,x y z+  1∆  2 2 2,x y z+  1∆  15 12Γ ,Γ  

A2 1 1 1 -1 -1 ( )
2 2

xy x y−  1∆′  ( )
2 2

xy x y−  1∆′  15 12Γ ,Γ′ ′  

B1 1 -1 1 1 -1 2 2
x y−  2∆  xy  

2∆′  25 12Γ ,Γ  

B2 1 -1 1 -1 1 xy  
2∆′  2 2

x y−  2∆  25 12Γ ,Γ′ ′  

E 2 0 -2 0 0 ( ),xz yz  5∆  ( ),xz yz  5∆  15 15

25 25

Γ ,Γ ,

Γ ,Γ

′

′
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