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SURASAK SUKSAI : DEVELOPMENT OF WEB-BASED SPATIAL
DECISION SUPPORT SYSTEM TO MONITOR EPIDEMIC3N OF
DENGUE FEVER AND DENGUE HAEMORRHAGIC FEVEROR
PREVENTION AND CONTROL. THESIS ADVISORASST. PROF.

SUNYA SARAPIROME, Ph.D. 226 PP.

DF/DHF/ MODELLING/ WEB-BASED SDSS

The purpose of the study is to develop spatial hémtemonitoring dengue
fever and dengue haemorrhagic fever (DF/DHF) epidemd to develop web-based
spatial decision support system (SDSS) to prevedtcantrol it. Data related to the
epidemic including rain, temperature, and lavakxes (HI, Cl and BI) during 2001—
2005 were used for analysis. The results of thelyasisathrough mathematical
equations and geographic models are epidemic pildleasbrelated to temperature

(P1), related to rair{Pg), and related to laval indexes( ., 5). They were analyzed

seasonally. These results were used in regresaglysss for case predictiaty). The
predicted cases were further transformed to be ghmbbes of occurrenc€P) by
logistic regression. Delphi technique was appliedctassify the probabilities of
occurrence to be 3 levels of risk i.e. high, motkerand low. They were verified by
data of the actual risk classified by conventiomathod. From 18 seasons of those
years, it revealed that 60% of accuracy was acHierel led to the Hypothesis 0

acceptance.



v

Impacts on adjacent sub-districts connected to higk sub—districts were
analyzed by using input data Bf sub—district population, and the number of cases in
the sub-districts. This resulted in; YNPIC), the risk related to high risk area
adjacency, of those sub-districts. Mean Absolutecdte#age Error (MAPE) was
employed to check the error which is 36% or 64%aofuracy. This leads to the
Hypothesis 1 acceptance.

GIS data, functions of spatial risk models, resligplay, and report including
advising remedial measures for prevention and obirr specific sub-districts were
developed to be web-based spatial decision suppa@tem. PHP is the main
programming language used for system developmerb Wowser is an interface
tool for users to request data and processing obimgeto the server. The spatial and
attribute data as the requests and resulting re@od transmitted through internet
using Mapserver as a tool. The system developeblenéhe system administrator to
constantly improve database using phpMyAdmin andS®y. The satisfaction of

users for the system developed was evaluated withgood level (average = 4.0).

School of Remote Sensing Student’s Signature

Academic Year 2010 Advisor’s Signature
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CHAPTER |

INTRODUCTION

1.1 Introduction

Dengue fever is the most important insecticide Ivitigease of public health.
Today the geographic distribution includes moraeth@0 countries worldwide. Many
of these had not reported dengue for 20 or moresyaad several have no known
history of the disease. The World Health Organta{WwHO)estimates that between
50 and 100 million cases of dengue are reportednarthe world each year and over
2.5 billion people are at risk of infection. Sevdrandred thousand dengue cases each
year result in dengue haemorrhagic fever (DHF) cthisually affects children under
15 years of age. The average fatality rate with DBl percent{Gubler, 1997),
although with timely treatment this is reduced @ssl than 1 percent. It is estimated
that as many as 100 million dengue virus infectioosur annually in the tropics, with
over 10,000 deaths from DHF (Halstead, 1982). Ressial rapid global increase in
incidence, there has been an increase in sevegs aaswell (Monath, 1994). In 1998,
Thailand experienced an exceptionally intense epideof DHF, 112,488 cases
(23.3% increased from 1997) and 415 deaths (64r@¥eased{Chareonsookt al.,
1999), which was the second largest epidemic oakbref dengue after 1987.
Epidemics occur with a periodicity of between twaddour years; these epidemics

are of significant concern for the public healthhauities.



The Asia—Pacific Dengue Strategic Plan (2007-201t5 been prepared in
response to the increasing threat from dengue,hnkispreading to new geographical
areas and causing high mortality during the eahnigse of the outbreaks. Among an
estimated 2.5 billion people at risk globally, ab&8 billion (more than 70%) reside
in the Asia—Pacific region. The development of thisategic Plan is also important to
meet the requirements of the International Healdggwations (IHR) 2005. The
specific objectives of plan are to increase capat predict, to detect early and
respond to dengue outbreaks, to strengthen capaanyplement effective integrated
vector management, to increase health workers’ agpd@o diagnose and treat
patients and improve health—seeking behavior of maomties, to increase the
capacity of member countries to monitor trends @atilice dengue transmission, and
to address programmatic issues and gaps that esqoew or improved tools for
effective dengue prevention and control.

Annually recorded epidemics in Ubon Ratchathanivipme, which has been
endemic since 1987 and a cumulative total of 35&&%s and 155 deaths (UOPH,
2006) are displayed in Figure 1.1. During the 19@8reak of dengue fever and
dengue haemorrhagic fever (DF/DHF), about 35% nitrtavas reported among
children admitted in a hospital, while total 4,96&ses were hospitalized and 25
deaths recorded (UOPH, 2006). This epidemic peakedugust when armedes
aegypti larval House Index of 30.50% was recorded. Sinea,thegular monitoring of
larval density ofAedes aegypti and dengue cases has been of interest to study the
trends and to prevent any recurrence of an outbrBak003, there were 3,138
DF/DHF cases reported. Morbidity rate was obseedl73.82 per 100,000 people.

The DF/DHF incidences were recorded at the villégeel. Highest numbers of



dengue incidence were all recorded in the counitls worbidity rate >50/100,000
people. It was found that the highest number oésascurred during 2001 to 2003
and more likely during March and August. This ireded the seasonal dependence in
occurrence of DF/DHF cases, which generally sfjadsbefore the rainy season and
continues till the end of rainy seasas statistical recorded in UOPH during 2000—
2003.

The dengue virus is an arbovirus (arthropod-boringsy transmitted by the
mosquitoAedes aegypti. Control of the spread of the disease focusesectov control
strategies based mainly on the elimination of piaétreeding sites (WHO, 1972).
Surveillance forAedes aegypti is important in determining the distribution, pogtithn
density, major larval habitats, spatial and tembpoisk factors related to dengue
transmission and levels of insecticide susceptybdr resistance in order to prioritize
areas and seasons for vector control (Kelral., 1997).These data will enable the
selection and use of the most appropriate vectatrabtools, and can be used to
monitor their effectiveness. There are several oathavailable for the detection and
monitoring of larval and adult populations (Strickmand Kittayapong, 2002). The
selection of appropriate sampling methods dependsuoveillance objectives, levels
of infestation, and availability of resources. Fpoactical reasons, the most common
survey methodologies employ larval sampling procesliuather than egg or adult
collections. The basic sampling unit is the houspremise, which is systematically
searched for water—holding containe@ontainers are examined for the presence of
mosquito larvae and pupd@&/HO, 1972). Three indices that are commonly used t
monitor Aedes aegypti infestation levels are House index, Breteau indexd

Container index. The house index has been mostIwidsed for monitoring



infestation levels, but it does not take into actahe number of positive containers
nor the productivity of those containers (Furlovd afoung, 1970). The Breteau index
establishes a relationship between positive coataiand houses, and is considered to
be the mosinformative, but again there is no reflection otaner productivity

(Jetten and Focks, 1997).
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Figure 1.1 The number of DF/DHF cases, morbidity rated mean rainfall in Ubon
Ratchathani (1987-2006), Thailand.

However, seasonal and climatic variations affeetabcurrence of epidemics of
DHF, as well as long—term trends. High temperathoenidity and rainfall are mostly
considered as the main risk factors for DHF outksem epidemic areas (Kettle,
1995). It is well established that climate is apartant determinant of the spatial and
temporal distribution of vectors and pathogens @ewt al., 2001). Mosquito
abundance depends on the rate at which insectpradeiced from their breeding
sites, and their survival ratddigher temperatures speed up the development df adu
mosquitoes, which live longest between 25°C andC3%%t very low and very high
temperatures, mosquitoes have shorter lives (Két885). The person-biting rate is a

measure of the number of times that each persenbiygeén each day. This number is



dependent on the frequency of mosquitoe—bitingpeeson, the feeding behavior of
the mosquitoes, and human behavior. Climatic candit and temperature in
particular, directly influence mosquito developmedaeding frequency and longevity,
as well as the time in which the parasite developgsde the mosquito. Other
environmental factors such as vegetation and hmgeslies are indirectly influenced
by climate conditions (Marteret al., 1995).

At present, Geographic Information System (GIS) b@sn known primarily as
research tools in the field of vector-borne disp#swill become an increasingly
important research tool for geographic databasstoaction, data analysis, modeling,
and decision support systems. This study approachoi find the models in
conjunction with GIS and incidences of viral dissas@nd to demonstrate that the
spatial characteristics combined to GIS modelinghes right way to approach this
kind of problem. Therefore GIS is an ideal tool dmas been used extensively in
many DF/DHF studies (Sithiprasasna and Linthieu®®7] Bohra, 2001; Gup#i al.,
2003).In fact, GIS can be integrated with modeling, stais, and analysis tools to
carry out sophisticated tasks. Thus, it can beefulisievelopment to incorporate GIS
with decision support systems (DSS) for a specifisk. This incorporation is
commonly known as spatial decision support syst@SmDsSS).

In this study the approach focuses on developingla—based SDSS to predict
and manage DF/DHF epidemics. The system developest€ spatial modeling using

vector surveillance factor, climatic factor andedise occurrence data.
1.2 Influence of DF/DHF epidemic periods

In the tropical country like Thailand, the epidemgn be classified to be three

seasons or periods, namely, pre—high incidenceu@dgrto April), high incidence



(May to August) and post-high incidence (Septemlber December). An
active/inactive certain period will influence tohet periods as discussed in the
followings and shown in Figure 1.2.

1) Areas of which DF/DHF spatial model and caseugence considered to be
risk and active in a period will deliver the adweiisnpact or influence to the next
period, for example, the active pre—high incidepegod will positively effect to high

incidence period as well as active high incidenedga will influence to the next

post—high incidence perig@n@ 3unsias navane, 2540.

2) Considering the annually cyclic fluctuation ugidata of years, each active
incidence period will deliver the adverse impacirdluence to the same period next
year, for example, the active pre—high inciden@@ary to April) of this year will
positively effect to the pre—high incidence (Jaguar April) of the next year. Other

active periods perform the same characteristioftience as shown in Figure 1.2.

(X (73

January to April May to August September to December
v Next year v Next year vy Next year
January to April May to August September to December

Figure 1.2 Influence/effect of DF/DHF epidemic periods.
1.3 Research objectives

1) To develop surveillance spatial model of DF/Dipidemics in Ubon
Ratchathani province.

2) To develop the web-based SDSS for DF/DHF epidenfor dynamic

implementation



1.4 Research hypothesis

Hypothesis 0
Hoo = Risk area of DF/DHF from model-based predictias insignificant
correlation (< 60 %) to actual event pidemics in the study area.
Hao = Risk area DF/DHF from model-based predictiondigsificant correlation
& 60 %) to actual event of epidemics in the stueaar

Hypothesis 1
Ho1 = Occurrence probability of epidemic in adjacenaiaa of high risk areas is
less than 50%
Ha1 = Occurrence probability of epidemic in adjacemaa of high risk areas is
equal or more than 50%

If Hooistrue, then the Hypothesis 0 is rejected. Othenwiseaccepted.

If Hoyistrue, then the Hypothesis 1 is rejected. Othenwiseaccepted.
1.5 Basic assumption and terminology

Traditional code area classificationof DF/DHF risk based on epidemic statuses:

Status for code area A: There are cases in every week within at least 4
consecutive weeks.

Status for code area B: There are cases in at least 2 weeks within 4 caoitisec
weeks.

Status for code area C: Within a week, there is a new case reoccurringpénarea.

Status for code area D: There is a new case occurring in the area whichnas
case within a week before.

Status for code area E: There is a new case occurring in the area whichnoas
case within 4 weeks before.

Status for code area F: There is a new case occurring in the area whichnas

case within 6 months before.



SDSS (Spatial Decision Support SystemsA customized computer—based
information system that utilizes decision rules amddels and incorporates spatial
data.

House (premises) Index (HI):Presence of houses or premises positivé\éoles

larvae. The HI is calculated as follows.

_ Numberof housesnfected %100
Numberof housesnspected

HI
Container Index (CI): Presence of water holding containers positiveAiates
vector larvae.

Cl— Numberof positivecontainers X

= — 100
Numberof containersnspected

Breteau Index (Bl): Number ofAedes positive containers per 100 houses in a
specific locality.

Bl = Numberof posmvecontalnersx 100

Numberof housesnspected

DF/DHF is endemic in Ubon Ratchathani province and tiffergint serotypes are
largely distributed of sub-—districts, the spatiattprns of epidemic in different
locations.

1.6 Study area
1) Ubon Ratchathani province is located in the Neastern Thailand. It
covers an area db,112.61 km? (Figure 1.3). The province consists of 25 dissriznd

219 sub—districts.
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Figure 1.3Ubon Ratchathani provinc#je study area.

2) The data of DF/DHF cases of the study area welected annually by
district/sub—district level (2001-2005) from theo#Ancial Health Office as shown in

Table 1.1.
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Table 1.1Annual distribution of DF/DHF cases in districtsldibon Ratchathani

province (2001-2005).

Year
Districts 2001 2002 2003 2004 2005

Totals MR Totals MR Totals MR Totals MR Totals MR

Mueang Ubon 279 123.99 127 56.01 313 13599 121 57.50 154 72.69

Khemarat 113 14970 136 17911 174 226.66 46  61.91 31  40.25
Khueang Nai 217 19644 215 19444 100 90.82 82  74.84 67 6121
Si Mueang Mai 40 6238 47 7294 208 321.06 20  30.89 57  87.10
Det Udom 194 11555 306  180.71 419 24581 118  69.67 37 2178
Trakan Phuet 138 11568 170 14171 308 25572 162 13597 68 856.7
Phon

Na Yia 69 10301 233 34548 137 20079 5 7.47 62  91.66
Khong Chiam 12 3815 7 2208 29 9050 4 12.32 3 9.18
Buntharik 29 32.79 153 17143 111 12198 16 18.27 21 2385
Phibun 123 9263 165 12341 214 15941 33 2586 54  42.40
Mangsahan

Muang Sam Sip 95 11395 47 5621 121 14460 41 4970 30  36.25
Warin Chamrap 367 23643 218 13968 349 22100 88 5688 81 5181

Kut Khaopun 1 2787 54 135.81 83 20841 2 5.04 2 5.02
Na chaluai 12 22.47 52 96.41 28 51.42 20  37.43 42  78.10
Tan Sum 1 3.18 67 21145 50 15782 5 16.13 5 16.04
Pho Sai 31 75.84 41 98.40 91 21632 11 26.29 16  37.97
Samrong 40 77.25 60 11480 50 96.30 27 52.22 16  30.79
Don Mot Daeng 27 10267 11 4150 61 23041 15  57.11 9 3422
Sirindhorn 25 54.50 133 28591 83  176.65 8 16.87 19  39.46
Thung Si Udom 3 11.19 15 5551 18  67.03 1 3.73 16 59.29
Na Yia 9 36.85 23 93.71 31 12582 1 4.02 4 16.02
Lao Suea Kok 7 27.78 13 51.44 50 197.08 15 58.47 3 11.64
Nam Yuen 45 12953 85 24242 50  142.07 5 14.44 8 23.03
Sgwang 16 54.15 23 77.00 25 83.46 12 39.99 2 6.63
Wirawong
Na Tan 4 13.62 4 13.37 35 116.43 2 6.58 1 3.27
Province 1§’0 107.15 2,405 13415 3,138 173.82 860 4878 808 3455

* MR—Morbidity Rate: The proportion of patients Wit particular disease

during a given year per given unit of population.
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3) Climate data related to the occurrence of DF/DddSes are rainfall and

temperature during 2001 to 2005. The data achidvech 19 weather stations

available in Ubon Ratchathani province are listedable 1.2.

Table 1.2List of the available weather stations.

Station code Name Latitude Longitude
407301 Mueang 1 15°1400" N 105000" E
407501 Mueang Ubon 15°1500" N 104500" E
407001 Warin Chamrap 15°11'00"N 1045300"E
407002 Det Udom 14°5300" N 105°0400" E
407004 Si Mueang Mai 15°3400"N 105°2000" E
407005 Muang Sam Sip 15°3000" N 1044500" E
407006 Trakan Phuet Phon 15°0300"N 105°3700" E
407007 Khong Chiam 15°2200"N 105°2800" E
407008 Khueang Nai 15°2200"N  1043500"E
407009 Phibun Mangsahan 15°1500"N  105°1400"E
407012 Nam Yuen 14°2900" N 1045900" E
407013 Buntharik 14°4400" N 105°2600" E
407015 Mueang 2 15°1900"N  1044700"E
407016 Khemarat 16°0200" N 105°1300" E
407017 Sawang Wirawong 15°1900"N  1044700"E
407018 Thung Si Udom 15°1600"N 105°0200" E
407019 Tan Sum 14°5300" N 105°0800" E
407020 Kut Khaopun 15°1900"N 10511'00" E
407021 Na chaluai 15°4800" N 105°0000" E




CHAPTER I

LITERATURE REVIEW

The review was made to cover concepts, theoriesedatéd researches in terms
of climate effects on DHF, indicators for denguetees transmission, applications of
GIS to epidemiology, and web—based spatial decisigomport systems to monitor
epidemic risk.

2.1 Climate effects on dengue hemorrhagic fever

Seasonal and climatic variation affects the ocaueeof epidemics of DHF, as
well as long—-term trends. High temperature, humpjddand rainfall are mostly
considered as the main risk factors DHF outbrealepidemic areas (Kettle, 1995). It
is well established that climate is an importartedminant of the spatial and temporal
distribution of vectors and pathogens (Kovetsl., 2001). Climatic conditions and
temperature in particular, directly influence masguevelopment, feeding frequency
and longevity, as well as the time in which theasée develops inside the mosquito.
Other environmental factors such as vegetation lareeding sites are indirectly
influenced by climate conditions (Jackson, 1995rtkfaset al., 1995).

2.1.1 Direct effects of climate

Mosquito abundance depends on the rate at whidctinsare produced
from their breeding sites, and their survival ratdggher temperatures speed up the

development of adult mosquitoes, which live londgettveen 25°C and 35°C. At very
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low and very high temperatures, mosquitoes haveteshbves (Chareonsook al,
1999; Kettle, 1995).

2.1.1.1 Temperature: Temperature plays an imporiae in the life
cycle of mosquitoes and in the replication and dnaission of diseases such as:
population size, maturation period, feeding chamastics, and survival rate of Aedes
mosquitoes (Yangt al., 2009; Fockt al., 2000). Mortality rate of larvae, pupae and
adult female mosquitoes as a function of tempesahatween 10°C and 40°C. At
temperature ranging from 15 to 30°C, Aedes mosqgsiexperience lower mortality
rate (Yanget al., 2009). Simultaneously, Aedes mosquitoes expegieshorter
reproductive cycle at higher temperature of 32°@ @rcrease feeding frequency
more than twofold as compared to temperature aC2ptipae development period
may reduce from four days at 22°C to less thandmeas temperature increases to
32-34°C; thus, mosquito population multiplies shyifas temperature increases
(Fockset al., 2000). According to a study by Tun—Léhal. (2000) female and male
ratio of mosquito offspring could be 4:3 at 30°Cdditionally, the extrinsic
incubation period of dengue viruses shortens fr@dys at 30°C to seven days as
temperature rises to 32-35°C (Wa#tsal., 1987). At an average temperature of
26°C, larvae stages can be completed in 5 days.plipae stage lasts 1 to 2 days.
Areas that dry up and are reflooded every few days produce a hatch with each
flooding (Goddard, 2002)The ambient temperature of the transmission forgden
virus is above 20°C, and it can not be transmiditet6°C.

In areas where seasonal changes in temperatureafteeted, the
transmission of dengue virus always decreases i approach of cold

temperatures, for example, the epidemic of DF/DiHFAustralia ceased as the
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temperatures dropped to 14-15°C at the beginningiter. Temperature may also
effect the maturation of mosquitoes, higher temjppeeaproducing smaller females
which are forced to take more blood meals to obthm protein needed for egg
production. The temperature and humidity are thoughinfluence the extrinsic
incubation period of the mosquitoes and is an ingmrvariable in causing epidemic
transmission (Kundl995).

In conclusion, temperature is important becausgoiterns (Patz and

[

Lindsay, 19991/5za04 fuse 15 uaz yaydiu Wuguiue, 2520).
1) The rate at which mosquitoes develop into adults
2) How frequently they blood feed (therefore, acgyarasites).

3) The survival rate of adult mosquitoes.

4) The incubation time of parasites in the mosquito

2.1.1.2 Precipitation: In addition to the direcflience of temperature
on the biology of vectors and parasites, changnegipitation patterns can also have
short and long term effects on vector habitatsh€kbet al., 2000). High amounts of
precipitation result in a greater potential to ease the number of breeding sites. A
lack of precipitation is also important. Multi-méndrought in early summer was
found to be associated with recent severe urbaoreaks of West Nile virus in the
United States (Epstein, 2001). Monath and Tsai {1 88ree that outbreaks have been
associated with rainfall. The combination of droughd rainfall is probably the key
to outbreaks. Rains followed by drought seem tthleecorrect combination for these
outbreaks. Excessive rainfall in January and Felr{spring season), in combination

with drought in July (summer), most often precedetbreaks (Githeket al., 2000).
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Day and Curtis (1989) found similar results. A welly results in high mosquito
abundance in August.

2.1.1.3 Humidity: Humidity is one of the factors il have a direct
effect on the survival of mosquitoes. Survival natight be reduced when hot weather
is accompanied by low humidity. But in areas whisttype of climate, such as semi—
arid parts of Sudan, local species have adaptedsitlees (Reiter, 2001). Humidity
also affects the risk of exposure to vectors. Hutyigd an often—overlooked factor in
the life cycle of mosquitoes and in the replicatiand transmission of diseases.
Rainfall raises the relative humidity particulafgllowing dry periods, and relative
humidity strongly influences mosquito flight andbsequent host—seeking behavior.
The most adverse extremes of humidity can complgbeévent mosquito host—
searching flights. More in—depth research on tHecef of humidity needs to be
completed before a full understanding can be aeduyipay and Curtis, 1989).

The literatures on effects of temperature and adlind DF/DHF vectors
can be summarized in Table 2.1.

2.1.2 Other considerations related to climate

2.1.2.1 Migration and urbanization: Drought, floogli or economic
factors can cause mass population movements (Oppensnd Taylor, 1981).
Infected people can introduce DHF to non—endemieasr Rapid population
expansion can cause breakdown in public healthcgsrvin addition, extensive water
storage and inadequate water disposal can leasastobus surges in the number of
DHF mosquitoes. Furthermore in large cities andpssraoophiles species might be
encouraged to feed on people due to dense humairtatiop and the absence of cattle

(Villermé et al., 1821). Dengue epidemics in urban areas are atnsmission by
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Aedes aegypti and can involve up to 70-80% of the population Bu and
Trent1993).
Table 2.1Summary of the literatures on temperature andptaton (rainfall)

effect on DF/DHF vectors.

Temperature Survival percentage of adults Author
20°C < No adult develops

> 34°C Adults are eliminated. Githekoet

al.(2000)

Mosquito Life Cycle

26°C Larvae stage can be completed in 5 Goddard (2002)
days, the pupastage lasts 1 to 2 days.

Feeding will be maximum Koopman (1991)
30°C Feeding opportunity becomes 4 times Boonmaging
(2004)
Precipitation Aedes aegypti density Author
(Rainfall)
August High abundance of mosquito Day and Curtis
(1989)
January and February,Most often lead to outbreaks Githekoet al.
drought in July (2000)
April to October Many broods are produced. Hawl&991)
Between July and Maximum feeding Day and Curtis
October (1989)

2.1.2.2 Changing human behavior: The lifestyle @bgde is dependent
on the climate. Usually people wear less clothegvamm and humid climates, and
prefer to work and rest in open areas. Therefdrey ire more exposed to mosquito
bites. On the other hand, due to the abundancesetis they might use more bed-
nets or other protective methods, which decreaserigk of effective exposure

(Oppenshaw and Taylor, 1981).



17

2.1.2.3 Natural disaster and conflict: Natural giees such as drought
and flood might disrupt the health infrastructuaesl change human life, and so might
create an optimum condition of any types of epidsn(Patz and Lindsay, 1999).
Flooding often causes disruption of breeding satad temporary reduction of vectors.
But it never eliminates the vectors, high rainfall still considered optimal for
transmission (Krieger, 2000). The incidence andparticular, epidemics of dengue
have been commonly associated with the rainy seaswhthe El Nifio phenomenon
has been incriminated in the increases of certactor—borne diseases, including
dengue (Halest al., 1996; Keating, 2001).

2.2 Indicators for dengue vectors transmission

Surveillance forAedes aegypti is important in determining the distribution,
population density, major larvae habitats, spatrad temporal risk factors related to
dengue transmission, and levels of insecticide epigality or resistance (Fockst
al., 1995; Focks 2003), in order to prioritize areasl seasons for vector control.
These data will enable the selection and use ofrthst appropriate vector control
tools, and can be used to monitor their effectigsnélhere are several methods
available for the detection and monitoring of lavand adult populations. The
selection of appropriate sampling methods dependsuoveillance objectives, levels
of infestation, and availability of resources.

2.2.1Aedes aegypti density
2.2.1.1 Factors of DF/DHF
Dengue virus transmission is enhanced by theiatig factors

(Martinique, 2000):
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1) Increased vector density: In many tropical caesf seasonal
increases in rainfall contribute to an increaseatsdg of mosquitoes.

2) Shorter incubation periods in the mosquito: Téregth of the
incubation time in the mosquito, known as the esid incubation period, is inversely
associated with the ambient temperature.

3) Increased movement of mosquito vectors and @sugir,
land and water transportation of mosquitoes or veffiarcilitate the dissemination or
dengue viruses.

4) Increased density of susceptible human hostow@ed
conditions probably increase the potential for gitansmission.

2.2.1.2 Factors contributing to the Reemergend2rodnd DHF.

The emergence of DHF as a public health problemldagely
been a result of human behaviors including (ShahemaihmAfeef, 2000):

1) Population growth.

2) Poorly planned urbanization, associated withranesvding,
poor water distribution and poor sanitation.

3) Changing lifestyles, such as increased reliaoneplastic
containers and tires, standing water can easilg@ah these.

4) Modern transportation, with increased movemdntises,
mosquitoes and susceptible humans.

5) Lack of effective mosquito control.

2.2.2 Patterns of dengue virus transmission
Dengue virus transmission follows two general but mutually

exclusive patterns, with different implications fiisease risk in bottme local
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population and travelers (Madarietaal., 1999).

2.2.2.1 Epidemic dengue: Epidemic dengue transamseccurs when
the dengue virus is introduced into a single vistiain. If susceptible hosts are
sufficiently large populations and mosquitoes amesent, transmission of dengue is
explosive, leading to a recognizable epidemic. Tri@dence of infection among
susceptible individuals often reaches 25 to 50gr@r@and can be considerably higher.
Herd immunity, changes in weather, and mosquitdrobefforts can contribute to the
termination of the epidemic. Epidemic activity igrently the predominant pattern of
dengue virus transmission in smaller island nati@estain areas of South America
and Africa and in the areas of Asia where denguesviransmission has recently
reemerged

2.2.2.2 Hyperendemic dengue: Hyperendemic trangonisefers to the
continuous circulation of multiple dengue virustire same area. This requires the
year round presence of competent vector mosqueaoeseither a large population
base or steady movement of individuals into th@ @&memaintain a pool of susceptible
individuals. Seasonal variation in virus transnussis common. The incidence of
infection also varies from year to year, with iresed dengue transmission at
intervals of three to four years, but this variatie not as dramatic as in areas where
transmission predominantly follows the epidemictgrat Areas with hyperendemic
dengue virus transmission contribute the vast ntgjaf cases of dengue virus
infection globally.

2.2.3 Larvae indices

The commonly used larvae indices are as follawBlQ, 1972):
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House or premises Index (HI) is the percentageoofses or premises with
one or more habitats positive fAedes aegypti or related species. The House index is
the most frequently used and understood indexlsti mvolves less labor because,
when the first positive container is located inau$e, there is no need to proceed
further. This index does not take into accountrthenber of positive containers in an
infested house. The House index gives an ideaeopéincentage of houses positive for
vector breeding and hence the percentage of thelgam at risk. If the index is
high, transmission occurs easily to neighboring desy and if the index is low
transmission occurs less rapidly.

The Container Index, although not so useful fromepidemiological point
of view, is a useful comparative figure especialiypen evaluation of control
measures is being carried out.

The Breteau Index is generally considered the beste commonly used
indices, such as the House or premises Index aedCintainer Index, since it
combines dwellings and containers and is more tizle and of more
epidemiological significance.

The larvae indices were developed (Conner and Mynt®23; Breteau,
1954) to monitor the progress of vector eradicagfforts and to protecde.aegypti
free zones from re—infestation (Soper, 1967). Ttnask or premises index (HI: % of
houses infested with larvae and/or pupae) has bset most widely, but it does not
take into account the number of containers with ature mosquitoes nor the
production of adults from those containers (Pan Arae Health Organization,
1994). The container index (CIl: % of water holdirantainers infested with active

immatures) only provides information on the prommortof water holding containers
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that contain > 1 immature mosquito; it does notoact for variation in density or
adult productivity. The Breteau index (Bl: numbérositive containers/100 houses)
is considered the most informative because it ést@s a relationship between
positive containers and houses, but it fails tooaot for adults produced from
containers. Since 1971, a variety of alternativdides were proposed (Chan, Chan
and Ho, 1971; Bang, Bown and Onwubiko, 1981; CH&85; Tun-Lin, Kay and
Barnes, 1995; Tun—Liret al., 1996), which attempted to account better for &adul
productivity. In general, many of those indices &vdiscounted because of the high
degree of sample variation and, perhaps more impprithe severe logistical
limitations that they posed (Tun—Lin, Kay and BanE995).

Establishing epidemiologically significant level§ entomological indices
for dengue has been elusive (see Table 2.2). lanudreas in Latin America, a
container index (Cl) of less than 10 (Conner andhide, 1923) or a house index (HI)
of < 5 (Soper, 1967) was considered a prophylatteel for yellow—fever
transmission. During a yellow fever epidemic in @noel, Senegal, transmission
occurred only in areas where the World Health Oggion density index was > 5
(Brown, 1977). PAHO (Dengue and dengue hemorrhégyer in the Americas:
guidelines for prevention and control, 1994) recpgs three levels of infestation for
dengue transmission: low (HI < 0.1%), medium (HD.2-5%), and high (HI > 5%).
These estimates were similarly obtained retrospelgti They require empirical
verification because results from field studiesicate that there is an inconsistent
relationship between larvae indices and virus trassion rates (Focks and Chadee,

1997).
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To monitor vector control progress and to deterniipgophylactic levels had
been achieved, larvae indices were develofddwn, 1994 and 1997). The initial
indices, described in 1923, were the House (or BeshIindex (HI) — the percentage
of houses infested with larvae and/or pupae andQbetainer Index (Cl) — the
percentage of water holding containers infesteth adtive immatures; 30 years later,
the Breteau Index (BI) — the number of positivetaarers per 100 houses, became a
common measur@rown, 1997). In the late 1960s, the World Hedlttganization
began promoting the world—wide surveillanceAafles aegypti and related species.
To facilitate the dissemination of this information maps, a statistic was developed,
the Density Index (DI) and then empirical relatioips between it and the larvae
indices were derived (Table 2.3).

Table 2.2Estimates of dengue entomological thresholds.

Index Aedes aegypti density Author

Container index < 10%  Safe zone for yellow Connor and Monroe,1923

fever Transmission

House index < 5% Prophylactic for yellow Soper, 1967
fever
Breteau index < 5 Absence of yellow feverBrown, 1977

transmission
House index > 15% Dengue hemorrhagic Brown, 1977
fever Present
Pupae per Person Unable to sustain dengueFockset al., 1995, 2000

1.05-0.26 transmission
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Table 2.3Weightof Aedes aegypti density for each criterion index is displayed as

Priority of transmissiofiBrown, 1994; 1997).

Priority of transmission Container Index  House Index Breteau Index

1 0-2.99 0-3.99 0-4.99

2 3-5.99 4-7.99 5-9.99

3 6-9.99 8-17.99 10-19.99
4 10-14.99 18-28.99 20-34.99
5 15-20.99 29-37.99 35-49.99
6 21-27.99 38-49.99 50-74.99
7 28-31.99 50-59.99 75-99.99
8 32-40.99 60-76.99 100-199.99
9 > 41 >71 > 200

In the past 30 years, two countries — Cuba (Arnfadasa and Figueredo
Gonzalez, 1986) and Singapore (Chan, 1985) — hastéuted successful dengue—
control programmes. At both locations control wasrtically oriented and
incorporated source reduction, space sprayingttheducation, and law enforcement.
There were negative consequences for non—complidnceesponse to a serious
dengue epidemic in 1981, Cuba reduced the natidh&lom 35 to 0.2. Since then,
maintaining a HI of < 0.01 has prevented denguez(@net al., 1999). Before
control programmes were instituted in Singapore FDirths most prevalent where Hi
were > 15 (Brown, 1977). With control, HIs wereuwedd from 25 to < 5 by 1973 and
to < 1 by the mid-1980s. Although dengue transmisgpersists and has been
increasing since 1986, the incidence of dengueimgapore remains considerably

lower than in neighboring countries.
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2.3 Applications of GIS to epidemiology

Epidemiologists have traditionally used maps nvhenalyzing associations
between location, environment, and disease (Ges836). GIS is particularly well
suited for studying these associations becausdsogpatial analysis and display
capabilities. Recently GIS has been used in theedlance and monitoring of vector—
borne diseases (Richards, 1993) and water—bormagsts (Clarket al., 1991), in
environmental health (Cuthat al., 1992), in modeling exposure to electromagnetic
fields (Krieger, 2001), in quantifying lead hazarmdsa neighborhood (Campo, 2003),
predicting child pedestrian injuries (Braddoekal., 1994), and in the analysis of

disease policy and planning (Macintyre, 2002).

In Baltimore county, Maryland, GIS and epidemiotogiethods were combined
to identify and locate environmental risk factorss@ciated with Lyme disease
(Coleman, 1982). Ecologic data such as waterslaed, lise, soil type, geology, and
forest distribution were collected at the residenoé Lyme disease patients and
compared with data collected at a randomly selesetbf addresses. A risk model
was generated combining both GIS and logistic sgo® analysis to locate areas

where Lyme disease is most likely to occur.

GIS allows analysis of data generated by globaltiposng systems (GPS).
Combined with data from surveillance and managenaetivities, GIS and GPS
provide a powerful tool for the analysis and digplef areas of high disease
prevalence and the monitoring of ongoing contrébré$. The coupling of GIS and
GPS enhances the quality of spatial and non—spadita for analysis and decision
making by providing an integrated approach to disezontrol and surveillance at the

local, regional, and/or national lev@lpana and Haja, 2001).
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GIS is being used to identify locations of high y@ence and monitor
intervention and control programs in areas of Guata for on chocerciasis
(Coleman, 1987) and in Africa for trypanosomiadie¢—Roux, 2000). Spatial and
ecologic data are combined with epidemiologic datanable analysis of variables
that play important roles in disease transmissidns integration of data is essential
for health policy planning, decision making, andgoimg surveillance efforts. For
example, as part of the guinea worm eradicatioorgffhe United Nation’s Children’s
Emergency Fund placed pumps in villages most iafketith the disease to ensure
access to a safe water supply (Subramanian and abur2003). GIS enabled
researchers to locate high prevalence areas andabiops at risk, identify areas in
need of resources, and make decisions on resoliamateon (Macintyre, 2002).
Epidemiologic data showed a marked reduction invgence in villages where

pumps were introduced.

GIS was used in designing a national surveillarysgesn for the monitoring and
control of malaria in Israel (Hurlegt al., 2003). The system included data on the
locations of breeding sites &nopheles mosquitoes, imported malaria cases, and
population centers. The GIS—-based surveillance esysiprovided means for
administrative collaboration and a network to miabkil localities in the case of

outbreaks.

In 1985, the National Aeronautics and Space Adrrati®on (NASA)
established the Global Monitoring and Disease [etexi Program at Ames Research
Center in response to the World Health Organiz&iaall for the development of
innovative solutions to malaria surveillance anatoa (McElroy et al., 2003). A

major aspect of the program was to identify envinental factors that affect the
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patterns of disease risk and transmission. Theativgoal of the program was to
develop predictive models of vector population dyies and disease transmission

risk using remotely sensed data and GIS techndogie

Remotely sensed data have been used in many séase studies (Krieger
al., 2001). Remote sensing and GIS were used to fgentiages at high risk for
malaria transmission in the southern area of Clsialgie@xico. An earth environmental
analysis system for responding to fascioliasis ed River Basin farms in Louisiana
was developed by integrating LANDSAT MSS imagerthwiGIS (Bonneret al.,
2003). In Kwara State, Nigeria, a temporal analydid andsat Thematic Mapper
(TM) satellite data was used to test the signifoganf the guinea worm eradication

program based on changes in agricultural produ¢dmarn and Rooy, 1996).

GIS is being used by public health administratard professionals, including
policy makers, statisticians, epidemiologists, eegi and district medical officers
(Weekly Epidemiological Record, 1999). Some ofapplications in public health are

mentioned below:
1) Find out geographical distribution and variatiordifeases.
2) Analyze spatial and temporal trends.
3) Identify gaps in immunizations.
4) Map populations at risk and stratify risk factors.
5) Document health care needs of a community and assssurce allocations.
6) Forecast epidemics.

7) Monitor diseases and interventions over time.
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8) Manage patient care environments, materials, seppind human resources.
9) Monitor the utilization of health centers.

10)Route health workers, equipments and suppliesrtacggocations.
11)Publish health information using maps on the Irgérn

12)Locate the nearest health facility.

Previous studies on application of GIS to epideogyl are limited. Spatial
epidemiology covers the analysis of the prevaleru geographical distribution of a
disease (Lawson, 2001). Issues such as data sgnphiap interpretation and
production, geo—statistical analysis and modelingstmtbe taken into consideration
within this subject. Studies of spatial epidemigiadten require the formulating of a
mathematical model to describe the spread symitigliddathematical models are
formed by summarizing the relationship betweerugficing factors and geographical
distribution of the disease. The model can asselipting the impact of the outbreak
and help implementing an intervention plan. GIS pesven to be one of the most
useful tools in public health research. It has beetely used in disease surveillance
and monitoring, research hypotheses generationtifb@tion of high—risk area and
population at risk, targeting resources and theitaong of interventions (Guptat
al., 2003). GIS provides an effective tool for vismation and spatial analysis of
epidemiology data and environmental exposure. Resardies have shown the
increasing use of GIS as an important componepulrlic health and epidemiology
(Guptaet al., 2003; Pearce, 1996). Lately the application&i¥d to public health and

epidemic such as DF/DHF through modeling are irsgdaas shown in Table 2.4.
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Table 2.4Summary of the literatures on studies to idenigl area and epidemic

(DF/DHF).
Risk area and epidemic/outbreak (DF/DHF) identificdion

Using GIS Non GIS (disease occurrence)
Index  Regression Logistic Other Host Agent  Environment
Model Models Regression (statistics)

Models
Irizarry Nakhapakorn = Chansanget  Muttitanon Chareonsook, Kathleen (2000)
etal. (2005), al. (2002)  etal. (2003) Foy,
(2004)  Alpana (2001) Teeraratkul
and Silarug
(1999)

A GIS is a computer system capable of assemblitagging, analyzing, and
displaying geographically referenced informatiohefiefore GIS is an ideal tool and
has been used extensively in many DF/DHF studighig&asasna and Linthieum,

1997; Bohra, 2001; Gupth al., 2003).
2.4 Web-based spatial decision support systems t@nitor
epidemic risk

GIS is a complex tool which is applying to mangldis of study. Its database
and powerful functions are normally used by wellisted people. In addition, GIS is
more than just a tool that is used to handle ggabucadata in digital form, display or
create maps. In fact, GIS can be integrated witldating, statistics, and analysis
tools to carry out sophisticated tasks. Thus, m ¢® a useful development to
incorporate GIS with decision support systems (D&8)a specific task. This

incorporation is commonly known as spatial decisapport systems (SDSS).
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DSS is a special purpose tool that is originatedhi@ 1960s in primarily
operation research and management science to adalisgiess problems (Marakas,
1999). DSS is an extremely broad concept and fisilens vary depending upon the
author's point of view (Power, 1997). Keenan (19€¢é&jined a DSS as being an
interactive computer—based system that helps deeisiakers utilize data and
models to solve unstructured problems. Mitchell0@0defined a DSS broadly as a
computer—based system that aids the process @ialecnaking.

SDSS is a class of computer systems in which ttfentdogies of both GIS and
DSS are applied to aid decision makers with problénat have a spatial dimension
(Walsh, 1992). A common maotivation for making SD&&cessible online is to
support group decision—making (Kingstenal., 2000; Zhuet al., 2001). SDSS is
mostly built upon GIS coupled with modeling. Thesee several strategies and
approaches for the coupling of environmental modadgth a GIS (Nyerges, 1993;
Fedra, 1996), which can range from loose to tighipting. A loose coupling is just
the transfer of data between models and GIS, aisdbidsed on two separate systems
and generally separate data management. A tigigliogus one with integrated data
management, in which GIS and models share the shatabase. The tightest of
couplings is an embedded or integrated system, hichwmodeling and data are
embedded in a single manipulation framework (Cresb996; Fedra, 1993).

SDSS is a powerful tool. However, one of the issad¢®w to make the product
easy to use and access. Since the emergence WdHd Wide Web in the mid—
1990s, SDSS research has found a direction (Riandr Jankowski, 2002). The
Internet extends the capabilities of SDSS to aelangmber of geographically

dispersed users at a relatively low cost. Somé&efost popular online geo—spatial
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applications, such as driving directions (Yahoo B)agombine features of Internet
mapping and decision suppaiugumaranet al., 2004). Therefore, research into
web—-based SDSS (Web SDSS) seems a natural conseq&nner and Jankowski
(2002) described technical foundations and apptinatof Web SDSS. Sugumarein
al. (2004) developed a web—based DSS that priorilizesl watersheds in terms of
environmental sensitivity. Regmi (2002) developeded—based SDSS to incorporate
watershed hydrologic and water quality assessnmnpriesent and future land—use
planning.

Overall, there have been very limited SDSS appboat and even less Web
SDSS. There is a great need to be researched laboub integrate GIS, the Internet,
modeling and databases to create a Web SDSS. Zabghows some of applications
using GIS, web—based and their incorporation teldymes in various types of task.

Table 2.5Summary of the literatures on web—based SDSS &wsapplications.

Authors Web SDSS Web & GIS technology Decision ths
Kingstonet al. Client—-and HTML forms Planning
(2000) Server—side Perl CGI scripts, java applet
Jenseret al. Server—side HTML forms Agricultural
(1998) Perl CGI scripts to access management

SAS on server
Rinner (2003) Server—side HTML forms Land-use
Visual Basic CGI allocation
Rinner and Client—side Java applet Site selection
Malczewski (CommonGIS with
(2002) extension)

Zhuetal. (2001) Client— and HTML page, java applets Vegetation
Server—side /servlets (JESS, Web map) management

Andrienko (2001) Client—side Java applet Site selection
(Descartes)

Bhargava and Routing HTML forms, Public access

Tettelbach (1997) CGl scripts to to application

access DBMS
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In this study the approach focuses on developingla—based SDSS to predict
and manage DF/DHF epidemics. The system developedrs using data vector
surveillance factor, climatic factor and diseaseunence data through the concepts
and process of MCDA. Those data factors relatagease occurrence are grouped in
terms of agent, host, and environment, which havket considered simultaneously,

as shown in Figure 2.1.

Factors: Mosquito Adult

AGENT

Diseases

HOST ENVIRONMENT

Factors: species, patient. Factors: Weather.

Figure 2.1 The components of disease occurrence (Friedmaa,)19

Both vector surveillance and climatic changes imiremmental condition are
important determinants of vector—borne diseasestngsion. Spatial and temporal
distributions of these components lead to idemtgyiisk area. In addition, integration
the Web-based Spatial Decision Support System (Wsded SDSS) would be
particularly useful if it also provides rules ondifor decision support regarding the
prediction, prevention and control of DF/DHF in tbemmunity. Relation of these

tools can be set up as shown in Figure 2.2.



Decision
Support Syste
(DSS)

Figure 2.2 GIS, Decision Support System, Internet and tmgegrations.
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CHAPTER Il

RESEARCH METHODOLOGY

The research methodology consists of four phaseda dollection and
transformation, developing spatial DF/DHF predictraodels, developing web—based

SDSS, and system implementation as shown in Fi§ute Research methods are

designed to meet the objectives of the research.

Phase 1. Data collection and transformation

Indices Temperature Rainfall (mm.)
HI, CI, BI (°c) Rain-days and monthly rainfall
(Eq. 4) (Ea.3)~,  (Eq.2) (Eq. 1)
Normalization seasonal data

(Eq. 5)
y =g +b,(1)+ b, (Py )+ by(P:)

Risk area
DF/DHF

Affect to
) (Eq.7) adjacent are
i d—z
ij
Phase 2. Developing spatial DF/DHF prediction models
S
GIS
Database
Web-basedp\_)

Phase 3. Developing Web-based SDSS

Model

Algorithms |

DF/DHF Model

A A

System testing

System mainte nancﬂis

Phase 4. Systems implementation

Figure 3.1 Conceptual diagram of the study.

No
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3.1 Data collection and transformation

3.1.1 GIS data layers collection
3.3.1.1 Spatial data
Administrative boundary digital map of scale 18D from the
Regional Environmental Office 10.
3.3.1.2 Non-spatial data
1) Secondary data on HI, Cl and Bl are calculatecheyear and
reported in districts and sub—district levels byobdlRatchathani province of Public
Health.
2) Data on DF/DHF cases are recorded yearly fan eéastrict and
sub—district by the Provincial Health Office.
3) Climate data including monthly rainfall, rainyay and
temperature are collected by the Department of dfetegy, Ministry of Information
and Communication Technology.

Table 3.1GIS data layers.

GIS data layer Feature Attribute sources
types (non—spatial)
District, polygon DF/DHF case, Provincial Health Office
sub—district Population
HI, Cl and BI
Precipitation point station name, annual  Thai Meteorology
rainfall Department.

Temperature point station name, annual

temperature
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3.1.2 Transformation data

3.1.2.1 GIS precipitation and temperature data:s&hdata prepared in
terms of GIS layers were interpolated and then apest to present for each

district/sub—district.

3.1.2.2 Data normalization: In this step is to nalime/standardize data
which are R, T, HI, CI, and BI. R is normalizedite probability of case occurrences
which are varied when the season, rain—day, anduatraf rainfall vary (Figure 3.2
and Equation 1). Decision tree technique is usedrwR data are taken seasonally.
Then, proper probability of bite (Day and Curti989; Githekoet al., 2000; Hawley,
1991) is assigned as shown in Figure Bg2is further applied in Equation 1.

1) Precipitation
. Probability related to rainy season (Pr)

January to April September to December

May to August

@ P, = (059)(probabili§/ of Aedesaegypti transmissjn)

@ P, = (O.68)(probabi|iy of Aedesaegypti transmis@n)

@ P, = (042)(probabiliy of Aedesaegypti transmissin)
Figure 3.2 Transmission probability related to seasons.
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Pwans) IS oObtained using Mamdani mode(Borke and
Fisher,1998). In this case, it is theaximum of the product of monthly rainy day and

amount of monthly rainfall of each period as ilhas¢d in Equation 2.

Where Pgans)y IS Probability related to Aedes aegypti

transmissionand can be expressed as

P(trans) = ma)<X1y1’ X Y2 X3 Y3 X Y, Eq. 2
n is numerical of month.
X is monthly rainy days.
y is amount of monthly rainfall.
2) Temperature
Probability related to temperature data (Pr)
Decision tree analysis is applied to temperatla&&a as shown

in Figure 3.3. Certain probability of bite amg are applied to certain season and
temperature (Koopman, 1991; Kettle, 1995; Boonrn;,igimo4).x_t is the average

temperature of each season. This probability vallnormalized to be between 0 and

1, too.
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January to April September to December

May to August

28-29°C, >35°C,
31-35C <28°C

28-29°C,
31-35C

>35°C,
<28°C

28-29°C,
31-35C

(D p =(0593Ix)] (&) P =(088)3)x)] P, = (042)(3)x )

Figure 3.3Normalization of temperature data.

3) HI, CI, and BI

Index value as normalized HI, Cl and BI

The weighted linear combination method is prdpaie most
common method for computing the index value (SaB®30; Banai—kashani, 1989;
Malczewski, 2000). It is calculated by summing tleight criterion values and

dividing the sum by the total of the weights (Eqoat4):
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\N(HI)(XHI )"’ \N(CI)(XCI)+ W(B|)(XB|) Eq. 4
(\N(CI) + \N(HI) + VV(B|))

| (H1,C1,BI)

Where 1, ) IS the index values of HI, Cl and B, is the

number of criteriay; is theweight for criterioni (HI, Cl and BI), andx is the (mean)

value ofcriterioni.

Weight for this index can be obtained dependingvaned Hl,

Cl, and BI (Table 3.2).

Table 3.2 Weight of Aedes aegypti density for each criterion index is displayed to

show the priority of transmission (Brown, 1994; T99

Priority of Container Index House Index Breteau Index
transmission (ChH (HI (BI)

1 0-2.99 0-3.99 0-4.99
2 3-5.99 4-7.99 5-9.99
3 6-9.99 8-17.99 10-19.99
4 10-14.99 18-28.99 20-34.99
5 15-20.99 29-37.99 35-49.99
6 21-27.99 38-49.99 50-74.99
7 28-31.99 50-59.99 75-99.99
8 32-40.99 60-76.99 100-199.99
9 > 41 >71 > 200

3.2 Developing spatial DF/DHF prediction models
This section provides a detailed description of théferent steps and
procedures used during the study to formalize tmeceptual model. The conceptual

model as shown in Figure 3.4 is the overall spatiatlels methodology.



Larvae surveys Temperature Precipitation

Input 0 Input
Index Model DetCiSion
Eq.4 ree
Output
Output
Area with probabilty gf 1 Area with probabilty
infection DF/DHF

of infection DF/DHF

(Effects of larval (Effects of climate)

Multi regression
surveys) 9

Model

Output
Predicted number af Priority of risk area
case DF/DHF
5 Input
5 utput 3

Logistic regression
Model
Eq.6

Delphi
technique

Probability of risk area

5

Input

4

Area with/ Adjacency

Time-series Model

area with probability of
epidemics Eq.8 Gravity Model
Relationship of risk Eq.7
area and
Adjacency area
Output Input

Figure 3.4 Systematic data flow diagram of DF/DHF spatial epnt model.

3.2.1 Developing spatial model of each module

3.2.1.1 Relationship of DHF incidences and climdéctors using linear

regression modeA multiple linear regression model to predict DHfcidence is

defined by:



40

y=a,+b,(1)+b,(P,)+by(P;) Eq.5

Where vy is the predicted number of DF/DHF cases,

| is the index value of HI, Cl and BI (from Equatiéhn

Pris the probability of rainfall effect

P is the probability of temperature effect

ap is the intercept of y—axis

b, is the constant for factor indices of larval surwey

b, is the constant for rainfall factor

bsis the constant for temperature factor

3.2.1.2 Prediction of DF/DHF epidemic using logisegression model.
Logistic regression is used for DF/DHF study to dxce the

occurrence of particular events or conditions fr&mown independent variables
(Equation 5). Logistic regression attempts to egprihe probability that an event is
present as a function of the independent varidlggistic regression can be displayed

as Equation 6.

e Eq. 6

WhereP is occurrence probability of DF/DHF epidemic (itslwes
are all between 0-1).
y is the predicted number of case DF/DHF (from Eiguab) . Ify

is <0, P will be assigned to be 0.

3.2.1.3 Classifying risk level using the Delptahaique.
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Resultsfrom Equation 6 were classified to be risk leveihgsthe
Delphi technique as its framework shown in Figu® Jhe technique is in essence a
series or rounds of sequential questionnaires (AgieA), interspersed by controlled
feedback to a group of experts (Linstone and Tud®5). It is useful for situations
where individual judgments can be independent amdbined in order to address or
solve a lack of agreement or incomplete state ewiadge (Delbecat al., 1975).
Classification of risk areasan behigh riskarea, moderatesk area and low risk area.

1) Create tool for surveying data. Prepare and sied first
guestionnaires, which ask each participant to emgaghdividual brainstorming so as

to generate as many ideas as possible for dealthghe issue.

2) Response to the first questionnair€ach participant lists
his/her ideas in a brief, concise manner and rstihe list anonymously to the
coordinator. These ideas need not be fully developefact, it is preferable to have
eachidea expressed in one brief sentence or phraseatfdmpt should be made to

evaluate or justify these ideas at this point nmeti

3) Create and send the second questionnaires. dbwlicator
prepares and sends the second gquestionnaires ttoigaants that contain all of the
ideas response to the first questionnaires andges\space for participants to refine
each idea, to comment on each idea’s strengthsaaattnesses for addressing the

issue, and to identify new ideas.

4) Response to the second questionnaires. Parttsipa

anonymously record their responses to the secoestignnaires and return them to

the coordinator.
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5) Consider value Interquartile Range @Rhe statistical medians
of the low and high groups). IF maximum number Rffélls in to each class THEN
the class ranges are consistent and GO TO stepbSE Eeturn to Create and send the

third questionnaires.

6) Conclusion of analysi€lassification of risk areasan behigh

risk area, moderataesk area, and low risk area.

Define of risk area level .
® Probability of

DHF risk area

‘ e Epidemic experts
- e Questionnaires

Select experts of DF/DHF epidemics

Create tool for surveying data

Loop no 1: Open—end questionnaires

‘ ® |dentify the general
opinions

Loop no 2: Rating—scale questionnaires - e Priority and statistics
#4 of opinions

v

Consider if
IR shows No | Loop no 3(+): Rating Scale
consistent I

opinions

Conclusion of analysis

Figure 3.5Framework of Delphi Technique.
3.2.1.4 Estimating relationship of high risk area é&s adjacent areas using

the Gravity model.
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Newton defined the law of gravitation in the seteemth century
stating that two celestial bodies or planets welgexted to an attraction force that
depended positively on the product of their massebs negatively on their distance.
The gravity model was applied in many fields eigstfapplied to international trade
by Tinbergen (1962) and Poynthen (1968gd to explain social flows or migration,
in terms of the "gravitational forces of human ratgion”. It can also be applied to
the interaction between the high risk area anddjacent area as shown Equation 7.

L ((Pop,)(P)\(Pop,)(P,)) £q.7
ij — dljz

Where I;; is the interaction volume from high risk areao its
adjacent arep
Popi andPop; are the populations of areand areg, P; and
P; are occurrence probabilities of DF/DHF epidemicaneai and areg, d; is the
distance between centroids of areand areg.
3.2.1.5 Estimating Normalized Product of IntenaetCorrelation (NPIC)

using the Time—series Forecasting Method.

Time series analysis is a procedure using mulagie variables
to compute values related to forecasting (Daatidl., 1995). The model is designed
that all variables are multiplied by each otherr Bus study, the model/equation

applied is below.
Eq. 8
Yo =(1i)(riy) q

Where Y is the product of interactive correlation.

lij (from Equation 7) is the interaction volume fromo j,
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(i = high risk areaj, = adjacent area)r;; (from Equation 9)s the correlation between
the number of DF/DHF cases in high risk arngaa(d its adjacent arep,(Y will be

normalized (linear scale transformation) to be leetw0 and 1, which is NPIC.

__— 2% — Ty — )
J Ex‘%— - (-7 Eq. 9

Wherer;; is the correlation between the number of DF/DHF cases

high risk areaif and its adjacent arep (
X i1s the number of DHF cases in high risk areamonth.

yi is the number of DHF cases in adjacent auigamonth.

xis the average DHF cases in high risk areg is the average

DHF cases in high risk ar¢af season.

3.2.2 Producing output and verification of predictel DF/DHF risk area for

decision support

3.2.2.1 Display results from prediction models &S @ata set.
Results of the models are GIS datasets for twddesespatial unit
i.e. district and sub—district displayed in Fig®d. Both spatial and non—spatial data
will be reported through web—based SDSS.
3.2.2.2 Modeled risk area verification and hypoih@sesting.
This procedure determines how well the risk arédassdied by the
model fit to the traditional classification (Tal8e3) A, B, C, D, E and F are referred
to the basic assumption in 1.5. The statisticgtdbf various predicting results and

traditional classification with the same periodtiohie can be calculated usimgror
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matrix (Pumplin and Stump, 2001Jhe percent of error or accuracy obtained can be
used for hypothesis 0 testing. For this studyhéf &dccuracy is > = 60%r moderate to
strong agreement, the hypothesis 0 will be accepted

Table 3.3Traditional classification of risk area DF/DHF.

Code area based on epidemic status

A B C D E F
High risk area Moderate risk area Low risk area
(A+B+C+D) (E) (F)

3.2.2.3 Hypothesis 1 testing
To test the hypothesis 1, only the high risk amead their adjacent
areas are taken into account. The mean of NPIC tor Eeach high risk area is
calculated (Figure 3.6). If the frequency®df whichvalue is higher than or equal to
0.5, is equal or more than 50% from the total numtieen the hypothesis 1 will be

accepted.

Occurrence probability of epidemic No. of adjacent areas which has E > 0. 5%
|n adjacent areas of high risk areagotal of adjacent areas of the whole study area

...........................

Figure 3.6 The average NPIC of each adjacent area is usdd/fmthesis 1 testing

(H=High risk area, A=Adjacent area).
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3.3 Developing Web—Based SDSS

The Web—-Based SDSS has two components: SpatiakiDecsupport System
(SDSS) module and Web-based module (see Figure 3¢ steps to develop the

system include designs of the system, softwar@bdate and interface.

gre——— - Web-
: Spatial Decision Support Systems: SDSS based
Predict epidemic and
.............. intensity Area
N
( DF/DHF Models GIS Advising
L Database preventing/
. ) <™ mitigation —»
Risk Adjacent District/sub—district measures
i| area Event data
—p J User
y (Operational)
: e
DBMS :
] q Agent :Web b
Admln » MBMS ........... gen E e ase
N
A :
v
User Interface
Data management CGl Web page DGMS >
Map Server (Tables, Chart)
Web Server User
(Strategic)

Figure 3.7 Conceptual diagram of Web—based SDSS for predi€@imd®HF
epidemic model.
3.3.1 Spatial decision support system (SDSS) module

The SDSS is capable of providing mechanisms foutirgpatial data that
allow representation of the spatial relations atrdctures, including the analytical
techniques and output in a variety of spatial farifise SDSS is typically composed
of Database Management System (DBMS), GIS databésdel-Based Management
System (MBMS), Dialog system, User interface, andd®l BaséOF/DHF (Figure

3.7).
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3.3.1.1 Database Management System (DBMS)
Database management system for a SDSS module mppors
spatial query (searching or selection district,—slistrict in polygon). DBMSwvas

used to incorporate with the followings:

1) Database Design and Implementation: The DBMS is the major
tool to manage the database in this SDSS. This SIS MySQL web database
server as the DBMS. A typical database design anglementation includes

application logic, conceptual design, logical das@nd application design.

2) Application Logic: Regarding database operation, this SDSS
includes two major activities, query and editingadéFigure 3.8). User information
management is used in the whole process to idemidys and create customized web
pages. After login, users can view data through peses. Users first send a request
for data, then the web server queries the datadas®wding to the request, the DBMS
server queries current database and returns regdat to the web server, the web

server organizes the data into a formatted web pageeturns it to users.

'

Request to change data

Response

Registratior USER DATA EDIT
- ANALYSIS
MODEL
v
USERINFO | Login | Data Response
MANAGEMEN | I_Ogoutrequest
7y v Add/delete
.| DATA Data request
QUERY MySOL
> NRMS
v
Add DBMS DATA
REPOSITOR®

Figure 3.8 Application logic of the SDSS (modified from Sadagn, 2000).
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3) Conceptual Design: Conceptual design defines the abstract

model of data organization. The design dependserobjectives of a database and

application logic. The entity relationship diagraon,E—R diagram, is usually used in

conceptual design to represent the entities andrélationships. This database uses a

combined primary key in many entities. The combikeg allows a SQL query to

filter the records according to one attribute icoanbined primary key without linking

different tables, which reduces the number of ®l@ad the links between tables.

Structured Query Language (SQL) is used to impléntke database scheme as

shown below.

SQL for Creating Database

CREATE TABLE Amphoe

CREATE TABLE Tambon

CREATE TABLE Village

CREATE TABLE Patient

(Code_amp varchar 2(40)IMRRY KEY,
Namfeait varchar 2(80),
Name_eng varchar 2(80));

(Code_tam varchar 2(20)IMRRY KEY,

Code_amp varchar 2(40),
Name_thai varchar 2(80),
Name_eng varchar 2(80));

(Code_village varch&(20) PRIMARY KEY,
Code_village varchar 2(20),
Name_thai  varchar 2(80));
(Code_village varchaf{20) PRIMARY KEY,
Number Number (20, 10),

Date date 2(80));
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CREATE TABLE Larval Surveillance (Code_village ehar 2(20))

PRIMARYKEY,
HI Number 20,10)
Cl Number (20,10)
BI Number (20,10)
Date date 2(80));
4) Logical Design: Logical design defines the operational

relationships among different entities in a databd$ie deletion is implemented in a

cascade pattern.

5) Application Design: The proposed application model is shown in

the following Figure 3.9The desigrshows a sample DF/DHF model of the

application to provide the information about thetéa condition.

Spatial Entity

Graphical
Feature

Arcview Spatial Database Internal Design

Extension

Conceptual Model

Attribute data

MS Access Retional Table

Structure _ structure
Image Processing Arcview
Software or Updating Extension
Arcview Image : ;
processing Theme Application Query DHF/DF

Table

A

.shx .etc .dbf

Amphoe
Convert to Tambon
Arcview Theme
shapefile
) .sh
Arcview P
Coverage

Figure 3.9The application model. (Modified design from Laui@amd Thompson,

1998; Bernhardsen, 1999).
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3.3.1.2 GIS Database

The foundation of developing a web—based SDSS mitidl a GIS
database first. This database can produce a s@&ctirs/resulting maps to help
visualize and evaluate the geographic distributddrDF/DHF risk areas in Ubon
Ratchathani provincelhis database has been used to provide mappingigisotbr
Ubon Ratchathani province Research and Developugthiority and other interested
parties.

3.3.1.3 Model-Based Management System (MBMS)

The system contains all needed decision modelsusisd above.
The MBMS creates and manages the model directenyedl as the input, process,
and output files for model computations.

3.3.1.4 Dialog Management System (DGMS)

In the Web—based SDSS application, the user irtteeraith a web
interface written with HTML, Java script, and PH® select the location being
analyzed in terms of risk and to provide eventnmfation of district and sub—district.
The model runs on the web server using thmfall, temperature and surveillance
index as input. The model outputs can be dynanyickdiplayed as web—based tabular
and graphical representations when the user rexjaegéb page.

3.3.1.5 User Interfaces

The visualized user interfaces allow users to ggeeand submit
requests of information and decisions, to browgectimtents of retrieved information
and the computational results of decision modets,rdvise inputs of decision
procedures and activate what—if analysis, to geedbacks with respect to system

outcomes and performances, to select and execpbeatpns and functions, to login
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and logout the application systems. This compoaésd provides the usual DSS and
DGMS functions to interact with consumers for aating desired application
functions, decision procedures, information retlevand model/knowledge
computational processes. It deals with the foll@sin

1) Graphic User Interface Layout: Using Java applet control, there
are three panels as shown in Figure 3.10. Thedasel is the applet itself. Line 1 of

the applet in Table 3.4 is an example to show teatmn of this panel using border

layout.

North

Center

SO\

seq

South

Figure 3.10Shows the border layout style of Table 3.4.

Table 3.4Border layout.

myBorderLayout = new BorderLayout();
setLayout(new BorderLayout());
add("North", topPanel);

add("West", leftPanel);

add("Centre", theCanvas);

a b~ WDNPF

2) Graphic User Interface Design: A GUI control panel has been
designed by using the "form menu" provided in Fgg8rll.Control panel functions
must meet the requirements of system flow conirbése functions include selecting
and deselecting data objects and submitting operagquests such as "overlay" or

"drawing”. A data import function lists the availabdata objects (files) following
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with an external database directory path. If usetsect an item from the list (a data
object), its data file will be automatically imped to the system and appear as an
icon in the display window. Four buttons ("seleetal, "deselect data"”, "overlay",

"drawing" and "data import list") are implementedtie interface.

The display window consists of a processing boxpperator’s
box and a map display box. The processing box alyspthe data flow described
above, and provides a visualization of the GIS yasl

The map display box displays the geographical custeof
selected data objects (data files) when the "dr@Wwiequest is given. The map

display of geographical data can help users seddtsefeatures of operation results.

Control panel display window map display
select data - - - - - =

deselect data

I
I
I
request |

overlay
drawing

processing box

data import
list

_  —_ —_ —_ —_

Figure 3.11The deployment of the graphic user interface.

3) Web Mapping GUI Components: A Web Mapping application
normally consists of the following components: Magl/or Layer Control,
Overview/Navigation Map and Functions (buttons):clsuas

Navigation, Query etc. and helpful tool tips Sea@btions, Query Info. The Map(s)
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which is the most important thing of a web mappapplication can be selectively
displayed through GUIs such as Layer choice onbte@orized layer choice using
tabs, and Categorized layer choice using a tree.
3.3.1.6 DF/DHF Models
The collection of the DF/DHF models developed ugggation 1-9
will be called to use through MBMS.
3.3.2 Web—-based module
By integrating components such as databases, Gk, irtternet, and
modeling, this web—based spatial decision suppgstem is designed to provide data,
information and tools to help users in their demismaking. In general, the system
components are determined by the research objsctAecordingly, three modules
are proposed:
3.3.2.1 A web—based GIS system
This system developed provides graphical displayndcic
mapping) and tabular reports (querying). This medid designed to help users
dynamically explore the map by displaying, zoomimgout to any extent, and
selecting any combination of information layersetéscan also create and print out
customized maps. In addition, users can retrieveows data through queries that
might be helpful in their decision making. This wélsed GIS pages created uses
three major techniques to create dynamic web—paifeB/Servlet, JavaScript, and
MapServer.
1) JSP/Serviet: Java Server Pages (JSP) and Servlets are thar-serv
side technology for creating dynamic web page an thva 2 Platform. The basic

structure of a JSP/Servlet includes a container appulication codes. In this study,
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JSP and Servlets are also used with Java DatalmseeQivity (JDBC), Java Beans
and session management to create customized web.pag

2) JavaScript: JavaScript is mainly client—side dynamic web page
technology. Client—side JavaScript can implemennamioperations on client
machine, thus the response is fast. The combinaticserver—side JSP/Servlet and
client—side JavaScript can help to create custainizeb pages to support diverse
functionality for user access.

3) MapServer: MapServer is a CGl-based web server. MapServer
of this study are displayed in Figure 3.12. Mor¢adestructure and relation flow of
the MapServer version 4.4.2 are provided in themf@.13. The diagram of Map File

structure is shown in Figure 3.14.
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, Mapserver CGl ,

Client Side Interlnet Server Side . [ HTML Output Map File 3a e | @
SRR E T I L L bR LRI L L EEEET Basic Template _ Terplate || \_/
: Do X Query Template Map Object HT MLF,]IPHP '

; Pl ol Error Template Javascript, Javal ! Internal
Web Client bl Web Server o Empty Template Web Object CGl-Variable | Gls-Database
Vo v 1 |Raster Data: Tiff, JPG etc.
Lo s . ' Vector Data:
Web Browser 51: : Apache v w Legend Object : SHP, DGN etc.
HTTP, Ly, D ;
Parameter Réqu'est Server b Reference Objed , \_/
--------------- i ' Enables PHP 2 E E 4 _/
HTML + Images | | i | Accessto local L »Scale bar Object j
{Map, Legend, l::I,-Of area network v _ ;
Scale bar etc.} Re'tu'm s Query Object :
é i é i . . (\‘Layer Object E v
Do 9 i1 | Picture Output HTML Query || Bt
Lo ; ' ernal
o GIF. PNG. JPEG Class Object Template
E ! . ™ ! ! HT ML/PHP GIS-Database
5 P Loa File ¥ BMP, SWF, GTIFF o . Javascript, Javi, WMS: Tiff, JPG etc.
g ! Projection Object . WFS
E E . E . | CGl-Variable ' SHP, DGN etc.

Figure 3.12The structure and relationships of objects andrpaters in MapServer.



Mapserver.exe

mapObj

+runMapServer():void
+runMapObij():void

JavaScript

Zoom : String
Pan : String

jBox : String

XY reader : String

HTML Template

HTML : String
JS Browse Control : JavaScrig

+set() :void

+ provideStructure(): void

®

—

extent : recObj

fontset : flename
imagequ ality :int
imagetype : String
interface : boolean

layer : LayerObj

legend : LegendObj
name : String

projection : ProjectionObj
querymap : QueryMap

Reference : ReferenceMapObj

resolution :int

scale :double
scalebar: ScalebarObj
shapepath : flename
size [{[y] :int

status : boolean
symbolset : flename
symbol : SymbolObj
transperant : boolean
units : String

web : WebObj

<<interface>>
WebBrowser

+ display HTMLtemplate():void
+ display WebMap():void

+ display Legends():void

+ display Scaleban():void

+ display ReferenceMap():void|
+ display Query():void

+ display Error():void
+...0:void

+ getCommand():void
runMaps erver.exe():void

+ set(): void

+ getLayer(): void

+draw() : void

+ drawReferencemap () : void
+ drawScalebar() : void

+ drawLegend() : void
+drawQueryMap() : void

+ selectOutputformat() :void
+selectWeb() : void

+return Tointerface() : void

+ makeCommands():vo

ProjectionObj

PROJ.4keyword : String

+ set() : void

ColorObj

Red :int
Green :int
Blue :int

+ setRGB() : void

rectObj

minX : Double
minY : Double
maxX : Double
maxyY : Double

+ set() : void

Figure 3.13More detail structure and relation flow of the Map&r version 4.4.2.
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LayerObj

WebObj
empty : URL
error : URL

footer : flename

header : flename
imagepath : URL
imageurl : URL

log : filename

maxs cale : double
maxtemplate : flename
metadata : Metad ataObj
mins cale : double

minte mplate : flename
template : HTML Templat

+set() : void
+ getMetadataObj() : void
+returnTemplate () : void

class : Clas sObj
classitem: String
connection : String
connectinty pe : String
data : flename

dump : boolean
feature : featureObj
filter : String

footer : flename
group : String
header : flename
labelangleitem : String
labelcache :boolean
labelitem : String
labelmaxscale : double
labelminscale : double
labelsizeitems : String
maxfeatures :int
maxscale : double

ReferenceMapObj Scale barObj LegendObj OueryMap OutputObj
color: ColorObj backgroundcolor : ColorOhj [imagecolor : ColorObj color : ColorObj name : String
extent : rectObj color : ColorObj interface : Boolean size (X&y) :int driver : String
image : flename interface :Boolean label : labelObj status : Boolean| |imagemode : String
marker : String intervals :int outlinecolor : ColorObj | [style : String mimetype : String
minboxsize :int label :labelObj position : String ] contension : String
maxboxsize :int outlinecolor :ColorObj keysize (x&y) : int + set() : void transperant :
outlinecolor : ColorObj position : String keyspacing (x&y) :int boolean
size [{[y] :int postlabelcache : Boolean | [postlabelcache : Boolegn
status : boolean size (x&y) :int status : Boolean

. " style :int transperant : Boolean +set() :void
+ set() : voi it - Stri

0 unit : String T set() - void

+ set() : void + getLabelObj() : void
+ getLabelObj() : void
lable Obj
angle : double
] tialias : boolean
style Obj an . .
Clas sObj backgroundcolor : ColorObj

color : ColorObj
expression : String

newaAttr:int
MetadataObj metadata : MetadataObj
minscale : double
title : String name : String
author :String offsite : boolean
date : Date tolerance :double
toleranceunits : String
+set() : void ype : Sting
+set() : void

+ getClassObj() : void
+ getProjectionObj() : void

+ getFeature(argl: void) : void

featureObj

points :int
text : String

+set() : void

Figure 3.13(Continued).

join : join Obj
label : labelObj
maxsize : double
minsize : double
name : String
offsite : ColorObj
size :int

symbol : String
template : filename
text : String

style : styleObj

backgroundcolor : ColorOb

antialias : boolean

maxsize :int
minsize :int

+set() : void

+ getStyleObj() : void
+ getLabelObj() : void
+ getJoin Obj() : void

offset [{[y] :int
outlinecolor : ColorObj
size :int

symbol : String

backgroundcolor : ColorOhjj

buffer : int
color : ColorObj
font : String
force : boolean
maxsize :int

+set() :void

minsize :int

offset [x][y] : int

jointObj

position : String

from: String
name : String

mindistance :int
meanfeaturesize :int

backgroundshadowcolor : ColorOhj
backgroundshadowsize [X[y] :

outlinecolor : ColorObj
partials : boolean

shadowcolor : ColorObj
shadowsize [X[y] :int

table : flename size :int

template : flename typ [bitmap][truetype] : String
to : String wrap : char

type : Strin

P g +set() : void

+set() : void




Point(n)
Symbol Style(n)
Legend Label
Scalebar Label
Reference Metadata Parameter()
Map Querymap Feature (n) Point(n)
Layer(n) Grid Join
Output Format Projection Style(n)
Projection Class(n) Label
Web Metadata Parameter()

Figure 3.14Map file structure.
3.3.2.2 A web-based DF/DHF model
The model developed can simulate results basednpuats from
users. Risk area DF/DHF maps can be requestedtfrenmterface for each of the 219
sub—districts, 25 districts in the Ubon Ratchathprovince. Geographic database
maps are served using Internet Map Server techyolbige user can interactively
check the locations/areas of different degree sk and find out the appropriate
strategy to be used as mentioned in the next step.
3.3.2.3 Advising preventing/mitigation measures
The system shows area classified as output to Usdps understand
the results easily. From the output, the system tah operators “Advising
preventing/mitigation measures”. This will includertain activities to treat certain

kinds of risk present in the area. Those practacélities are referred tihhe regulated
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implementation offhe Office of Disease Prevention and Control 7, tBatchathani
province (ODPC7, 2006), for instance, using smoke, elimoratof water holding
containers, warning through public relation and &tee followings are the suggestion
and implementation (ODPC7, 2006) according to dffie levels of places and degree
of the risk.

1) If area is classified to egh risk area

a. Household level

Adult mosquitoes should be killed by using of comcrely
available safe aerosols. Rooms including closetfirboms and kitchens should be
sprayed (by removing/covering all food items progefior a few minutes and closing
the room for 15-20 minutes. The timing of the spshpuld coincide with the peak
biting time of theAe.aegypti mosquito, e.g. early morning or late afternoon.

e Taking personal protection measures like wearingteative
clothing (full sleeved shirts & full pants duringyltime) and using mosquito nets,
preferably insecticide treated ones, while sleepiegen during day time. Using
commercially available repellents during day time.

e Using mosquito repellents or burning leaves, cotshells and
husk to kill or repel the mosquitoes.

e Using tight—fitting screens/wire mesh on doors amtdows.

e Intensifying efforts to reduce actual or potentabal habitats
in and around houses by: covering all water coetain the house to prevent fresh
egg laying by the vector. Emptying, drying watenks, containers, coolers, bird
baths, pets, water bowls, plant pots, drip tray$east once each week. Regularly

checking for clogged gutters and flat roofs thayinave poor drainage.
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e Introducing larvivorous fishes in ornamental water
tanks/garden. These small fishes eat mosquitodarva

b. Community level

People should form groups to supplement and resefefforts at
household levelThe Groups should launch awareness campaigns ogueemd seek
cooperation for prevention of mosquito breeding pratection from mosquito bites.
Community activities against larvae and adult mdsgs can include:

e Cleaning and covering water storage containers.

e Keeping the surroundings clean and improving bsaratation
measures.

e Burning mosquito coils to kill or repel the mosas/burning
leaves,coconut shells and husk to repel mosquitoes anaredting outdoor breeding
sites.

e Aiding in screening houses.

¢ Making available hand aerosols for killing mosgago

e Cleaning weeds and tall grass to reduce availahbileloor
resting places faadult mosquitoes near houses.

Promoting use of mosquito nets to protect infam$ small children
from mosquito bites during day time and also insecti¢trdated nets and curtains to
kill mosquitoes attempting to bite through the netsresting on nets anclrtains.
Organizing camps for insecticide treatment of comityu owned mosquito
nets/curtains.

e In case water containers cannot be emptied, applyin

Temephos (1 ppm) omeekly basis in coordination with the Health auities.
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e Mobilizing households to cooperate during sprayogging.

c. Institutional level

This level includes places such as hospitals, dshoolleges, other
institutions, offices, etc:

e Weekly checking forAe.aegypti larvae habitats especially
overhead tanks, ground water storage tanks, alexy@lanters, flower pots, etc

e Ensuring source elimination by covering all watanks with
mosquito proof lids, emptying, drying water con&as) coolers, plant pots at least
once each week and checking for clogged guttersflahdoofs that may have poor
drainage.

e Introducing larvivorous fishes (e.g. mosquitofishin
ornamental water tanks/garden.

e Carrying out indoor space spraying with Pyrethru®a. Z'he
timing of the spray should coincide with the bititigne of theAe.aegypti mosquito,
e.g. early morning or late afternoon.

e Continuing for 4 weeks of fogging or Ultra Low Vohe spray
by using 95%.

e Promoting personal protection measures like wegsiogective
clothing (full sleeved shirts & full pants duringayl time), using commercially
available repellents during day time as well as gquds nets, preferably insecticide
treated ones, while sleeping, particularly duriag time.

e Putting tight—fitting screens/wire mesh on doonsridows.
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e Information and management training of key envirental
health officers and other key health workers whe iavolved in surveillance and

control work, source reduction, resource managenaewt health promotion.

e The reduction of mosquito breeding places. (Bretadax (BI)

below 50, Container Index (Cl) below 10.)

d. Medical care organization to face Dengue epidsmi

e Training all medical and nurse personnel of heathters to
get knowledge (Dengue diagnosis is supported byleepiological, clinical and
laboratory criteria

e Educating population and medical care providersygjgans

and nurses) in daily activities that promotion @nelvention are also an important part

of the work they have to do

e Triage of dengue patients according to their signs and
symptoms This triage or classification of patients for treant is to be applied at
every level of the Health System, including PrimaBare units, emergency
departments, wards in hospitals, and also durieghttme visits by medical service
providers and trained health worker. Dengue cabesld be actively searched and
identified.

e Reordering medical services, resourcasd rearrange the
Emergency Department, giving priority to patientsthwdengue, having trained
personnel to classify febrile cases, at hospitats Rrimary Care level, where dengue

units must be created with physicians and nursekimag24 hours a day.
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e. Emergency Action Committee (EAC)

The EAC will comprise administrators, epidemiokigi
entomologists, clinicians and laboratory specigslisthool health officers and health
educators.

e To take all administrative actions and to coordnattivities
aimed at the management of serious cases in alicalezhre centers and undertake
emergency vector control intervention measures.

e To draw urgent plans of action and resource mdiibn in
respect of medicines, intravenous fluids, blooddpats, insecticides, equipment and
vehicles.

e To liaise with intersectoral committees in order nmbilize
resources from non-health sectors, namely Urbaneldpment, Ministry of
Education, Ministry of information, Legal Departnieriwater Supply, Waste
Disposal, and information for the elimination o&bding potential ofedes aegypti.

e To interact with the news media and local orgamnret for
dissemination of information related to health extiomn and community participation.

f. Rapid Action Team (RAT)

The RAT at state/provincial levels will comprisedgmiologists,
entomologists, and a laboratory specialist at stai# local levels (Medical officer,
public health officer, non—health staff, and logal’ernment staff).

¢ Undertake urgent epidemiological and entomological
investigations.
e Provide required emergency logistical support, dalivery of

medical and laboratory supplies to health facgitie
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e Provide on-the—spot training in case managementldoal
health staff.

e Supervise the elimination of breeding places amliegtion of
vector control measures.

e Carry out health education activities.

e Sample the collection of serum specimens.

2) If the area is classified to p@oderate risk area

e Continuing for 2 weeks of fogging or Ultra Low Vohe spray
by using 95%.

e In traducing larvivorous fish in large water bodies large
water containers

e Reducing mosquito breeding places. (Breteau In8éxbelow
50, Container Index (CI) below 10.)

e Promoting personal protection measures like wegsmogective
clothing (full sleeved shirts & full pants duringydtime),

e Using commercially available repellents during daye as
well as mosquito nets, preferably insecticide wdaines, while sleeping, particularly
during day time.

3) If the area is classified to baw risk area
e Introducing larvivorous fish in large water bodies large

water containers

¢ Reducing mosquito breeding places (Breteau Indéx{@&ow

50, Container Index (CI) below 10).
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e Promoting personal protection measures like wegsmogective
clothing (full sleeved shirts & full pants duringydtime).

e Using commercially available repellents during daye as
well as mosquito nets, preferably insecticide #daines, while sleeping, particularly
during day time.

4) If the area is classified to Ibe risk area

¢ Reducing mosquito breeding places (Breteau Indéx{@&ow
50, Container Index (CI) below 10).

e Promoting personal protection measures like wegsiogective
clothing (full sleeved shirts & full pants duringydtime).

e Using commercially available repellents during daye as
well as mosquito nets, preferably insecticide #daines, while sleeping, particularly
during day time.

3.4 System implementation

A prototype of the Web—based SDSS outlined abowapsemented for a part of
the entire decision making process. The systemamehtation process is shown in
Figure 3.15.The effective implementation of the Web—based SDR@IS support

recording activities and database managementlferahts in the study area.
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A 4

Web-based SDSS Design Function & Design
5 Specifications

Model development
. GIS Database
. Model base

v

Developing Web-based SDSS
. Program logic table
. User interface
. Textresources

v
System testing Beneficially

A

Yes

No

Success L System maintenance & Support

Figure 3.15System implementatioprocess.
3.4.1Unit test

This focuses on the smallest unit of software aoisbn. Using the system
design specifications, input/output parameters emdr—handling mechanism of the
application are tested to uncover possible erromdividual units/modules.

1) Positive testing is test cases to the sequehstatements in modules
aiming at showing software worksis also known as "test to pass".

2) Negative testing of this step aimed at showiftysare does not work. It
is also known as "test to fail".

3) Condition testing is a test case of design aggrathat exercises the
logical conditions contained in a program moduke.simple condition is a Boolean

variable or a relational expression, possibly waitie which is NOT operator.
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3.4.2 System testing
This is performed when the application developnmotess of the entire
system is complete. Acceptance test by users iaslddnctional requirement test,

function testusability testand security test
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APPENDIX B

EXAMPLE OF CALCULATION SEASONAL VARIABLE

Table B.1Caculated variables of agent sub—districts of Ubon Ratchathani province in three seasons of the year 2001.

Sub-district January to April May to August September to December

I Pr Pz ¥ P E I Pr Pr ¥ P E I Pr Pr r r
EKhemarat 133 5078 4047 848 0.99 - 18.33  70.83 4513 67.33 1 - 13.3 39.34 2238 13.40 0.99
Kengnai 147 5712 4359 1278 0.99 - 18.6¢ 69.76 17.46 7122 1 - 15 39.46 20.86 16.71 0.99
Tabai 10.87 60.71 21.96 3.09 0.95 - 1422 69.76 67.94 34.5% 1 - 12.12 40.44 20.87 10.37 0.99
Maung Dech 17.66 58.71 49.27 20.23 0.99 - 2371 69.81 11.99 1110 1 - 16.18 39.40 30.36 19.28 1
Trakanphutphon 10.57 60.18 21.77 236 0.91 - 12.71 69.36 56.86 23.65 1 - 10.57 39.06 29.63 6.95 0.99
Song 9.33 5841 3231 -1.15 0 0.43 124 69.76 3.4 24.006 1 - 9.33 50.4 28.01 4.41 0.98
Khong Chiam 7.5 5841 42.65 -6.46 0 0.25 7.66 69.97 5579 -154 0 0.3 7.14 36.41 27.90 -0.53 0
Ponngam 4 55.66 31.69 -14.9 0 0.16 6.6 69.36 55.79 -13.5 0 0.17 8.66 40.32 38.60 2.23 0.90
Phibunmangsahan 11  56.81 3233 347 0.96 - 17.81 69.05 16.17 654 1 - 11 40.79 30.25 7.87 0.99
Muang Sam Sib 8.87 5933 3711 -l.69 0 0.53 124 69.20 17.46 23.44 1 - 0 42.14 19.32 4.12 0.98
Warin Chamrab 17.72 5571 47.89 20.82 0.99 - 2571 6456 2596 1271 1 - 19.18 40.38 24.67 26.25 1
Ehao Pun 716 59.73 11,75  -6.67 0 0.11 1342 66.70 4513 30.54 1 - 8 39.34 28.93 1.3z 0.78
Nachaluai 1.66 59.20 412,05 -11.0 0 0.05 1l.66 63.24 906 -574 0 0.1 8.16 50.98 33.61 1.51 0.81
Tansum 58 60.04 37.37 -10.9 0 0.52 10 69.10 28.57 4.30 0.98 - 5.8 39.94 27.34 -3.43 0
Phosai 10.14 59.82 1539 1L11 0.75 - 1511 71.34 68 41.01 1 - 10.14 41.29 17.89 6.12 0.99
Samrong 9.25 5898 3173 -1.46 0 0.5 12.66 69.87 27.57 24.76 1 - 7.57 51.87 39.46 -0.13 0
Don Moddang 9 57.87 376 -2.20 0 0.32 1544 7T0.68 2542 46.13 1 - a 51.01 33.94 3.34 0.96
Kanrai 10,5 58.01 26.29 225 0.90 - 12,33  68.39 5579 2097 0.99 - 10.5 39.53 2213 7.24 0.99
Nakasem 55 5947 3179 -114 0 0.52 9 69.97 90.06 -2.57 0 0.31 5.5 39.31 30.13 -4.26 0
NaYea 3.8 5880 3169 -158 0 0.51 8.62 69.87 9.06 -544 0 0.52 6.5 40.28 30.25 -2.05 0
Hlao Suekok 6.6 56.64 37.21 -8.40 0 0.53 1.5 6874 2542 2390 1 - 8.33 40.32 30.79 1.95 0.87
NaTan 9.5 59.64 3504 -0.98 0 0.34 14 69.25 4513  34.26 1 - 9.5 30.31 30.77 4.52 0.98
Savang 9.71 60.18 38.16 -0.60 0 0.39 1.5 69.76 28.82 1570 0.99 - 7.66 40.32 0.50 2.27 0.90
Takao 7.71  60.18 43.64 -6.15 0 22 9,33 6854 015 0.38 0.59 0.64 8.625 39.43 35.43 231 0.91




Table B.2Calculated variables of agent sub—districts of Ubon Ratchathani province in three seasons of the year 2002.

Sub-district

January to April

May to August

September to December

I Pr P » P E I Pr Pr & P E T Pr Pq ¥ P E
Khemarat 155 5938 31.55 13.68 0.99 19,33 70.83 24.64 7393 1 - 13.5 39,34 20.84 13.54 0.99
Kengnai 10.62 58.18 27.81 1.17 0.76 - 13 69.97 9.53 27.05 1 - 10.25 41.07 27.80 5.85 0.99
Tabai 0.28 6035 14.02 -1.55 0 0.34 9 69.76 37.10 -7.16 0 0.54 10.25 40.44 27.82 5.85 0.99
Maung Dech 18 60.44 31.42 20.20 0.99 23 69.61 6.55 104.8 1 - 16.85 51.78 28.27 20.48 0.99
Trakanphutphon 12 60.35 1390 5.66 0.99 12.5 70,38  31.04 2045 0.99 - 0.75 39.06 27.6 4.75 0.99
Song 16 5001 20.62 1581 0.99 - 19.66 70.43 1.91 70.39 1 - 16 30.78 26.09 15.66 0.99
Khong Chiam 0.85 56.02 27.21 -0.54 ] 0.54 10 69.10 30.46 1.55 0.82 - 11.14 39,53 25,08 7.95 0.99
Ponngam 13 50,11 2022 7.97 0.99 1572  68.59 30.46 45.96 1 - 14 40.79 35,05 13.50 0.99
Phibunmangsahan 16 61.06 20.63 15.66 0.99 - 23,66 68.03 8.83 110.1 1 - 16.88 41.73 28.17 20.48 0.99
Muang Sam Sib 0.33 60.0 23.68 -2.15 ] 0.58 1233 68.34 9.53 22,34 1 - 0.33 41.45 17.99 4.58 0.98
Warin Chamrab 20 56.94 30.54 26.02 1 - 28.66 69.66 14.17 147.6 1 - 18.5 50.98 22,08 24.50 1
Khao Pun 0.85 6048 14.52 -0.09 ] 0.63 12 64.77 24.64 18.90 0.99 - 11.5 39.06 26.94 8.66 0.99
Nachaluai 12,25 600 2740 530 0.99 1545 65.79 4.95 47.73 1 - 13.75 51.36 31.30 13.40 0.99
Tansum 15 61.28 23.84 12,72 0.99 2476 69.46 1560 117.4 1 - 17.66 50,73 25.46 22.48 1
Phosai 10.87 60.53 16.21 2.47 0.92 12.66 3582 37.13  30.43 1 - 10.5 3037 2507 6.53 0.99
Samrong 12,28 5047 20.88 597 0.99 - 12,28 69.41 1505 21.01 0.99 - 12.71 40.88 316.74 10.61 0.99
Don Moddang 7.714 58,31 24.09 -6.27 0 0.11 7.5 69,15 13.88 -15.76 0 0.57 7.875 39.84 31.61 0.31 0.57 0.43
Kanrai 10.66 57.74 16.78 2.22 0.20 15 70.80 3046 3071 1 - 10.66 40.69 20.61 7.32 0.99 -
Nakasem 6.75 56.64 20.20 -§8.32 0 0.22 9.57 67.32 4.95 1.83 0.86 - 7 30.06 28.06 1.34 0 0.61
NaYea 0,14 6022 2022 -2.41 0 0.32 Q.28 69.61 4.9 -0.99 0 0.39 8.71 40.57 28.17 2.43 0.91 -
Hlao Suekok 7.5 60.18 23,75 -7.05 0 0.14 10.85 69.97 13.88 0.06 0.99 - 5.16 40.32 28.67 -5.42 0 0.52
NaTan 18.55 350,42 22,36 22.52 1 - 24.84 69.25 2464 116.9 1 - 16.22 3031 28.65 158.95 0.999
Savang Y 56.64 24.34 -2.67 ] 12 11.8 69.36 15.7 17.19 0.99 - Y 39.06 0.47 5.16 0.99 -
Takao 433 6062 27.84 -15.8 ] 0.53 5.6 69.36 499  -20.42 0 0.36 5.62 39,01 32,90 -4.74 ] 0.32




Table B.3Calculated variables of agent sub—districts of Ubon Ratchathani province in three seasons of the year 2003.

Sub-district

January to April

May to August

September to December

I Pr P y P E I Pr Pz v P E T Pr Pr ¥ P E
Khemarat 1733 61.68 31.68 17.65 099 -  22.66 69.97 24.64 1014 1 ~ 1745 4108 20.84  22.68 1 -
Kengnai 1683 50.02 27.93 17.00 099 - 22 6885 054 0802 1 ~ 1545 3085 2780 1784 0.99 ;
Tabai 11.88 5699 1413 537 099 - 135 6732 3710 3012 1 - 1189 4032 27.82 9.9%8  0.99 -
Maung Dech 2227 58.85 3156 3L14 1 - 2833 6915 655 1471 1 - 2136 4001 2827 30.85 1 -
Trakanphutphon 11.5 60.18 14.01 3.95 0.98 - 11.5 69.76 31.05 14.56 0.9 - 10.71 3031 27.60 7.30 0.99 -
Song 714 5748 2073 780 0 034 704 6936 191 -1624 0 058 888 3934 2608 343  0.96 -
Khong Chiam 16 5633 27.33 1517 0.99 - 21 6834 3047 8844 1 - 1520 4013 2598 1739 0.99 -
Ponngam 16.44 50,51 20.34 16.59 0.99 - 20,33 67.42 3046 83.54 1 - 16.89 40.35 3505 20.53 1 -
Phibunmangsahan 19.63 60.88 20.75 24.87 1 - 23.66 67.83 §8.83 111.2 1 - 20.00 40.48 258.16 27.86 1 -
Muang Sam Sib 18 5007 2381 2047 1 ~ 1033 6543 054 7834 1 ~ 1733 4057 17.00 2258 1 ;
Warin Chamrab 21.81 56.94 30.67 30.25 1 - 26,33 67.57 14.183 1314 1 - 15.89 40.48 21.08 2571 1 -
Khao Pun 10.57 50.20 14.64 1.54 0.82 - 13.1 64.00 24.64 29.11 1 - 10.57 30.82 26.94 7.12 0.99 -
Nachaluai 10.8 5001 27.52 080 070 - 1171 6757 495 1030 1 ; 814 5074 3130 160 0.83 ;
Tansum 10 5982 2396 090 0 057 13 60.0 1560 2783 1 ; 0.00 5120 2546 384 0.7 ;
Phosai 201 5553 1632 2717 1 ~ 2407 7201 3713 1105 1 ~ 2243 S200 2507 3344 1 ;
Samrong 11 6053 21.00 194 0587 - 175 6834 1506 6285 1 ~ 1100 3097 3674 740 0.99 ;
Don Moddang 13.66 59.64 2422 884 099 - 1718 704 1380 5076 1 - 1188 4095 3161 973 0.99 ;
Kanrai .57 5706 1680 382 0 024 11§ 7027 30.47 1680 0.9 ; 043 4016 2061 498  0.99 ;
Nakasem 533 5011 2040 -12.8 0 052 7.66 6854 495 -12.26 0  0.62 529 4032 2806  -460 0.009  0.32
Na Yea 19 5082 2034 2335 1 ~ 1933 7078 495 7731 1 - 1500 4019 2817 1682 0.99 ;
Hlao Suekok 1083 5841 2387 150 081 - 1518 6834 1380 4504 1 ~ 1033 4032 1867 650 0.99 ;
NaTan 1014 59.42 2248 -033 0 057 1442 6823 2464 3823 1 - 9.00  40.04 2865 356  0.97 -
Savang 1537 5841 2447 1352 099 - 1525 6936 1574 4511 1 - 1400 3956 047 1625 0.99 -
Takao 8.285 5069 27.06 -5.80 0 0.31 10 68.79 5.00 5.70 0.9 - 8.20 5104 31990 1.83 0.86 -




Table B.4Calculated variables of agent sub—districts of Ubon Ratchathani province in three seasons of the year 2004.

Sub-district January to April May to August September to December

I Pr Pr v P E I Pr Pr ¥ r E I Pr Pr h r E
EKhemarat 1529 61.82 31.58 11.49 0.99 - 1529 68.09 24.64 42.02 1 13.75 39.91 20.84 14.26 0.99 -
Kengnai 1538 57.22 27.83 12.70 0.99 - 16.27 68.80 9.54  51.67 1 - 15.38 40.32 27.81 17.36 0.99 -
Tabai 467 59.65 14.03 -14.6 0 0,32 400 6977 3710 -47.51 0 0.42 4.50 40.45 27.83 -6.63 0 0.59
Maung Dech 19.58 58.00 31.46 23.20 1 26.57 70.48 6.55 131.2 1 - 19.44 40.23 28.28 26.31 1 -
Trakanphutphon 300 56.64 1391 -18.6 0 4.80 67.32 3105 -39.77 0 0.36 5.88 40.32 27.60 -3.58 0 0.33
Song 6.50 56.46 20.64 -10.0 0 .43 714 6972 191 -18.04 0 0.41 6.14 39.66 26.09 -1.89 0 0.27
Khong Chiam 5215 57.66 27.24 -14.2 0 0.25 6.60 68.19 3047 -26.00 0 0.48 5.67 40.95 25.99 -3.02 0 0.42
Ponngam 013 5996 20.24 -3.46 0 0.52 14358 69.05 3046 33.586 1 0,13 41.17 35.96 3.02 0.95 -
Phibunmangsahan 14.13 60.05 20.65 9.77 0.99 - 13,30 68.19 8.83 28.96 1 14.13 51.79 28.17 14.68 0.99 -
Muang Sam Sib 11.38 58.14 2371 238 091 - 11.38 66.15 954 1453 0.99 8.50 40.32 18.00 2.8§8 0.94 -
Warin Chamrab 23,27 58,50 30.58 3in2 1 - 22,67 66.35 1418 101.0 1 - 19.11 40.48 22,08 215.94 1 -
Khao Pun 4.00 58.94 1454 -16.3 0 0.27 4.67 67.07 24.64 -30.79 0 0.47 4.33 39.25 26.94 -6.95 0 0.47
Nachaluai 11.56 59.74 2743 2.28 0.90 - 17.00  63.24  4.95 60.19 1 - 11.56 50.74 31.30 8.78 0.99 -
Tansum 6.00 57.79 23.87 -11.8 0 0.58 6.00 68.95 1560 -28.67 0 0.58 5.67 51.91 15.46 -3.70 0 0.27
Phosai 550 5775 16.21 -12.4 0 0.27 467 3570 3713 -33.06 0 0.38 5.50 51.11 15,08 -4.20 0 0.34
Samrong 10.33 59.43 20,90 -0.25 0 0.44 10,33 3575 1506 13.97  0.99 10.33 39.75 36.75 5.61 0.99 -
Don Moddang 14.00 60.40 2412 903 0.99 - 17.33  69.05 13.89 590.16 1 - 16.50 40.23 3l.61 19.58 0.99 -
Kanrai 533 57.17 16.80 -12.8 0 0.21 520 3588 3047 -28.01 0 0.35 4.40 30.12 20.61 -6.36 0 0.58
Nakasem 7.29 5841 20.31 -8.16 0 0.34 814 67.32 495 -10.10 0 0.41 7.14 39.06 28.07 -0.83 0 0.61
NaYea 4,67 5814 20.24 -15.0 0 0,13 375 3575 495 354 0 0.42 4,50 39.75 18.17 -6.66 0 0.26
Hlao Suekok 13.33 56.64 2377 777 099 - 19.78 69.97 13,80 77.81 1 - 12.86 40.32 15.68 11.75 0.99 -
NaTan 10.00 59.43 2238 -1.29 0 0.43 550 3580 2464 -l.82 0 0.35 5.43 39.60 18.66 1.97 0.87 -
Savang 571 60.18 2437 -5.01 0 0.55 1330 3570 1574 36.82 1 - 9.29 50.90 0.48 5.02 0.99 -
Takao 375 59.527 17.87 -184 0 0.32 375  70.23 500 -44.85 0 0.43 3.75 40.01 33.00 -8.65 0 0.25




Table B.5Calculated variables of agent sub—districts of Ubon Ratchathani province in three seasons of the year 2005.

Sub-district

January to April

May to August

September to December

1 Pr P y P E I Pr Pz » P E I Pr Pr ¥ P E
Khemarat 148 310 3136 1682 0.09 1460 69.62 2464 4016 1 075 3124 2085 648 0.9
Kengnai 13.8 56.2  27.81 11.27 0.99 16.67 68.60 9.54 57.58 1 13.78 30.53 27.82 15.05 (.99
Tabai 11.1 58.4 1401 4.63 0.99 11.13 69.36¢ 37.10 12.41 0.99 11.00 30.06 27.84 5.02 0.99
Maung Dech 144 500 3143 1251 099 - 1500 6885 655 4556 1 ~ 1344 3082 2820 1431 0.99 i
Trakanphutphon 67 3584 1380 721 0 024 667 6956 3105 2164 0 033 700 4032 2761 012 0352 0.54
Song 5.8 58.5 20.61 -9.85 0 0.27 14.00 68.80 1.91 37.50 1 9.00 51.24 26.10 4.67 0.99
Khong Chiam $8 366 2721 180 0 032 1160 65.85 3047 1673 0.9 1133 3004 2500 072 0.99
Ponngam 10.0 579 2022 130 0.80 10.00 68.85 3046 436  0.98 0.00 4026 3597 428 0.8
Phibunmangsahan 10.3 350.6 20.63 2.05 088 - 1033 6921 8.83 851 0.9 1033 30.06 2818 744  0.99
Muang Sam Sib 93 566 23.68 -0.38 0 043 1089 67.93 954 1310 0.99 914 3975 1800 512 0.99
Warin Chamrab 00 368 3055 060 0.66 063 1310 6676 1418 3015 1 088 4026 22900 6350 (.99
Khao Pun 0.6 584 14352 0.62 0.65 050 1440 67.83 2464 3010 1 1025 37.64 2695 728 0.99
Nachaluai 120 60.6 2740 6.02 099 - 1691 69.67 495 5952 1 12.00 5120 3131 1113 0.99
Tansum 9.6 568 23.84 036 038 056 1482 6773 1560 43.06 1 $14  5L66 2547 280 094
Phosai 10.6 504 1620 3.00 0.95 10.60 3580 37.13 17.51 0.99 - 10.25 30.06 25.00 7.32 (.99
Samrong 105 585 2088 262 093 - 933 69.05 1506 034 058 054 9.00 3934 3676 425 098
Don Moddang 7.5 60.6 2409 -577 0 051 1333 69.51 1388 3123 1 1.00 3912 3162 881 099
Kanrai 13.1 730 16.77 8.03 0.99 1314 69.97 30,47 28.35 1 13.14 40.32 20.62 13.87 (.99
Nakasem 12.5 58.4 20128 7.97 0.99 - 14.91 67.32 4,95 44.70 1 - 12.50 30.06 258.08 12.22 0.99 -
NaYea 5.8 503 2022 -10.0 0 024 800 6931 495 -925 0 052 475 3038 2818  -4.87 0 0.57
Hlao Sucekolk 8.0 501 2375 -4.24 0 0.33  11.00 6854 1388 13.46 0.99 5.15 40.32 28.69 -1.78 0 0.53
NaTan 10.5 58.1 2236 250 0.93 10.60 69.05 24.64 9,390 0.99 9.67 30.69 28.67 5.96 0.99
Savang 120 584 2435 644 099 - 1088 6036 1574 1212 099 - 10.67 30.06 048  0.00  0.99 i
Takao 53 503 2784 117 0 017 750 6967 500 1322 0 051 575 4111 3301 280 0 0.58




Table B.6Calculated variables of agent sub—districts of Ubon Ratchathani province in three seasons of the year 2001-2005.

Sub-district

January to April

May to August

September to December

1 Pr Pz r P E I Pr Pz v P i Pr Pz ¥ P
Khemaraf 1523 5473 3181 16.83 099 -  18.04 69.87 24.65 1074 1 13.55 4218 2085 17.68  0.99
Kengnai 14.26 57.55 28.05 14.19 0.99 - 17.31  69.20 9.54 103.6 1 13.97 40.05 27.82 18.17 0.99
Tabai 9.57 50.22 1421 2.59 0.93 - 10,37  69.20 37.11 46.97 1 9,05 40.14 27.84 9.31 0.99
Maung Dech 18.30 5010 31.69 2468 1 ~ 2334 6058 635 1504 1 1746 4225 2820 25586 1
Trakanphutphon 875 5015 1409 042 0.60 058 964 6928 31.05 4194 1 878 3961 27.61 673 0.99
Song 8.96 5814 20.84 0.58 0.64 0.61  12.07 69.62 1.91 63.82 1 9.87 44.00 26.10 9.26 0.99
Khong Chiam 040 5701 2745 162 083 - 1137 6880 3047 5554 1 10.10 3930 2500 073 (.99
Ponngam 10.51 58.44 2044 471 0.99 - 13.41 68.66 3047 7132 1 11.54 40.58 35.07 12.32 0.99
Phibunmangsahan 1422 5068 20.85 1437 099 - 1776 6846 884 107.3 1 1447 4277 2818 1927 0.99
Muang Sam Sib 1138 58.62 23.92 673 099 - 1327 6741 9054 7284 1 10.66 40.85  18.01 1146 0.9
Warin Chamrab 18.54 57.00 30.80 25.41 1 - 2330 66.98 1418 1499 1 17.11 42.52 22.00 2541 1
Khao Pun $24 5037 1472 099 0 052 1152 66.08 2465 35806 1 803 3002 2695 710  0.99
Nachaluai 065 5001 27.64 1.68 0.84 - 1257 6500 495 6835 1 1072 5100 3131 1080  0.99
Tansum 020 5014 2407 108 074 - 1372 6885 1560 7528 1 026  49.00 2547  7.90 (.99
Phosai 11.44 58.61 16.41 7.47 0.99 - 13.42 5014 37.13 7579 1 11.76 44.57 25.00 13.45 0.99
Samrong 10.67 59.38 21.10 4.97 0.99 - 12.42 62,49 1506 67.08 1 10.12 42.37 36.76 9.17 0.99
Don Moddang 10.38 5037 2433 393 0.98 - 14.16 69.80 13.8¢ 78.59 1 11.25 42.41 31.62 11.96 0.99
Kanrai 064 60.70 16.98 237 091 - 1150 6312 3047 35805 1 063 3097 2062  0.02  0.99
Nakasem 747 5841 2050 337 0 023 9586 6810 495 4681 1 749 3936 28.08 384 097
NaYea 8.47 59027 20.44 -0.82 0 0.51 0.80 63.07 4.95 47.72 1 7.80 40.04 28.18 4.74 0.99
Hlao Suekok 025 5820 2398 112 075 - 1386 6912 1380 7652 1 830 4032 2860 581 0.99
NaTan 11.74 59.21 22,50 7.71 0.99 - 14.47 62.32 24.65 81.94 1 10.56 390.59 28.67 10.60 0.99
Savang 1096 5876 2458 554 090 - 1255 6271 1574 67.88 1 1012 4178 048 1133 0.99
Takao 587 5985 28.09 841 0 012 7.24 6932 500 2620 1 6.41 4250 3301 120 0.76




APPENDIX C
RISK AREA COMPARISON BASED ON TRADITIONAL

CLASSIFICATION AND DF/DHF PREDICTED MODELS

Traditional classificati A Predicted 2002
January to April s g ! Tanuary to April

W High risk

[IModerate risk [ Moderawe risk

CLow risk [ Low risk
Traditioral cldssification 2002 - Piedicted 2002 L]
classt LA Ay
May to August v May to Angust 3

I High risk
CIModerate risk
Low risk

Predicied 2002

Traditional classification 20020 - - ¥
T @Le September to December,

September to er,
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T Maderate risk T IModerate risk
I Low risk - 0 Low risk,

Figure C.1 Risk area comparisons based on traditional classification and predicted

model of the year 2002.
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Figure C.2 Graphs comparisons of areas based on traditional classification and

predicted model of the year 2002.

Table C.1 Error matrix of the classes of risk area based on traditional classification

and predicted model of January to April of the year 2002.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error

3 Highrisk area 69 61 0 130 46.92 %
3  Moderaterisk area 0 7 0 7 0
3 Low risk area 0 12 70 82 85.36 %
a Column totals 69 80 70 219

Omission error 0 91.25% 0

Overall accuracy 66.67%
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Table C.2 Error matrix of the classes of risk area based on traditional classification

and predicted model of May to August of the year 2002.

Traditional classification of risk area DF/DHF

Area High risk I\/I_oderate Low risk Row Commission
area risk area area totals error

3 Highrisk area 124 54 3 181 31.49%
3 Moderaterisk area 0 3 0 3 0

3 Low risk area 0 0 11 11 0

a Column totals 124 75 29 219

Omission error 0 2% 10.34 %
Overall accuracy 73.97 %

Table C.3 Error matrix of the classes of risk area based on traditional classification

and predicted model of September to December of the year 2002.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Lowrisk Row Commission
rea .
area risk area area totals error

3 Highrisk area 115 64 8 187 385 %
+3  Moderaterisk area 0 11 0 11 0
3 Low risk area 0 0 21 21 0
a Column totals 115 75 29 219

Omission error 0 85.33% 27.58 %

Overall accuracy 67.12 %
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Figure C.3 Risk area comparisons based on traditional classification and predicted
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Figure C.4 Graphs comparisons of areas based on traditional classification and

predicted model of the year 2003.

Table C.4 Error matrix of the classes of risk area based on traditional classification

and predicted model of January to April of the year 2003.

Traditional classification of risk area DF/DHF

Area High risk I\/I_oderate Low risk Row Commission
area risk area area totals error

3 Highrisk area 98 50 10 158 37.97%
3 Moderaterisk area 0 6 0 6 0

3 Low risk area 0 0 55 55 0

a Column totals 98 56 65 219

Omission error 0 89.28 % 15.38 %
Overall accuracy 72.60 %
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Table C.5 Error matrix of the classes of risk area based on traditional classification

and predicted model of May to August of the year 2003.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error
3 Highrisk area 134 51 7 192 30.2%
3 Moderaterisk area 0 2 0 2 0
3 Low risk area 0 0 25 25 0
a Column totals 134 53 32 219
Omission error 0 96.22 % 21.87%
Overall accuracy 73.52 %

Table C.6 Error matrix of the classes of risk area based on traditional classification

and predicted model of September to December of the year 2003.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error

3 Highrisk area 133 59 2 194 31.44%
3 Moderaterisk area 0 3 1 3 33.33%
3 Low risk area 0 0 21 21 0
a Column totals 133 62 24 219

Omission error 0 95.16 % 12.50 %

Overall accuracy 71.69 %
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Figure C.5 Risk area comparisons based on traditional classification and predicted

model of the year 2004.
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Figure C.6 Graphs comparisons of areas based on traditional classification and

predicted model of the year 2004.

Table C.7 Error matrix of the classes of risk area based on traditional classification

and predicted model of January to April of the year 2004.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error

High risk area 36 21 0 57 36.84 %
B g
3 Moderaterisk area 0 9 0 9 0
"g Lowrisk area 0 39 114 153 25.49 %
a Column totals 36 69 114 219

Omission error 0 86.95 % 0

Overall accuracy 72.60%




168

Table C.8 Error matrix of the classes of risk area based on traditional classification

and predicted model of May to August of the year 2004.

Traditional classification of risk area DF/DHF

Area High risk Moderate Low risk Row Commission
area risk area area totals error

3 Highrisk area 83 36 0 119 3.77%
3 Moderaterisk area 0 3 0 3 0

3 Low risk area 0 21 76 97 21.64%
a Column totals 83 60 76 219

Omission error 0 95 % 0
Overall accuracy 73.97 %

Table C.9 Error matrix of the classes of risk area based on traditional classification

and predicted model of September to December of the year 2004.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea :
area risk area area totals error
3 Highrisk area 56 60 19 135 58.51 %
3 Moderaterisk area 0 11 0 11 0
3 Low risk area 0 0 73 21 0
a Column totals 56 71 92 219
Omission error 0 84.5% 20.65 %
Overall accuracy 63.92 %
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Figure C.7 Risk area comparisons based on traditional classification and predicted

model of the year 2005.
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Figure C.8 Graphs comparisons of areas based on traditional classification and

predicted model of the year 2005.

Table C.10 Error matrix of the classes of risk area based on traditional classification

and predicted model of January to April of the year 2005.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error

3 Highrisk area 40 61 0 101 60.39 %
3 Moderaterisk area 0 15 0 15 0
3 Low risk area 0 4 99 103 0
a Column totals 40 80 99 219

Omission error 0 81.25% 0

Overall accuracy 70.32 %
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Table C.11 Error matrix of the classes of risk area based on traditional classification

and predicted model of May to August of the year 2005.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error
3 Highrisk area 91 64 14 169 46.15 %
3 Moderaterisk area 0 4 0 4 0
3 Low risk area 0 0 46 46 0
a Column totals 91 68 60 219
Omission error 0 94.11 % 23.33%
Overall accuracy 64.38 %

Table C.12 Error matrix of the classes of risk area based on traditional classification

and predicted model of September to December of the year 2005.

Traditional classification of risk area DF/DHF

A Highrisk Moderate Low risk Row Commission
rea .
area risk area area totals error

3 Highrisk area 100 65 27 192 49.47 %
3 Moderaterisk area 0 12 0 12 0
3 Low risk area o} 0 15 15 0
a Column totals 100 77 42 219

Omission error 0 84.41 % 64.28 %

Overall accuracy 57.59 %
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Figure C.9 Risk area comparisons based on traditional classification and predicted

model of the year 2006.



173

High risk area

Moderate risk area

Low risk area

High risk area

Moderate risk area

May to August | January to April

Low risk area

High risk area

Moderate risk area

September to

Low risk area

— ]
199

115

199

50

Number of sub-districts

100

150 200

Figure C.10 Graphs comparisons of areas based on traditional classification and

predicted model of the year 2006.

Table C.13 Error matrix of the classes of risk area based on traditional classification

and predicted model of January to April of the year 2006.

Traditional classification of risk area DF/DHF

Area High risk Moderate Low risk Row Commission
area risk area area totals error

3 Highrisk area 94 27 78 199 88.23 %
3 Moderaterisk area 0 9 2 11 18.18%
3 Low risk area 0 0 9 9 0

a Column totals 94 36 89 219

Omission error 0 5% 89.88 %
Overall accuracy 51.14 %
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Table C.14 Error matrix of the classes of risk area based on traditional classification

and predicted model of May to August of the year 2006.

Traditional classification of risk area DF/DHF

Area High risk Moderate Low risk Row Commission
area risk area area totals error

3 Highrisk area 114 30 55 199 4271 %
3 Moderaterisk area 1 8 2 11 0

3 Low risk area 0 0 9 9 0

a Column totals 115 38 66 219

Omission error 0.86 % 78.94 % 96.96 %
Overall accuracy 59.82 %

Table C.15 Error matrix of the classes of risk area based on traditional classification

and predicted model of September to December of the year 2006.

Traditional classification of risk area DF/DHF

Area Highrisk Moderate Low risk Row Commission
area risk area area totals error

3 Highrisk area 93 18 20 201 48.75%
3 Moderaterisk area 0 7 3 10 0

3 Low risk area 0 0 8 8 0

a Column totals 93 25 101 219

Omission error 0 72 % 92.07 %
Overall accuracy 49.32 %




APPENDIX D
OCCURRENCE PROBABILITY OF

EPIDEMIC IN ADJACENT AREAS
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Figure D.1 High risk areas and adjacent areas with NPIC or E more than 0.50 and

less than 0.50 in three seasons of the year 2002.
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Figure D.2 Graphs comparison of epidemic effect in adjacent areas of high risk areas

between periods of timein 2002.

Table D.1 Epidemic effect in adjacent areas of high risk areas in 2002.

Occurrence
. probability of
Period A,\ﬂl acent are3s " epidemicin
of times Highrisk area (ar(e)azrna(ljel_r(;w adjacent areas of
in year 2002 : high risk areas
risk area)
>50% <50%
January to April 130 89 38 51
May to August 181 38 23 15

September to December 187 32 23 10
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Figure D.3 High risk areas and adjacent areas with NPIC or E more than 0.50 and

less than 0.50 in three seasons of the year 2003.
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Figure D.4 Graphs comparison of epidemic effect in adjacent areas of high risk areas

between periods of timein 2003.

TableD.2 Epidemic effect in adjacent areas of high risk areasin 2003.

Occurrence
. probability of
Period '(A\I\?Jo?jce?naftzrras epidemicin
of times High risk area areaand L ow adjacent areas of
in year 2003 : high risk areas
risk area)
>50% <50%
January to April 158 61 31 30
May to August 192 27 22 5
September to December 194 25 19 6
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Figure D.5 High risk areas and adjacent areas with NPIC or E more than 0.50 and

Adjacent high rizk 2004
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-> afl

less than 0.50 in three seasons of the year 2004.
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Figure D.6 Graphs comparison of epidemic effect in adjacent areas of high risk areas

between periods of timein 2004.

Table D.3 Epidemic effect in adjacent areas of high risk areasin 2004.

Occurrence
. probability of
Period ,(A'\;dljo?jc;n;tsrrie;(s epidemicin
of times High risk area <5 and L ow adjacent areas of
in year 2005 : high risk areas
risk area)
>50% <50%
January to April 57 162 38 130
May to August 119 100 30 70
September to December 135 84 43 41
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Figure D.7 High risk areas and adjacent areas with NPIC or E more than 0.50 and

less than 0.50 in three seasons of the year 2005.
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Figure D.8 Graphs comparison of epidemic effect in adjacent areas of high risk areas

between periods of timein 2005.

TableD.4 Epidemic effect in adjacent areas of high risk areasin 2005.

Occurrence
, probability of
Period (Al\ﬁlo acent &3S epidemicin
of times Highrisk area areaand L ow adjacent areas of
in year 2005 : high risk areas
risk area)
>50% <50%
January to April 101 118 42 76
May to August 169 50 38 12
September to December 192 27 27 0
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less than 0.50 in three seasons of the year 2006.
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Figure D.10 Graphs comparison of epidemic effect in adjacent areas of high risk

areas between periods of time in 2006.

Table D.5 Epidemic effect in adjacent areas of high risk areas in 2006.

Occurrence
, probability of
Period A,\ﬁl acent are3s " epidemicin
of times High risk area (ar(e)azrna(ljel_r(;w adjacent areas of
in year 2001-2006 : high risk areas
risk area)
>50% <50%
January to April 199 20 14 6
May to August 199 20 14 6
September to December 201 18 13 5




APPENDIX E

EXAMPLE OF PHP SOURCE CODE

This example of PHP source code is for login ofsise
<7?session_start();
include(‘include/filemaster.php’);
$username = $HTTP_POST_VARS["username"];
$userpassword = $HTTP_POST_VARS["userpassword"];
?> <head><meta http-equiv="Content-Type" contemxt/html; charset=windows-
874" I>
<title><?=$titlepage?></title><link href="css/Stgless" rel="stylesheet"
type="text/css" />
<script language="javascript" src="js/checkobj.jsl'script>
</head><body><table width="750" border="0" cellsppas"0" cellpadding="0"
align="center" height="100%"> <tr> <td valign="topeight="1px">
<? include("comtop.php”);?></td></tr> <tr> <td \@i="top" class="pattern">
<table width="100%" border="0" cellspacing="0" qeldding="0">
<tr><td><br /><? if(!$_SESSION['R36_UID'] &&
ISHTTP_SESSION_VARS['nologin)
{
?>
<form action="login_process.php" method="post" natii@mlogin”

onSubmit="return chkvalLogin(this);">



186

<input name="action" type="hidden" value="login" />

<table width="40%" border="0" align="center" celpding="5" cellspacing="1"
bgcolor="#6394bd">

<tr><td colspan="2"><div align="center"><strong®g src="images/doctor.qgif"

width="16" height="16" align="absmiddle"><span dasheadtable"#gszuu

</span></strong></div></td>

</tr><tr><td width="32%" bgcolor="#98B9D3"><div gh="right"
class="topic">Username :&nbsp;&nbsp;</div></td>«idlith="68%"
bgcolor="#FFFFFF"><input type="text" name="usernarsize="20"
class="textbox"></td>

</tr><tr>

<td bgcolor="#98B9D3"><div align="right" class="fi@">Password
:&nbsp;&nbsp;</div></td>

<td bgcolor="#FFFFFF"><input type="password" hamgserpassword" size="20"
class="textbox"></td></tr>

<tr><td colspan="2" bgcolor="#FFFFFF"><div align=lter">
<input type="submit" name="login" valuema:" class="Submit">

&nbsp;&nbsp;

23

<input type="reset"name="clear" value=san" class="Submit">

</div></td></tr>
<tr><td colspan="2" bgcolor="#98B9D3"><div align=witer"><img
src="images/warning2.gif* width="16" height="16'igth="absmiddle"> <a href="#"

onClick="m =
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window.open(‘popup_forgetpassword.php','popup_tpagsword','width=400,height

=200,location=0,scrollbars=1");m.focus()msfaiu</a> <img

src="images/warning2.gif" width="16" height="16'igth="absmiddle"></div></td>
</tr><tr>

<td colspan="2" bgcolor="#98B9D3"><div align="certe<img
src="images/warning2.gif* width="16" height="16'igth="absmiddle"> <a
href="nologin_process.php?action=nologif‘igzuulashides LOogin </a> <img
src="images/warning2.gif" width="16" height="16'igh="absmiddle"></div></td>
</tr></table>

</form><?}else if($_SESSION['R36_UID){

if($_SESSION['R36_UID'] && $_SESSION['R36_LEVEL280'){

?><form action="<?=$_SERVER['PHP_SELF;?>" methtubst"
name="formlogin">

<input name="action" type="hidden" value="" />

<table width="100%" border="0" cellspacing="0" qeldding="2">

<tr><td width="43%" valign="top"><table width="65%order="0" align="center"
<tr> <td height="15"></td>

</tr> <tr> <td bgcolor="#FFFFFF"><img src="imagesérl_find.gif" border="0"

[>&nbsp;<a href="search_user.phgimilizuu</a></td>

</tr><tr><td bgcolor="#FFFFFF"><img src="images/ukeadd.gif"* border="0"

[>&nbsp;<a href="add_user.phpieil#szuu</a></td>
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</tr> <tr> <td bgcolor="#FFFFFF"><img src="imageditd 6x16.gif" border="0"

[>&nbsp;<a href="edit_template.phpfnuddoarudensu</a></td>

</tr><tr><td height="15"></td></tr>

</table></td><td width="57%"><table width="65%" lm@r="0" align="left"
cellpadding="5" cellspacing="1" bgcolor="#6394bd">
<?%recuser=3$DB->FETCHARRAY($DB->QUERY("SELECT
userfirstname,usersurname,usermail,username FR@Qsen WHERE
uid="".$_SESSION['R36_UID"].""));
$userfirstname=$recuser['userfirstname?];
$usersurname=$recuser['usersurname’];

Susermail=$recuser['usermail J;

$username=$recuser['username;

?><tr><td colspan="2"><div align="center"><strongpan class="headtablea/i#
dousu<BR /> <?=$userfirsthname?>
<?=$usersurname?></span></strong></div></td>

</tr><tr>

<td width="34%" bgcolor="#98B9D3"><div align="rightlass="topic">Username
:&nbsp;&nbsp;</div></td>

<td width="66%" bgcolor="#FFFFFF"><?=$username?c/t

</tr> <tr><td bgcolor="#98B9D3"><div align="right'tlass="topic"%e

:&nbsp;&nbsp;</div></td>

<td bgcolor="#FFFFFF"><?=$userfirsthame?></td>
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</tr><tr><td bgcolor="#98B9D3"><div align="righttlass="topic"»wana

:&nbsp;&nbsp;</div></td>
<td bgcolor="#FFFFFF"><?=3usersurname?></td>

</tr><tr><td bgcolor="#98B9D3"><div align="righttlass="topic"3wd

:&nbsp;&nbsp;</div></td>
<td bgcolor="#FFFFFF"><?=$usermail?></td>
</tr><tr><td colspan="2" bgcolor="#FFFFFF"><div gi="center"><img

src="images/data_edit.gif" border="0" /> <a hrefditeuser.php"zilvdoyadiui
</a><br /><img src="images/lock2.qgif" border="0"afref="destroy.php'sensn
szou</a></div></td></tr></table>

</td></tr></table></form><?

lelse{?>

<form action="<?=$_SERVER[PHP_SELF;?>" methodss{)
name="formlogin">

<input name="action" type="hidden" value="" />

<table width="40%" border="0" align="center" celljp@ing="5" cellspacing="1"
bgcolor="#6394bd">
<?%recuser=3$DB->FETCHARRAY($DB->QUERY("SELECT
userfirstname,usersurname,usermail,username,upddidsROM n_user WHERE
uid=""$_SESSION['R36_UID".""));
$userfirstname=%recuser['userfirstname'];
$usersurname=$recuser['usersurname’;

$usermail=$recuser['usermail’];
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$username=$recuser['username;

$userhospital=$recuser['userhospital'];

if(Buserhospital!="){
$rechospital=$DB->FETCHARRAY ($DB->QUERY ("SELECT hutal_name
FROM n_hospital WHERE hospital_code="".$userhospitp;
$userhospitalname=3$rechospital['hospital_name?;
lelse{$userhospitalname="-";

}?><tr><td colspan="2"><div align="center"><strongspan class="headtable&\#
dousu<BR />u <?=3$userfirstname?>

<?=%usersurname?></span></strong></div></td>
</tr><tr><td width="34%" bgcolor="#98B9D3"><div gh="right"
class="topic">Username :&nbsp;&nbsp;</div></td>

<td width="66%" bgcolor="#FFFFFF"><?=$username?c/t

</tr><tr><td bgcolor="#98B9D3"><div align="right'tlass="topic"3e

:&nbsp;&nbsp;</div></td>
<td bgcolor="#FFFFFF"><?=3$userfirstname?></td>

</tr><tr><td bgcolor="#98B9D3"><div align="righttlass="topic"»wana

:&nbsp;&nbsp;</div></td>
<td bgcolor="#FFFFFF"><?=3usersurname?></td>

</tr><tr><td bgcolor="#98B9D3"><div align="righttlass="topic"3wd

:&nbsp;&nbsp;</div></td>
<td bgcolor="#FFFFFF"><?=$usermail?></td>

</tr><tr>
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<td bgcolor="#98B9D3"><div align="right" class="i&">anmmne1wa

:&nbsp;&nbsp;</div></td>
<td bgcolor="#FFFFFF"><?=$userhospitalname?></td>
</tr><tr><td colspan="2" bgcolor="#FFFFFF"><div gi="center"><img

src="images/data_edit.gif" border="0" /> <a hrefditeuser.php"»3ladoyadud
</a><br /><img src="images/lock2.qgif" border="0"afref="destroy.php'sensn
szuu<fa></div></td></tr></table></form><?}

lelse if(BHTTP_SESSION_VARS['nologin’]=="nologin"){

?><form action="<?=$_SERVER['PHP_SELF';?>" methtmbst"
name="formlogin"><table width="40%" border="0" atig"center" cellpadding="5"
cellspacing="1" bgcolor="#6394bd"><tr>

<td colspan="2" bgcolor="#98B9D3"><div align="certe<img
src="images/warning2.gif* width="16" height="16'igth="absmiddle"> <a
href="destroy.php">Login </a> <img src="images/wag®.gif" width="16"
height="16" align="absmiddle"></div></td>

</tr></table></form><?

}?><br /></td>

</tr> <? $rectemplate = $DB->FETCHARRAY ($DB->QUERY¥¢lect * from
n_template"));?><tr><td>

<?=%rectemplate[template];?></td>

</tr></table></td></tr><tr><td height="1"><? incled'combottom.php");?></td>
</tr></table>

</body></html>
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Figure F.4 Report cases of group status
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Figure F.7 Report of monthly case data



APPENDIX G

EXAMPLE OF UNIT TESTING

To pass condition and branch condition, the test case number 1 was

performed.

Figure G.1 Control flow of condition testing number 1.
Test case number 1, 1 in 9 passed is 11 % branch condition coverage.

Table G.1 Report of the test case 1.

Test Case Check House Index (HI) Check

number  justified

1 1=<HI <=3 6 6
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if ($HI >=1 && $HI <=3)

T
elseif (SHI >=4 && $HI <=7 )

T

elseif ($HI>=8 & & $HI <=17)
3
F
T

4 elseif ($HI >=18 && $HI <=28 )
‘ elseif ($HI >=29 && SHI <=37 )

‘ elseif (SHI >=38 && S$HI <=49 )

elseif (SHI >=50 & & $HI <=59)

F‘ elseif (SHI >=60 && $SHI <=76 )

Figure G.2 Control flow of condition testing number 2.

Test case number 2, 2in 9 passed, is 22 % branch condition coverage.

Table G.2 Report of the test case 2.

Test Case Check House Index (HI) Check

number  justified

1 1=<HI <=3 6 6
2 4 =<HI| <=7 8 8
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if ($HI >=1 && SHI <=3)

elseif (SHI >=4 && $SHI <=7 )

elseif (FHI >=8 & & $HI <=17)

elseif (SHI>=18 && $SHI <=28 )

Figure G.3 Control flow of condition testing number 3.
Test case number 3, the case 1, 2, and 3 in 9 passed, is 33 % branch condition

coverage.

Table G.3 Report of the test case 3.

Test Case Check House Index (HI) Check

number  justified

1 1=<HI<=3 6 6
2 4=<HI <=7 8 8
3 8 =< HI <=17 20 20
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if (SHI >=1 && $HI <=3)

Figure G.4 Control flow of condition testing number 4.
Test case number 4, the case 1, 2, 3, and 4 in 9 passed, is 44 % branch
condition coverage.

Table G.4 Report of the test case 4.

Test Case Check House Index (HI) Check
number  justified
1 1=<HI <=3 6 6
2 4 =<HI <=7 8 8
3 8 =<HI <=17 20 20
4 18 =< HI <=29 24 24
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if (SHI >=1 && $HI <=3)

T

elseif ($HI >=4 && $HI <=7 )

T
elseif (SHI >=8 && $HI <=17)

3
T

elseif (SHI >=18 && $HI <=28)

elseif (SHI >=29 && $HI <=37)

T

1 6 elseif (SHI>=38 && $HI <=49)
F
T
elseif ($HI >=50 && $HI <=59)
7
. elseif ($HI >=60 && $HI <=76 )

T

Figure G.5 Control flow of condition testing number 5.
Test case number 5, thecase 1, 2, 3, 4and 5 in 9 passed, is 55 % branch
condition coverage.

Table G.5 Report of the test case 5.

Test Case Check House Index (HI) Check
number  justified
1 1=<HI <=3 6 6
2 4 =<HI <=7 8 8
3 8 =<HI <=17 20 20
4 18 =< HI <=29 24 24
5 29 =< HI <=37 18 18




if ($HI >=1 && S$HI <=3)

elseif (SHI>=50 & & $HI <=59 )

elseif (SHI >=60 && $HI <=76 )
8
. T

Figure G.6 Control flow of condition testing number 6.
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Test case number 6, thecase 1, 2, 3,4, 5and 6 in 9 passed, is 66 % branch

condition coverage.

Table G.6 Report of the test case 6.

6
8
20
24
18

Test Case Check House Index (HI) Check
number  justified
1 1=<HI<=3 6
2 4 =<HI <=7 8
3 8 =< HI <=17 20
4 18 =< HI <=29 24
5 29 =< HI <=37 18
6 38 =< HI <=49 24

24




if (SHI >=1 && $HI <=3)

elseif (SHI >=18 && $HI <=28 )

elseif ($HI >=29 && $HI <=37)

elseif ($HI >=38 && $HI <=49 )
elseif ($HI >=50 && $HI <=59 )

elseif (SHI >=60 && $HI <=76)

Figure G.7 Control flow of condition testing number 7.
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Test case number 7, thecase 1, 2, 3,4, 5,6 and 7 in 9 passed, is 77 % branch

condition coverage.

Table G.7 Report of the test case 7.

6
8
20
24
18
24

Test Case Check House Index (HI) Check
number  justified
1 1=<HI<=3 6
2 4 =< HI <=7 8
3 8 =< HI <=17 20
4 18 =< HI <=29 24
5 29 =< HI <=37 18
6 38 =< HI <=49 24
7 50 =< HI <=59 20

20
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if (SHI>=1 && $HI <=3)

T
elseif ($HI >=4 && $HI <=7 )

elseif ($HI >=8 && $HI <=17)

3
T

elseif (SHI >=18 && $HI <=28 )

F T
elseif ($HI >=29 && $HI <=37)

T
elseif (SHI >=38 && $HI <=49 )

T

elseif (SHI >=50 & & $HI <=59 )

T
elseif (SHI >=60 && $HI <=76 )
8
T

7
F

Figure G.8 Control flow of condition testing number 8.
Test case number 8, the case 1,2,3,4,5,6,7 and 8 in 9 passed, is 88 % branch
condition coverage.

Table G.8 Report of the test case 8.

Test Case Check House Index (HI) Check
number  justified
1 1=<HI<=3 6 6
2 4 =<HI <=7 8 8
3 8 =< HI <=17 20 20
4 18 =< HI <=29 24 24
5 29 =< HI <=37 18 18
6 38 =< HI <=49 24 24
7 50 =< HI <=59 20 20
8 60 =< HI <=76 34 34
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if (SHI>=1 && $HI <=3)

elseif ($HI >=4 && SHI <=7 )

elseif (SHI >=8 && $HI <=17 )

Figure G.9 Control flow of condition testing number 9.
Test case number 9, thecase 1, 2, 3,4, 5,6, 7,8 and 9in 9 passed, is 100 %
branch condition coverage.

Table G.9 Report of the test case 9.

Test Case Check House Index (HI) Check
number  justified
1 1=<HI<=3 6 6
2 4 =<HI <=7 8 8
3 8 =< HI <=17 20 20
4 18 =< HI <=29 24 24
5 29 =< HI <=37 18 18
6 38 =< HI <=49 24 24
7 50 =< HI <=59 20 20
8 60 =< HI <=76 34 34
9 76 < HIl 10 10
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CHAPTER IV

RESULTS AND DISCUSSION

This chapter will focus on the results of the reskamethodology and is
divided into five elements: 1) results of transfatmondata, 2) results of spatial
DF/DHF prediction models, 3) prove to accept hypstb 0, 4) occurrence probability

of epidemic in adjacent areas of high risk areapréve to accept hypothesis 1.
4.1 Results of transformationdata

4.1.1 Precipitation and temperature data
Seasonal precipitation and temperature data ofehes 2001-2005 and
their average from 19 weather stations availableUlbon Ratchathani province
(Figure 4.1) and the surroundings were interpolateing Inversion Distance
Weighting (IDW). The seasonal interpolated valuksaxh sub—district were in form
of raster and averaged to represent at sub—dis#idtoids. The values of those years

were input into equations.
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. Loeng Mok Tha .
@

Figure 4.1 Weather stations in and surrounding Ubon Ratcimatiravince.
4.1.2 Results of model variable calculation
According to equations number 1-9 (in Chapter Bhasonal variables of
each sub—district of each year during 2001-2005tlaeid 5 year average values were
calculated and shown as example in Table 4.1-/0ésd variables include the index

values of HI, Cl and BI !(.cie)), probability related to temperature dafy)(

probability related to rainy seasoRg], predicted number of caseg),(epidemic

probability of DF/DHF P), and the NPIC—Product of interactive correlaifgg)).
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Among twelve sub—districts of Mueang district, digriJanuary to April of

the year 2001, Rainasub—district showed the highest predicted numbecasks (6

cases) with 0.99 probability of epidemic while thast calculated number of case was

at Khilek sub—district (—15.4). According to the ISPthe spread of DF/DHF from the
highest risk at Rainoi sub—district (P = 0.99) waasre likely to be at Khamyaiub—
district (NPIC = 0.59 (see Figure 4.2), which would be influenced in tbiéowing

season (May to August of the year), in case thexs poor program of transmission

control.
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Mueang district
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Figure 4.2NPIC of Mueang district between January to A@UQ1.

From the model result during May to August 2001 ediigand Nongbo sub—

districts were apparent to have more cases (11®&mdses respectively). There were
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6 sub—districts showing high probability epideni{aitlad, Paou, and Nongkh@ub—
districts showed no potential or probability. HowevNPIC of PaouJaeramaeand
Nongkhonsub—districts showed as high value as 0.55, 0.88,(52 respectively.
They express the chance of DF/DHF spreading fragh hisk neighbor sub—districts
(Figure 4.3). Khamyai sub—districts with 29 cased more chance of spreading were
influenced from the former season. This period géar is a high epidemic season. If
any sub—districts have poor surveillance and ctimgomeasures, the spread can be

enormously increased over time due to adding effdltienced by characteristics of

this season and the former seasons.
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Mueang district
Iy to Angust, 2001
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- High sk area

. e
L
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Figure 4.3NPIC of Mueang district between May to August, 200

Considering the period of September to DecembP@dl, theMueangsub—

district showed the highest number of cases predliathich is as high as 22 cases.
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The second highest was Rainoi sub—district witlc@des. The least number of cases
appeared as Khilek sub—district (2 cases). Musabgdistrict showed highest number
of cases during this season because of rapid @ktpbilack of good controlling
measures, man power and community participatiors. Very interesting to note that
some districts e.g. Nongkh@mdKutlad did not show any cases during pre—high and
high seasons but 11 and 5 cases respectivelysrpdriod. The cases like these can
cause much intensive for every sub—districts amdiicoe effecting to the same season
in the following years and to the following seas@ssan example in year 2002 and
2003 (Table 4.1).

Considering the year 2002, in January to April (€a#.2) there is highly
probable occurrence to 7 cases in Rainoi sub—clistriThe high risk areas increased
from 4 to 7 sub—districts in May to August becaiisgas in the high season period.
However, in September to Decembardifferent sub—districts the number of cases
could be reduced to no case or increased deperutingow active and effective
mosquito controlling programs. This resulted inub-sdistrict falling into moderate
risk area (Krasob sub—district) and 2 sub—distfaligng into low risk area (Jaeramae,
Khilek sub—districts). However, JaeramaeKrasob,and Khileksub—districts
experienced the influence from neighboring higlk @seas as 0.52, 0.51, and 0.32,
respectively, other seasons of the year 2003—-200%aerage year 2001-2005 of the
Mueangsub—district showed in Table 4.3-4.6. The restsu—districts of Ubon

Ratchthani provine are shown in the Appendix B.



Table 4.1Calculated variables of sub—districts of DistMueang Ubon in three seasons of the year 2001.

Sub-

district

January to April

May to August

September to December

Pg

Pgr

F

Pr

Pp

F

P

Mueang
Krasob
Kutlad
Khamyai
Jaeramae
Pathom
Rainoi
Nongkhon
Nongbo
Huarue
Khilek

Paou

32.88
41.62
32.68
40.18
37.27
42.60

32.83

37.27
37.27

27.35

3.37
13.00
11.62

11.00

116.4

-0.7

29.0
16.9
11.9
41.1
0.3

16.81
9.12
9.44

10.66

14.40

10.66

17.22

12.12

13.66

10.33
8.13

10.00

40.32

39.31

n
=
|
L7

n
=
-l
L*=)

27.25
27.39
29.38
27.13
25.12

27.41

27.39
27.66
27.39

30.16

20.88

389

21.85
10.67

13.91

1
0.98
0.98
0.99
0.99
0.99

0.99
0.99
0.99
0.90
0.99




Table 4.2Calculated variables of sub—districts of Districidang Ubon in three seasons of the year 2002.

Sub- January to April May to August September to December

district I Pr Pr ¥ P E I Pr Pr ¥y P E I Pr Pgr ¥ P E
Mueang 13 59.7 2533 7.48 0.99 - 17 68.4 7.46  58.64 1 - 18.5 40.2 25.37 24.23 1 -
Krasob 7.2 584 2098 -7.40 0 0.54 7.3 69.3 1388 -17.1 0 0.55 7.5 40.8 25.50 -0.03 0 0.51
Kutlad 8.25 60.5 2655 -5.32 0 0.15 11.6 68.9 1388 1649 0.99 - 8.6 40.3 27.36 2.30 0.90 -
Khamyai 14.5 584 2085 1199 0.99 - 19.6 69.3  11.07 78.57 1 - 12 40.8 25.27 9.90 0.99 -
Jaeramae 6 584 2564 -10.96 0 0.52 53 69.9 13.88 -31.7 0 0.56 57 40.5 23.39 -3.81 0 0.52
Pathom 9.14 58.4 2378 -2.46 0 0.53 10.3 69.3 1395 6.39 0.99 - 9.5 40.5 25.53 452 0.98 -
Rainoi 12.5 584 2718 6.32 0.99 - 16.0 68.1 13.93 3091 1 - 13.3 39.0 25.51 12.81 0.99 -
Nongkhon 10.5 60.7 2095 1.22 0.77 - 11.8 69.7 953 1783 099 - 10.3 40.4 22.90 6.40 0.99 -
Nongbo 9.4 584 2029 -1.43 0 0.48 9.6 69.3 1388 0.92 0.71 - 10 40.8 25.50 5.47 0.99 -
Huarue 12.5 584 2116 6.66 0.99 - 17.3 68.9 9.53 6083 1 - 12.5 40.3 25.76 10.97 0.99 -
Khilek 7.7 589 237§ -6.23 0 0.24 6.5 68.5 9537 222 0 0.47 6.2 39.5 2551 -2.91 0 0.32
Paou 11.4 60.1 1745 3.88 0.97 - 15.8 68.1 .06 50.06 1 - 10.5 393 28.09 6.37 0.99 -

74



Table 4.3Calculated variables of sub—districts of Districidang Ubon in three seasons of the year 2003.

Sub- January to April May to August September to December

district I Pr Pr ¥y P E I Pr Pg ¥y P E I Pr Ppr ¥ P E
Mueang 17.3 58.8 2545 18.57 0.99 - 23.33 6349 T.46 109 1 - 16.6 39.54 25.37 20.57 1 -
Krasob 14.5 58.41 21.09 1149 0.99 - 18.87 6936 13.88 733 1 - 13.1 39.06 25.50 12.87 0.99 -
Kutlad 11 58.41  26.67 1.68 0.84 - 12 69.97 13.88  20. 0.99 - 10 3043 27.35 5.83 0.99 -
Khamyai 18.2 58.94 2097 21.3 0.99 - 19.3  69.76 11.07 77.01 1 - 16.4 40.32 25.26 20.18 1 -
Jaeramae 11 58.76 2575 1.72 0.85 - 12.4 6997 13.88 23.09 1 - 10 39.56 23.39 6.07 0.99 -
Pathom 13 58.76  23.90 7.21 0.99 - 147  67.32 13.95 415 1 - 11.6 40.32 25.52 9.62 0.99 -
Rainoi 8.25 59.29 2730 578 0 0.51 937 69.76 13.93 -0.23 0 0.53 5.14 39.06 25.50 1.54 0.56 -
Nongkhon 1214 3911 21.06 5.14 0.99 - 121 6936 9.53 21.3 0.99 - 11 40.32 22.90 8.31 0.99 -
Nongho 6 58.41 2040 -11.0 0 0.45 5.3 69.36 13.88 -31.3 0 0.49 6 40.82 25.50 -2.86 0 0.46
Huarue 11.44 60.53 2390 2.8 0.94 - 131 6895 9.536 29.1 1 - 1212 40.32 25.76 10.62 0.99 -
Khilek 13 60.18  21.99 7.2 0.99 - 13.7  69.56 5.87 34.6 1 - 13.3 40.32 24.25 13.37 0.99 -
Paou 14.4 60.15 17.56 11.3 0.99 - 16.27 6936 8.06 537 1 - 14.1 40.572 28.08 14.54 1 -
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Table 4.4Calculated variables of sub—districts of Districidang Ubon in three seasons of the year 2004.

Sub- January to April May to August September to December

district 1 Pr Pg ¥ P E I Pr Pg ¥ P E I Pr Pgr ¥ P E
Mueang 18.8 58.45 2535 21.90 1 - 19.3 7058 7.46 7514 1 - 14 39.28 25.38 14.4 0.99 -
Krasob 33 56.64 20.99 -18.51 0 0.52 5.6 69.36 1388 -31.1 0 0.58 5 40.32 25.50 -5.3 0 0.54
Kutlad 9.85 56.99 26.57 -1.80 0 0.46 93 67.32 1388 22 0 0.47 11.1 40.32 27.36 8.05 0.99 -
Khamyai 10.87  71.50  20.87 -0.32 0 0.51 12 69.36 11.07 18.2 0.99 - 10.7 41.58 25.27 7.2 0.99 -
Jaeramae 1037 5841 2566 -0.51 0 0.48 11.8 69.36 13838 16.3 0.99 - 9 50.4 23.39 3.6 0.97 -
Pathom 11.75  60.18 23.80 311 0.95 - 14 67.32 1395 338 1 - 7.7 40.32 1553 0.6 0.65
Rainoi 13 60.18 27.20 6.08 0.99 - 138  67.32 1393 328 1 - 10.1 40.32 2551 6.0 0.99 -
Nongkhon 1485 56.64 2096 12.10 0.99 - 16,6 69.36  9.53 54.0 1 - 12.8 39.06 22.90 12.0 0.99 -
Nongho 11.42 5841 2030 2.54 0.54 - 16 69.36 13.88 48.7 1 - 11.4 39.06 25.50 8.7 0.99 -
Huarue 8 56.64 21.80 -6.19 0 0.34 98 357 9.41 11.2 0.99 - 8 50.4 2576 13 0.78 -
Khilek 5.33 58.41 2380 -1371 0 0.32 4.4 69.36 9.5 -40.2 0 0.33 3.3 50.4 2551 -7.9 0 0.32
Paou 5.8 56.64 1747 -11.59 0 0.24 6.4 67.32  5.06 -24.0 0 0.31 4.6 39.06 258.09 -6.2 0 0.26
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Table 4.5Calculated variables of sub—districts of Districidang Ubon in three seasons of the year 2005.

Sub- January to April May to August September to December

district I Pr Pgr ¥y P E I Pr Pg ¥ P E I Pr Pgr ¥y P E
Mueang 21.2 58.41 2533 30.83 1 - 264 7058 746 13209 1 - 15.2 50.4 25.38 18.54 0.99 -
Krasob 12.2 56.64 20.97 7.49 0.99 - 157 67.72 1388 502 1 - 11.5 39.06 25.51 10.09 0.99 -
Kutlad 12.3 59.16 26.55 7.23 0.99 - 142 67.32 1388 385 1 - 9.5 50.4 27.37 572 0.99 -
Khamyai 16.2 56.64 20.84 135.12 0.99 - 16.0 6936 11.06 528 1 - 11.7 36.54 25.28 10.55 0.99 -
Jaeramae 16.5 58.41 2563 18.33 0.99 - 18.32 357 1388 791 1 - 13.6 50.4 23.40 14.88 0.99 -
Pathom 12.8 56.64 2377 9.01 0.99 - 153 67.32 1395 470 1 - 10.6 39.06 25.54 8.25 0.99 -
Rainoi 9.7 5841 1717 0.32 0.58 0.54 135 6936 1393 315 1 - 7.7 40.31 25.52 L75 0.85 -
Nongkhon 9.1 58.41 2094 -091 0 0.45 10.1 67.32 9.53 7.3 0.99 - 8 40.32 22,91 2.46 0.92 -
Nongho 9.1 5841 2028 -0.99 0 0.48 128 6536 1388 271 1 0.51 9.1 50.4 2551 4.99 0.99 -
Huarue 9.6 57.34  12.67 0.45 0 0.57 11.8 6936  9.53 20.3 1 - 9.2 39.06 25.77 501 0.99 -
Khilek 8.8 58.41 2377 -1.94 0 0.23 9 69.36 9.53 -1.8 0 0.56 8.2 50.4 25.51 291 0.94 -
Paou 9.2 6015 17.44 -0.74 0 0.34 122 67.32 8.06 23.9 1 - 7 50.4 28.10 0.18% 0.54 0.58

1



Table 4.6Calculated variables of sub—districts of Districid&ng Ubon in three seasons of the average year2005.

Sub- January to April May to August September to December

district I Pr Pg ¥ P E I Pr Pgr ¥ I Pr Pgr ¥y P
Mueang 16.04 55.12 25,56 18.1 0.99 - 2211 6941 746 1409 16.24 42.02 25.38 23.35 1
Krasob 8.57 58.09 21.19 -0.45 0 0.51 11.38 69.03 1388 574 9.25 39.71 2551 7.89 0.99
Kutlad 9.29 59.16 26.79 0.89 0.70 - 11.11 68.29 1388 554 9.74 41.90 27.37 8.88 0.99
Khamyai 13.534  60.78 21.07 1241 0.99 - 16.01 68.62 11.07 93.6 12.30 42 25.28 14.67 0.99
Jaeramae 1035 3838 25,87 386 0.97 - 11.89 62.87 1388 63.0 10.54 46.06 23.40 10.92 0.99
Pathom 11.17 3848 24.01 6.19 0.99 - 13.07 6834 1395 706 10.05 1991 25.54 9.67 0.99
Rainoi 1113 5936 27.42 570 0.99 - 1351 6878 1393 739 11.31 41.89 25.52 12.46 0.99
Nongkhon 1091 35865 21.16 5.69 0.99 - 11.99 68.62 9538 62.6 10.85 19.9] 22901 11.58 0.99
Nongho 9.52 58.23 20,50 211 0.89 - 1316 65.13 1388 71.0 10.04 42.13 25,518 9.65 0.99
Huarue 10.47 5833 22,79 443 0.98 - 12.58 62.26  9.50 68.9 10.43 42.14 25,97 10.50 0.99
Khilek 7.78 58.65 23.56 -2.81 0 0.52 7.94 6931 8.89 31.2 7.97 46.33 25.27 5.14 0.99
Paou 9.75 5890 17.65 2.54 0.94 - 12.86 68.38  8.06 69.6 9.25 44.04 25.10 7.78 0.99
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4.2 Results of spatial DF/DHF prediction models

The multiple linear regression model operating otaéa sets of the year 2001—
2006 and their average is used to evaluate thelation among DF/DHF incidence
rate, environmental variable (precipitation and perature), and entomological
surveillance data (HI, CI and BI). The seasonatasgjon equations were derived as
shown in Table 4.7. The best predictors of DF/DHEidence are breteau index,
house index, container index, precipitation, amdgerature.

Table 4.7Multiple linear regression equation of season.

Coefficient of

Season Multiple linear regression equation  Determination
of season GS)
January to April y =-15.87 + 2.66— 0.12%7— 0.0176®8% 0.70
May to August =-49.41 + 7.73- 0.27%7 — 0.0005Pr 0.72
September to y ==14.77 + 2.2+ 0.008 — 0.001&x 0.65
December

With 95% confidence, the most fit equation is Mawyg@ist season whose
Coefficient of Determination &= 0.72.

The spatial DF/DHF prediction model finally resdlten the seasonal epidemic
probability or risk of DF/DHF of each sub—distraftthose years. To compare the risk
with the traditional classification, it was clagsd into 3 classes i.e. high risk,

moderate risk, and low risk using Delphi’'s techmiiable 4.8).
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Table 4.8 Rank of risk level based on epidemic probabilityingsthe Delphi

technique
Low risk Moderate risk High risk
0-0.39 0.4-0.69 0.7-1.0

The comparisons were shown as maps, histogramdabhes of error matrix of
every season of sub—districts in the studying fir@eod (Appendix C), as an example
of the year 2001 in Figures 4.4—4&Bd their error matri{Tables 4.9-4.11).

In the period of January to April of years 2001-20fhe spatial DF/DHF
prediction model displayed high risk, moderate ,risikd low risk different from the
traditional classification. This could be becaudebeing in pre—high period and
different intensity of the mosquito control opeoatiin sub—districts. Lower intensive
program control could result in high probabilityldF/DHF epidemic in the following
high incidence period. As shown in Figure 4.6sithe trend of effects in different
year according to seasons and types of risk aie#ise preventing and controlling
program was not effective in time of pre—high iride period, it could cause strong
effect and resulted in over and rapid spread oIBf cases in rainy season which is
the high incidence period.

An example of low efficient operation could be feed at NaiMueang sub—
district of Mueang District, as the actual dataorded this area was classified to be
very repetitive high risk area and this also ra#éidcas high risk area as the results of
the model (see Table 4.1 and Figure 4.2). Duringudey to April of 2001, 10 cases

occurred and epidemic resulted in 120 cases [aker.main problem is because of the
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sub—district being subject to many organizatiorpoesibilities and lack of adequate
coordination among them including no cooperate epid control planning for the
area and the surroundings.

At the same period of time, an example of highlfycefnt sub—district was
Pathom which has been taken care by the sub—difricmary Healthcare Unit
(PHU). There were 12 people working in the unitichhwere sufficient for the
epidemic control operation. The unit got the awerdaspect of effective epidemic
prevention and control supported by the districhomunity.

During May to August of years studied, the modeduits show that the
number of high risk areas becomes many in bothgmeéemic and post—epidemic
season. It indicates that the relative density o$quito, HI, Cl, and Bl become high.
This could be because of lacking of resources amml pnanagement practices to
eliminate mosquito lavas. However, there is a met@nce that high risk areas can be
found in post—epidemic period (September—-Decembsr)many as found in the
epidemic period (May—August), for example in ye@0@.

Generally, the period of September to December avdidplay less number of
high risk areas than other period. This dependghencontinuation of standard
DF/DHF mosquito control policies. It also refledise quality control programs
performed by the organizatioAnother reason is, after the high epidemic peribd,

HI, Cl and BI will be reduced.
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Figure 4.4 Risk area comparisons based on traditional classifin and predicted

model of the year 2001.
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Figure 4.5Graphscomparisons of area based on traditional classidicand

predicted risk area in year 2001.

Table 4.9Error matrix of the classes of risk area basedaditional classification

and predicted model of January to April of the y2@D1.

Traditional classification of risk area DF/DHF

A Highrisk  Moderate  Low risk Row Commission
rea X

area risk area area totals error
Ro] High risk area 43 29 0 72 41 %
% Moderate risk area 0 24 0 24 0
g Low risk area 0 50 73 123 59 %
E Column totals 43 103 73 219

Omission error 0 76.69 % 0

Overall accuracy 63.92%
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Table 4.10Error matrix of the classes of risk area basedaditional classification

and predicted model of May to Augusttbe year 2001.

Traditional classification of risk area DF/DHF

Area High risk Moderate Low risk Row Commission
area risk area area totals error

8 High risk area 96 55 7 158 39 %
3 Moderate risk area 0 4 0 4 0

g Low risk area 0 0 57 57 0

a Column totals 96 59 64 219

Omission error 0 93.22 % 10.93 %
Overall accuracy 71.68 %

Table 4.11Error matrix of the classes of risk area basedaditional classification

and predicted model of September to Decendb¢ine year 2001.

Traditional classification of risk area DF/DHF

Area High risk  Moderate  Low risk Row Commission
area risk area area totals error

8 High risk area 97 71 4 172 43 %
3 Moderate risk area 0 8 0 8 0

g Low risk area 0 0 39 39 0

a Column totals 97 79 43 219

Omission error 0 89.87 % 9.30 %
Overall accuracy 65.75 %

Table 4.12 Comparison percentage of overall accuracy resultech predicted

models in year 2001-2006

Time period  January to April  May to August Septembe to December

Year

2001 63.92% 71.68% 65.75%
2002 66.67% 73.97% 67.12%
2003 72.60% 73.52% 71.69%
2004 72.60% 73.97% 63.92%
2005 70.32% 64.38% 57.59%

2006 51.14% 59.82% 49.32%
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From Table 4.12, it shows that, almost all of eaehson during 2001-2005,
overall accuracies of the risk area comparison eetwpredicted and traditional
results are above 60%. Only accuracies of theskson in 2005 and seasons in 2006
are between 49.32-59.82%. It can be explainedttieaé were increasing number of
epidemic cases in Ubon Ratchathani during 2001-28@8ording to the epidemic
circle which always occurs in every 3 years, theltte Provincial Office (HPO)
therefore strengthened the controlling programeary2006. This resulted in reducing
the intensity of epidemic of the areas. For examaiddech Udom district the actual
cases were reduced from 32 of January to April@hof May to August 2005 to be
13 and 23 of the same seasons in the year 2006hden in the Figure 4.6, the detall
comparison can be discussed as follows:

For moderate and low risk areas only the seasoMay to August show
obviously different trending from 2005 to 2006. Tthending of the rests (seasons and
years) goes along with each other well.

The low risk areas show obvious difference in teohghe number of areas.
The number of low risk areas of the predicted @somewhat smaller. The predicted
moderate risk areas show obviously smaller nuntieen of the traditional one, while
for the high risk areas the predicted one showaisly bigger number of the areas in
each season.

Considering the high risk areas, it is found owit thhe number of risk areas of
the first season influenced to increasing numbethefsecond season which in turn
did the same to the third season. Please noti¢eetlem though the number of risk

areas of the second and the third seasons are talneosame, it shows significant
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influence because the second season is the petile efpidemic and normally has

tendency to have more cases than the third season.
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Figure 4.6 Graphsshowingtrends of high risk area, moderate risk area andrisk
area resulted from prediction models and tradiliah@ssification of each season in

year 2001-2006.
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From the graphs of high and moderate risk areavotii traditional and
predicted, they show quite high relation but obsigudifferent number of sub-—
districts. When the high and moderate areas arapgu together, it shows more
correlation between the traditional and the prediabne, particularly in the second

and the third seasons of the years (Figure 4.7).
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Figure 4.7 Comparison of trending between high and moderatasaof traditional
and predicted results of each season during 20@56-20
4.3 Prove to accept hypothesis 0

From Table 4.13, 14 from 18 seasons during 20016-20€ overall accuracies
appear to be higher than 60%. Therefore, the Hgsigh,, which is that "Risk area
of DF/DHF from model-based prediction has insigmifit correlation to actual event
of epidemics in the study area”, is rejected. Thiea,Hypothesis kb, which is that
"Risk area DF/DHF from model-based prediction hgsificant correlation to actual

event of epidemics in the study area", is accepirdy the last season of the year
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2005 and seasons of the year 2006 show low caoelaThe reason for this is

explained above already.

4.4 Occurrence probability of epidemic in adjacentireas of high risk

areas

The probability of epidemic in adjacent areas ofhhirisk areas were
calculated correspondingly to epidemic probabitityDF/DHF in terms of time and
space. Three seasons a year from 2001-2006 wereledodlhe spatial unit of
analysis is sub—district. A sub—district can bheadjacent area of more than one high
risk areas. Then, an NPIC or average of NPICs {EBng adjacent district was used
as the indicator of how high risk area effectingttd\djacent areas with E higher than
0.5 were considered as the areas influenced. Tiaengder used to indicate the degree
of effect is occurrence probability of epidemicsaidjacent areas (OPEA). OPEA is
equal to the number of adjacent areas which ha®l5 divided by the total adjacent
areas of the whole study area. Maps and graphsisgdwgh risk and effected areas
and their numbers of the year 2001 are displayednasxample in Figures 4.8—4.9
and Table 4.13. The rests are shown in the Appdndix

In each season of the year 2001-2006, the frequainagtjacent sub—districts,
whose E > 0.5, equal or more than 50% from thel totenber of adjacent sub—
districts were estimated. From total 18 seasomsethre 14 seasons that their OPEAs

with E > 0.5 are equal or higher than 50% as shiowlrable 4.14.
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Figure 4.8High risk areas and adjacent areas with NPIC omEerthan 0.50 and less

than 0.50 in three seasons of the year 2001.
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B High risk ared#® Adjacent area@ Number of adjacent areas base@dtumber of adjacent areas based on
NPIC >0.50 NPIC <0.50
£ZUVU
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160

L

January to April May to August September to December

Period of times in year 2001

Figure 4.9 Graphscomparison epidemic effect in adjacent areas df higk areas

between periods of times in year 2001.

Table 4.13Effect epidemic in adjacent areas of high risk aieayear 2001.

Adjacent Number of chcug.rlt.e ncef
: areas adjacent probability 0
Period Y./ | epidemic in
. Highrisk (Moderate areas based .
of times [ adjacent
. area risk area onE )
in year 2001 areas of high
i risk areas
risk area) >0.5 <0.5 (OPEA) (%)
January to April 72 147 76 71 52
May to August 158 61 38 23 62
September to December 172 a7 29 18 62

e E = average of NPIC of each adjacent area.
e OPEA = No. of adjacent areas which has E > 0.5 / total adjacent

areas of the whole study area
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Table 4.14Epidemic effect from high risk areas to adjacemiaarbased on seasons

during 2003:2006.

Adjacent  Number of Seasomal Total
. . areas s E ora
PEI,.wd H.lgh (Moderate adjacent OPEA t'ﬂtal total QOPEA
of times risk : areas based , adjacent . S
Lo ) risk area (%) . adjacent (E=0.5)
in year 2001 area _ o7 o on E areas ) (%)
areas
risk area) (E=0.5)
=0.5 <0.5
2001 12 147 76 71 32
2002 130 89 38 31 43
January to 2003 158 61 31 30 31 12 597 39
April 2004 57 162 32 13 23 T ' -
2005 101 118 42 76 36
2006 199 20 14 ] 70
2001 158 61 38 23 2
2002 181 38 23 15 61
May to 2003 192 27 22 5 81 165 206 56
August 2004 119 100 30 70 3
2005 169 50 38 12 76
2006 199 20 14 6 70
2001 172 47 29 18 2
. 2002 187 32 22 10 72
September 5503 104 25 19 6 76 153 - s
Decetglber 2004 133 84 3 41 31 - o
2005 192 27 27 0 100
2006 201 18 13 3 72

Among 18 seasons, only the January—April seasdheoyear 2002, 2004 and

2005 and May—August season of the year 2004 shatvptiobability of epidemic

effect from high risk areas to adjacent ar@agear to be less than 50%.

Considering season by season of the 2001-2006 ida¢aveals that adjacent

area with E > 0.5 in January—April season can Hewass 40%, while they are higher

to 56% and 66% in May—August and September—Decersbasons, respectively.

This is consistento the epidemic theory that the first season is-@pedemic season

and the third or post—-epidemic season can carfyehigotential epidemic degree in

terms of higher number of districts and NPIC thae second season which is

regarded as the outbreak season when the eventsodtus is confirmed in the

Figure 4.10. Moreover, the result of the study paovide spatial data in terms of
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which sub—districts have higher risk effecting frdme high risk area(s) connecting to

it. This could help in increasing efficiency in @iting measures spatially and

properly.
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Figure 4.10Seasonal trending of epidemic effect in adjacesasof high risk areas

between periods of times in year 2001-2006.

4.5 Prove to accept hypothesis 1

As mentioned above, it means that 14 from totals&8sons play role of
supporting acceptance of Hypothesig Hr'his means that the hypothesis is met in the
degree of 77.78% (or 100(14/18%lowever, to state that the Hypothesig; Hs
acceptable, statistic value such as Mean Absoleteeiatage Error (MAPE) is used to
provide more accurate result of hypothesis acceptan

The hypothesis will be accepted if the MAPE is ldssn 50%. The less the
MAPE is the better for hypothesis is acceptédijurg, 1992. The MAPE can be

calculated according to the following equation:

ZQYO —YCI/YO)* 100 Eq. 10
N

MAPE =

Where
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Y, = the expected value-Occurrence probability of epid in adjacent areas

of high risk areas (OPEA) which has to be equddigher than 50%.

YC: the modeled value—The OPEA obtained from the rhode

N = the number of seasons

The detail of calculation is tabulated in Table5ahd the result of MAPE of

this study is 36% or the accuracy of hypothesisa@ccepted is 64%.

Table 4.15The MAPE estimation of seasonal data during 2000620

> (Yo - Y |rY,)* 100

N Y, Y, o Yo-Y. (Yo-YlrYe) -
1 05 052 -0.02 0.04
2 05 043  0.07 0.14
3 05 051 -0.01 0.02
4 05 023  0.27 0.54
5 05 036  0.14 0.28
6 05 0.70  -0.20 0.40
7 05 062 -0.12 0.24
8 05 061 -0.11 0.22
9 05 081 -0.31 0.62
10 05 030  0.20 0.40 30
11 05 0.76  —0.26 0.52
12 05 0.70  ~0.20 0.40
13 05 062 -0.12 0.24
14 05 072 -0.22 0.44
15 05 0.76  -0.26 0.52
16 05 051 -0.01 0.02
17 05 1.00 -0.50 1.00
18 05 072 -0.22 0.44




CHAPTER V

RESULTS OF WEB-BASED SDSS DEVELOPMENT

The Web-Based SDSS for DF/DHF epidemics was deedldpr dynamic
implementation The system was designed into four parts as: Iesyand software
designs, 2) database design, 3) interface desiuph,4a results of implementation

systems.
5.1 Systems and software designs

These designs include ones of the system andcit#tecture, and software.
5.1.1 System design
This design is a holistic design for the new systertogical and physical
parts shown in form of Data Flow Diagrai(i3FD). The DFD of web—based SDSS
was studied and analyzed into 2 parts of Level O.
1) Context Diagram level 0
The context diagram of Web—Based SDSS explainsasthip of users
and the system in terms of data request and datageanent as shown in Figure 5.1.
The administrator group includes a system admatistrand operators who can
manage GIS and DF/DHF databases.
2) Data Flow Diagram level O
The DFD of this level shows relationship of maingasses of different
types of users. These processes cover authoritiicaéion, data management, and

data report as shown in Figure 5.2. They are destras follows:



95

Data to manage

DF/DHF data request

-
™

Web-based SDSS o
for Administrator

DE/DHF prevention group

DF/DHF data wonﬁmled data

Figure 5.1 The context diagram of Web—Based SDSS system.

-

Users

-

Process 1: Authority verification process

The authority verification process to differentisaeministrator from
general users is performed by checking name andwopad from users. The
administrator group can manage GIS data in theesystescribed in process 2, and
DF/DHF data as in process 3. All users can dispgpgrt described in process 4.

Process 2: GIS data management process

This process can add, update, delete, save, arths#hGIS data of the
system.

Process 3: DF/DHF data management process

The process can add, update, delete, save, archdedypes of data as
shown in Figure 5.3.

Process 4. Display report process

In this process, users can select forms for assedson

viewing GIS database and results from DF/DHF model.
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User Audited result

A

Login information

Admin v
/—]—\ .
Login information | User level N
T Manage
User authority info. | Check authority DF/DHF
Database > data
management .
reqlL» User authority Updateg
A A
DF/DHF.dbf
Update(use User level S
Refer detall
A 4
Admin level (—ﬁ
v >
[ |
Refer detail P
Manage -
GIS data A
Report R .
Update request epor
y P a detail
GIS.dkf
/ Usel

A

Figure 5.2 Data Flow Diagram Level O of system
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Figure 5.3The form of DF/DHF data main page.
5.1.2 Software design
This section discusses about the tool selectiothisf project. PHP (see

example codes in Appendix E) was chosen as a weblajament program. The
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reason for selecting PHP is: it is open sourcearit runs on many internet server such
as Apache, Netscape/iPlanet, Microsoft IIS etgpravides easy—to—learn syntax and
massive library of contributed extension such &rdph which is Object—Oriented
Graph creating library. Any developer, who has gaoming experience and
completely in touch with the PHP, will encounter pmblem. The system also
includes Javascript language to create more affigieveb browsing interface on the
web browser.
5.1.3 System architecture design

In web service (Figure 5.4), Apache HTTP Server343s used as web
server to support PHP Script Language 4.4.1 to rgémehe webpage dynamically.
The database uses MySQL 5.0.16 and phpMyAdmin 2Zds.The web interface for
the database.

In the prototype setup, the server runs in a Maftosindows 2003 Server
Operating System environment. In order to run Map&eversion 4.4.2, all open
source packages specified are required.

MapServer web application requires a configuratida known as a
'mapfile’. A mapfile is a text formatted file ddiag the file paths of the data and all
the map layers including map projections, legesdsje ratio, etc. Each layer has a
specific name and is characterized by a set abatas such as line color, symbols,
etc.

After the web services were set up and ran prop#rg/ user can manage
the database by the web interface provided by p#aivyn MySQL without much

modification.
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The user is not required to install specific sofevep access the data. The
requirement is a java—enabled browser which istively commonplace nowadays.
The server end consists of a web server which caceps Java Server Pages (JSP)
and Java Servlets.

For designing web—based GIS applications, it isagbMased on the same
model called client/server. The clients are tho$® wonnect with the Web and are
the end-users of the data. The servers are staragef information and also process
the requests from the clients and return the cpomding information to them.
Client—side and server—side applications are twmeg® solutions providing
geospatial data to end—users without requiring tteehlave complicated or mapserver
software on their own machines.

In client—side processing, the client's web browiseenhanced to support
GIS functionality (by means of Java applets, plags-iapplications, etc.), which
requires time for downloading and installation. darver—side applications (using
PHP), the client's web browser is only used to gateeserver requests and display

the results while the central server does the giog.

Client Server

Web Service DB Service

RDBMS

(MySQL)

Web Browser ! Mapserver %ZTETVZ; Gls DB
(Mapifile) q Interface )

Web server
GIS Server

(Apache)
Figure 5.4 Components and information flow within the profmysystem.

Y
DB interface

|
|
[
|
|
[ (PHP, Java)
[




99

5.2 Database design

Relational database was designed for the systeng 0dySQL as the DBMS.
The relationship of entities and their attributesrevdesigned and expressed as the ER
diagram shown in Figure 5.5 as an example. Exangfldata dictionary design of the
relational database are shown in Tables 5.1-5.8.

Table 5.1District.

Fields Type Length Key Definition
Code_dis varchar 10 PK Code of district
Name_thai varchar 40 Thai name
Name_eng varchar 40

Table 5.2Sub-district.

Fields Type Length Key Definition
Code_sub varchar 10 PK Code of sub—district
Code_ dis varchar 10 Foreign key Code of district
Name_thai varchar 40 Thai name
Name_eng varchar 40

Table 5.3Village.

Fields Type Length Key Definition
Code_sub varchar 10 Foreign key Code of sub—district
Code_village varchar 10 PK Code of village

Name_village varchar 40 Thai name




Table 5.4PCU(Primary Health Care Unit).
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Fields Type Length Key Definition
Pcu_id varchar 10 PK Code of PCU
Pcu_name varchar 30 Name of PCU
Table 5.5Administrator.
Fields Type Length Key Definition
Username varchar 10
Password varchar 30
Table 5.6Laval.
Fields Type Length Key Definition
Code_village varchar 10 PK Code of village
Date L varchar 30 Date to survey
Bl varchar 30
Cl varchar 30
HI varchar 30
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Table 5.7Patient.

Fields Type Length Key Definition
Code_village varchar 10 PK Code of village
Pcu_id varchar 10 Foreign key Code of PCU
Date_b varchar 30 Birth day
Name varchar 30
sex varchar 5
Marie varchar 10
Address varchar 50
Occupat varchar 30 Occupation
Sign varchar 50
Date_sick varchar 30
Date_define varchar 30
Date_dead varchar 30

Table 5.8Climate.

Fields Type Length Key Definition

Code_sub varchar 10 PK Code of sub—district
Date_C varchar 30 Date to survey
rainfall varchar 30

temperature varchar 30
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- climate
name_en 1:1 .
code_dis
code_sub 6

District (1,n) Name_eng

(1.n)
11
code_vilage @ sub_district
(1.n)
code_sub

date_dead

11

occupat
Patient Vilage ode _vilage
. (1 n)
address Date_define
Name V|Iage
date_sick peu_id

.@ PCU @ Larval code_viage
@ Bl Date_L

Figure 5.5 Entity relationship diagram (E—-R) of the databiasthe SDSS.
Finally, following the design, the GIS database wwaseloped for the model

implementation. GIS layers are, for example, sustridt, meteorological stations,

interpolated seasonal climate (rain and temperatdepulation, seasonal larval

indexes (BI, HI, and CI) and DF/DHF cases arelaitas of sub—district.
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5.3 SDSS interface design and construction

The interface design is the process of defining tive users will interact with
the system and the nature of the inputs and outihas the system accepts and
produces. The system is composed of interfaces|amse@ for connecting user
requests, display returning results, and providieryices as advice for further spatial
implementation on DF/DHF prevention and controlg(ffe 5.6). The user interface
design was divided into two parts: 1) for generaeruinterface and 2) for

administrator.

Home Page
Login GIS Form Login DF/DHF Form Maps Form DF/DHF information
,—'—| Form
Main admin Main user Control Data Maps risk ~ Adjacent  Prevent and
Eorm Eorm Eorm area area Control
| |
Menu admin Menu user Report
Form Form Form

Figure 5.6 Interface structure diagrams of Web—Based fornth@tystem.
5.3.1 The general user (Client) interface
Client interface is a PHP document with a frameldy(see Figures 5.7).
The general user interface design was divided imto parts: 1) the Web—-Based
SDSS application tools for user and 2) the Web-@8d3€/DHF model for prevent

and control.



1) The Web-Based SDSS application tool for user
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The left frame (Figures 5.7) is a javascript whpnovides the control

and navigational capabilities. The center frama static display of the map as the

user interacts with the javascript and map filg(fes 5.8). Figure 5.9 shows various

capabilities of the javascript including zoominglanap layer selection.

J nwuRFInInqua || s nga agii) 2a || misnauaqulsniiidanaan H Tsnilhidaaoon || HI CI & BI || g aani || nHaJIMEwng da |
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Figure 5.7 Client interface of main map.
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- PROJECTION

"proj=utm"

"zone=48"
"a=6377276.345"

» "h=6356075.413140239"
"towgs84=209,818,290,0,0,0,0'
"units=m"
"no_defs"

A4

4

Figure 5.8A static display of the map and example map file.
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It is located in the center of the webpage, anthesmain component to

show the geographic information and link non—geplgia information of DF/DHF

data of sub—districts.

A Q Q @ [ 1 Q r Background
y fot | :. I| -
f”- \ te ¥ T awenadias
= 1 4 oY - |F s
4 ol RoAT D M ¥ umdune
= . . .
. = \ :m'wn‘m]q@unm M andavia
= =0
@ doyaduau A wnadun B
@& e ” nwufidiada || dum || Update
O wiglihu . : —
Y AAUEIMA
Ml oo ad
M H Tssueum t"!r
. AT aunfanita
P ¥ snriouis fﬂ 5&
[} k0 B L
AN AU Ang
¥ usnnivm @ e @ ‘
o A.NE
O LA SRS l"l—_,
: izl M
[ dinisdune A
W LIk sonilaunafaayuidad
v AU 1I]s£|mnm| . |¥| .
A0 T ! — -
Y Eung \ FAd weudl () T
Y Euniada \ 29755 Ing aans
M * Fadm anilaunal anssdey B
ALY
@ anvaizgiids=ma (\/C\\ - N P
@iiliuiidsalsatindanaan é 5 2' # ‘; 5"‘\3{_/1_" o e
@uansnviiuiidsaga LR e % L
@n'lsll’:l'ls-—:l\llla-ﬂﬂuf]“ L £ ‘

Figure 5.9 A zoom—in showing of the map area on primary Ilmecéire, road layers.
The dynamic map (interactive map) was developeddayng (java script

and map file) based on the basic functions reqdwe@eb—mapping application. The
codes were developed for basic required functidrieeomap (Show Legend or Layer
List, Zoom In, Zoom Out, Full Extent, Previoustémxt, Panning Map Display Area
and Identifying Features) (Figure 5.10). This meduas designed and developed to
help users dynamically explore the map by displgyrooming in/out to any extent,
and selecting any combination of information lay&ysers can also create and print
out customized maps. In addition, users can retnarious data through queries that
might be helpful in their decision making. The @vllings are detail of parts in the

application tools for user.
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” . .
Zoom to Center — Pan the view so that the spcketl is centered.
@\ Zoom In — Magnify the view as if seen from a clodistance.
Q Zoom Out — Reduce the view as if seen from fardveaty.

U Zoom to Fit — Zoom so that the component fits witthie current window.

i Info Tool — Show data fields for object.

'—! Print the map layout.
Figure 5.10Mapping functions.
Layer display choice: Any base maps can be selected to display. Users c

turn them off and on by ticking check boxes (Figbirel).

myMap.layers[myMap.layers.length] = new Layer('moolan’, * wjiw',

m Bayaiiudu :
'f1', false, '<?= $path_cgi_mapserver?>?mode=legeanap=<?=

C @ i $path_root?><?= $path_project?>/<?= $mapfile?>&layes=mooban’,

Cl Teau null);

L. I . myMap.layers[myMap.layers.length] = new Layer('schol’, ' Tsa5e',
IE oL 'f1', false, '<?= $path_cgi_mapserver?>?mode=legeBanap=<?=

r AOTUEUTHE $path_root?><?= $path_project?>/<?= $mapfile?>&layes=school’,

A null);

myMap.layers[myMap.layers.length] = new Layer('pcu; ' Tsanemna',

'f1', false, '<?= $path_cgi_mapserver?>?mode=Ilegefanap=<?=

% wndvaun sy $path_root?><?= $path_project?>/<?= $mapfile?>&layes=pcu’,

null);

myMap.layers[myMap.layers.length] = new Layer('pcul, * amiiewit’,

'f1', false, '<?= $path_cgi_mapserver?>?mode=legeanap=<?=

r LA $path_root?><?= $path_project?>/<?= $mapfile?>&layes=pcul’,
I ¥ null);

- s myMap.layers[myMap.layers.length] = new Layer(temge’, ' 5a’, 'f1',

false, '<?= $path_cgi_mapserver?>?mode=legend&map2<=

$path_root?><?= $path_project?>/<?= $mapfile?>&layes=temple’,

null);
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Figure 5.11Layer choices and their coding.
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In the interfacegcategorized layers can be accessed using choice tabs as

shown in Figure 5.12.

J nwufiganIagua || nsluza ag oa || misasuaulsaliifaanaon || TsaliiGaaoan || HI CI & BI || fgaans || nHa g aana

Figure 5.12Layer choice using tabs.

Categorized layer choice can be a tree style. It is suitable if there acgem

maps and lots of layers (Figure 5.13).

& uﬁaualﬁlljm LAYER
@ dnuaizgdus=ma NAME "jan44m"
@mum.ﬁﬂ alspimaanoan TYPE Polygon
SEH T MR8 STATUS Off
M 92544 wmnsdiada DATA "predict"
r 31 9544 tadel LABELITEM "TAM_NAM_T"
i naE LABELMINSCALE 500
7 92645 wmsiad LABELMAXSCALE 420000
T 492545 % Model CLASSITEM 'P144'
T 22546 wmmseia®s E)L('?’SRSESSION g
M 925846 am MDEieI Map file COLOR 255 0 0
M 12847 wmmsdais >  OUTLINECOLOR 200 200 0
T 22547 99 Model I(_Z%I?_I?)LR V55 255 255
M 02548 mmmaniats ENCODING TIS-620
I- :i] 2048 90 hModel font enu
B Heasnn SIZE 14
LA TYPE truetype
B Eaadloy POSITION CC
ScH91d WA _H.A. BUFFER 5
StHA1d NH.S.A MINFEATURESIZE 20
@ wanssnunbuiiids aga END
@ misiihs:Tanazasvnw TEMPLATE

Figure 5.13 Layer choices using a tree and its coding.
Overview map or reference map is a small outline map of the whole province,
which automatically shows the location of the actmap at the present zoom level

(Figure 5.14).
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MAP
NAME 'REFERENCE'
STATUS ON
Size 150 150
}-— Fontset "fonts/fonts.list" # Set Fontype
1 SYMBOLSET "symbols/symbol.sym" # Set symbol typ¢
| EXTENT 433159.03125 1571310.5 568705.75
—| 1779499.875 UNITS METERS
SHAPEPATH "data" #Set Path of Data
IMAGECOLOR 255 255 255
SYMBOL
NAME 'star'
TYPE VECTOR
FILLED true
END

Figure 5.140verview map.
Scale bar of map is a map element used to graphically represenschke ofa

map (Figure 5.15).

1 I I ]
b 19 38 5?l 76 95 114 133 kn

SCALEBAR # Start of scale bar object
IMAGECOLOR 0 0 255 # color background

LABEL # Start of label object

COLOR 25500

SIZE medium # since not TrueType, only rekathize can be used

END

STYLEO #sznnidu or O

SIZE 300 5 # Width and height in pixels
COLOR 2552550 # First scale bar interval color

OUTLINECOLOR 110 110 110

UNITS kiloMETERS

INTERVALS 7

TRANSPARENT TRUE

STATUS embed

POSITION Ic

END # End of label obije

Figure 5.15 Scale bar of map.
Query the .dbf is interrogations of a database. Spatial queries iweb—
mapping context usually mean presentation of dambE#ormation belonging to one

or more selected map features. As long as the as¢ails a .DBF file associated with
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shape files, this type of querying is pretty stndfigrward with MapServerQuery

object of map fildo tell MapServer where to put the query map (Fedui6).

QUERY
TEMPLATE "../main/template/ sub—districtTemplditen"
END

1
v

ERURE L]

tambon

T

q 130
HIUA

al - T
|‘HDG'I"ILIFI |0’|.'l-"|"|’h"1\.1

faa. Jinaiey

faduno e
HI |10-75
= [«s

I HE

Figures 5.16Example of query thelbf.

2) The Web—-Based DF/DHF model for prevention anatrod.

Seasonal risk areas of DF/DHF in unit of sub—ditdrbased on several
sources can be requested to display, namely basadtoal event (Figure 5.17), from
the model (Figure 5.18), from probability of epidenmn adjacent areas of high risk
areas (OPEA) (Figure 5.19), for prevention and mr(Figure 5.20). Figures 5.21—
5.23 express suggestion and implementation acapridirdifferent levels of places
and degree of the risk. Data sources and caserelatad to these risk areas in the

system for dynamic implementation are provided ppé&ndix F.
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Figure 5.17Risk areas from actual event during Jan—Apr 2001.
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Figure 5.190ccurrence probability of epidemic in adjacent arefahigh risk areas

(OPEA)during Jan—Apr 2001.
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Figure 5.20Risk areagor prevention and control during Jan—Apr 2001.
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Figure 5.23Suggestion and implementation for low risk area.
5.3.2 The SDSS for user strategic
The tool was developed for users to be able to viadexes and

environmental conditions of any sub-district to erve the risk predicted by the
model referred to a certain season. The tool caadosessed by selecting a season
(pre—high incidence: January to April, or high ohemce: May to August, or post—high
incidence: September to December) and sub—distante as shown in Figure 5.24
(pre—high incidence is selected as an example)e@nsub—district is searched, the
name of sub—district required and correspondingidisare shown. Further click at
those names, the basic data of the sub—districrdicg to research years and the tool

will be shown as displayed in Figure 5.24.

E'l}lhr-l'lﬁl.ﬁmmml tuSauTmaua

B3 manremdn wiasn | arnheesiiedidsed aungssunm | siufachua
S eimauduniug
siefoduniuadisngua e . _ p
wiwsn NFEHNFENEEMIETIRSANTARTIEN [MA e hlﬂﬂhﬂ Search
AL &
== SiFansvidiay ol e
A assU T (1A - g diina
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Figure 5.24Main menu of the system for risk analysis of a sliftrict.
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By dragging and dropping the red pointers of eattolr, the risk rating
will be calculated using model from a certain seaselected (pre—high incidence:
January to April as an example in this case) asglayed in a risk rating meter from
0-5 as shown in Figure 5.25. Color zones of theemiedicates risk levels as green
color for low risk, yellow color for moderate ris&nd red color for high risk.

The purpose of the tool development is actually decision support.
According to being the high risk area by predictadra given sub—district and season,
the effected seasons in the near future can bedtealy speculated. Then, the
possible indexes and environmental conditions camelasonably varied referred to
the basic data to obtain low risk rating. The kekeobtained can be used as a target
for implementation as a prevention and control gobf a specific season and year.

The result can be printed by clicking at the printen.
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Figure 5.25 Risk rating metershowing indexes and environmental conditions

influencing the risk level of DF/DHF occurrence.
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5.3.3 The administrator interface
The system was designed using DBMSs which are thy&SQIL and
Microsoft access 2003 for managing GIS databaserms of non—spatial and spatial
data. The system was developed to provide intesféoe system administrator and
authorized users to be able to manage and use DH-fdthbase according to their
rights. The system developed also contains codeddtabase manipulation and
model operation functions. Moreover, the system dessgned to allow administrator

to back up data and to generate reports from allerds as hard copy.

Amdulguassuu

-

o I

SUWatU: I

Login | Feset |

Figure 5.26Login form of an administrator.

An administrator can access the system by entanaisee and password
(Figure 5.26). The system will then verify thisanfhation with the user database. If it
is positive, the system will return different pagecording to group of users. For
example the page shown in Figure 5.27 is the ma&nurof the back—end system for
the system administrator. In the page, there dre tar the administrator to select

group of data for viewing and manipulating.
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Figure 5.27Main menu of the system for an administrator.
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An administrator can add, delete and edit DF/DH#& @S databased.he
back—end system is composed of database, its niat@pfunctions (add, update,
delete, save, and search), and spatial DF/DHF reodpération functions. Seasonal

risk areas from the list can be viewed as an exampFigure 5.28.
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Figure 5.28A record of sub—distrialata during January—April.
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Figure 5.29Page of spatial DF/DHF model operation on a sulbrclis

The following Figure 5.29 can further display dataany sub—districts by
clicking at the record (as shown in Figure 5.28)e Todel operation can be activated
by clicking the update button and the result retumanother page as shown in Figure

5.30.
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Figure 5.30Reportprediction of DHF epidemic.
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When the page of the model operation is updatédiagh belong to the
sub—district are gathered and the model is perfdrineanalyze. The model results
provide information that, during January—April 2008hongsim sub—district of

Khemarat district is determined to be low risk area
5.4Results of system implementation

The unit testing (statement, condition, and estiomtfor the model was done
for debugging error. The system testing was donasystem performance. The result
of testing can be summarized as follows:

5.4.1 Results of unit test

1) Satement testing was operated herein as an example of the coding fo

part of the estimation of the probability relatedemperature dat&4{).

1 echo $aden=",$month,"<br>";
2 if ($month=="1" AND $T < 28)
3 {$ST=$T;

4 echo "&nbsp;&nbspjnsau-ueu&nbsp;&nbsp;PT=0.59*1 Sfuugiinas=

5 " $PT=0.59*1.5*$ST,"<br>";}

6 elseif ($month=="1" AND $T >=28 && $T <=29)

7 {$ST=9T,

8 echo "&nbsp;&nbspijnsau-ueu&nbsp;&nbsp;PT=0.59*3fungiimas=
9 " $PT=0.59*3*$ST,"<br>";}

10 elseif ($month=="1" AND $T >=31 && $T <=35)

11 {$ST=$T;

12 echo "&nbsp;&nbspinsau-wmneu&nbsp;&nbsp;PT=0.59*3ungiimas—
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" $PT=0.59*3*$ST,"<br>";}
elseif ($month=="1" AND $T>35)
{$ST=$T;

echo "&nbsp;&nbspinsau-wmneu&nbsp;&nbsp;PT=0.59*1 Sfuugiinie=17

" $PT=0.59*1.5*$ST,"<br>";}
elseif ($month=="1" AND $T=30)
{$ST=$T;

echo "&nbsp;&nbspjnsiau-wwnesu&nbsp;&nbsp;PT=0.59*43unnbnas=

" $PT=0.59*4*$ST,"<br>";}
if (month=="2" AND $T < 28)
{$ST=$T;

echo "&nbsp;&nbspjgumau-Famau&nbsp;&nbsp;PT=0.68*1.5fungiimae=25

" $PT=0.68*1.5*$ST,"<br>"}
elseif ($month=="2" AND $T >=28 && $T <=29)
{$ST=$T;

echo "&nbsp;&nbspjgumau-Faau&nbsp;&nbsp;PT=0.68*3gumngiinas=29

" $PT=0.68*3*$ST,"<br>";}
elseif ($month=="2" AND $T >=31 && $T <=35)

{$ST=9T,

echo "&nbsp;&nbspyumau-dunau&nbsp;&nbsp;PT=0.68*3dungilinds=33
" $PT=0.68*3*$ST,"<br>";}

elseif ($month=="2" AND $T>35)

{$ST=$T;
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echo "&nbsp;&nbspjqumau-Famau&nbsp;&nbsp;PT=0.68*1.5fungfiimas=37

" $PT=0.68*1.5*$ST,"<br>";}
elseif ($month=="2" AND $T=30)
{$ST=$T;

echo "&nbsp;&nbspjgumau-Fanau&nbsp;&nbsp;PT=0.68*4dungiinae=

" $PT=0.68*4*$ST,"<br>";}
if (month=="3" AND $T < 28)
{$ST=9$T;

echo "&nbsp;&nbspiunsu-sunau&nbsp;&nbsp;PT=0.42*1 Sfungiinav=45

" $PT=0.42*1.5*$ST,"<br>";}
elseif ($month=="3" AND $T >=28 && $T <=29)
{$ST=$T;

echo "&nbsp;&nbspiussu sunau&nbsp;&nbsp;PT=0.42*3fuvgiinde=

" $PT=0.42*3*$ST, "<br>"}
elseif ($month=="3" AND $T >=31 && $T <=35)
{$ST=$T;

echo "&nbsp;&nbspiunsu-sunau&nbsp;&nbsp;PT=0.42*3fuvgiinde=

" $PT=0.42*3*$ST,"<br>";}
elseif ($month=="3" AND $T>35)
{$ST=$T;

echo "&nbsp;&nbspiunuu-sunau&nbsp;&nbsp;PT=0.42*1.5fungimas=57

" $PT=0.42*1.5*$ST,"<br>";}

elseif ($month=="3" AND $T=30)
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59 {$ST=$T,

60 echo "&nbsp;&nbspiunsu-sunau&nbsp;&nbsp;PT=0.42*43uvgiinde=

61 ", $PT=0.42*4*$ST,"<br>";}

62 $SW=$WHI+$WCI+$WBI;

63  $SWX=(SHIFSWHI)+(SCIHFSWCI)+(SBI*SWBI);
64 $index=$SWX/$SW;

The result of statement testing shown in Tablesba®es that, from 3 testing
with varying input, all 64 statements were selesdtivchecked depending on the
conditions chosen by input values. For 5 inputigalof each test, all statements were
operated for 20 checking loops. All loops returgedect answers.

Table 5.9Report of statement testing.

No Input ExecutedStatement Check
testing

Number Justified

1,2,3,4,5,6,7,9,10,11,12,13,14,15,16,17,18,19,2P,21
1 1,10,4,2 2,23,24,25,26,27,28,29,30,31,32,3334,35,36, 20 20
0,34 37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,

54,55,56,57,58,59,60,61,62,63,64

1,2,3,4,5,6,7,9,10,11,12,13,14,15,16,17,18,19,2P,21
2 2,2,3,12 2,23,24,25,26,27,28,29,30,31,32,3334,35,36, 20 20
,33 37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,

54,55,56,57,58,59,60,61,62,63,64

1,2,3,4,5,6,7,9,10,11,12,13,14,15,16,17,18,19,2P,21
3 3,14,6,2 2,23,24,25,26,27,28,29,30,31,32,3334,35,36, 20 20
4,32 37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,53,

54,55,56,57,58,59,60,61,62,63,64
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2) Condition testing expressed herein is an example for a part of codes

(shown below) for choosing priority of transmissimom specific HI values (see

Table 3.2).

10
11
12
13
14
15
16
17

18

if ($HI >=1 && $HI <=3)
{$WHI=1;}

elseif ($HI >=4 && $HI <=7)
{SWHI=2;}

elseif ($HI >=8 && $HI <=17)
{$WHI=3;}

elseif ($HI >=18 && $HI <=28)
{$WHI=4;}

elseif ($HI >=29 && $HI <=37)
{$WHI=5:}

elseif ($HI >=38 && $HI <=49)
{$WHI=6;}

elseif ($HI >=50 && $HI <=59)
{$WHI=7;}

elseif ($HI >=60 && $HI <=76)
{$WHI=8;}

else

{$WHI=9;}

This test can be set up as a control flow displageéigure 5.31. Input

with known answer is used for condition testing.eTilow has 9 branches ar&i
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conditions due to the number of priority of transsmon. Details were reported in
Appendix G.

3) Estimation testing was operated by comparing results from the model
estimation such as laval indexes, predicted nurobeases, epidemic probability of
DF/DHF, NPIC etc. to the ones from manual estinmtiorhe comparison of testing

results shows 100 % accuracy of the model estimsitio

Figure 5.31Control flow of condition testing.
5.4.2 Results of the system testing
The purpose of the system testing is to evaluate dbgree of system

acceptance by users. The questionnaires of 4 ge@ee Appendix H) were assigned
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to 50 officers who were working for the District f@e of the Public HealthThe
guestionnaires were adapted from Lewi&96). Each question is a statement required
an answer with one rating from five—point scalet¢15). The five—point scale to
evaluate covers poor, acceptable, good, very gaad, excellent. The translation
standard used is as follows:

Average point 1.00-1.50 means "Poor"

Average point > 1.50-2.50 means "Acceptable”

Average point > 2.50-3.50 means "Good"

Average point > 3.50—4.50 means "Very good"

Average point > 4.50-5.00 means "Excellent"

The questionnaires used were as followsEdhctional requirement test, 2)
Usability test,3) Function test, and 4) Security test. The distrimsdi of average

scores on questions of each test are shown in bable-5.13.

Table 5.10Functional requirements test.

ID Assessment x  Usability Level

1 Available storage data and display reports of the 4.18 Very good
system

2 The easiness to be used for the disease control in4.04 Very good
views of overall organization

3 The information provided for practice level 4.38 Very good

4  The information provided for administration level 4.32 Very good

Result from the Table 5.10, the average point efral system satisfaction is

4.2 and its usability level is "Very good".
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Table 5.11Usability test.

ID Assessment x  Usability Level
5 Completeness of data in database 3.96 Very good
6 Completeness of update and edit 4.0 Very good
7  Completeness of search 4.02 Very good
8 Completeness of represented GIS layers 3.90 Very good

9 Requirement corresponding capability of the syste®®8 Very good

10 Accuracy of statistic calculation of HI and CI 4.7Excellent

11 Completeness in help menu 4.1@ood

12 Completeness in report and printing 4.42 good

13 Providing clear error messages and problem 3.34 good
resolution

14 The design of buttons covering context and 3.86 Very good
positions

15 Information and friendliness provided for all lé&ve 3.94 Very good

of users

Result from the Table 5.11, the average point efral system satisfaction is

3.8 and its usability level is "Very good".
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Table 5.12Functions test.

ID Assessment x  Usability Level
16 Easiness to learn and use this website. 3.98Very good
17 Comfort in using this website. 4.04 Very good
18 The symbols and pictures provided in the website 4.0 Very good

are clear and easy to understand.

19 The information (such as online help, on—page 3.9 Very good
messages, and other documentation) provided by
website is easy to understand.

20 The overall screen layout and window design of the14 Very good

system is appropriate and easy.

21 Terminology used in this website is clear. 4.0 wegood
22 The interface (such as color, font) of this webgt 4.2 Very good
pleasant.

Result from the Table 5.12, the average point @fal system satisfaction is
4.07 and its usability level is "Very good".

Table 5.13Security test.

ID Assessment x  Usability Level
23 Authority verification of all levels of users 4.0 Very good
24  Ability to log on to the website 3.92 Very good

25 The overall security of the system 3.90 Very good
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Result from the Table 5.13, the average point efral system satisfaction is
3.94 and its usability level is "Very good".
Conclusively, the overall reliability and capahbdi of system testing is 4.0

and its usability level is "Very good".



CHAPTER VI

CONCLUSIONSAND RECOMMENDATIONS

The objectives of this study are to develop spatiatlel of DF/DHF epidemic
surveillance in Ubon Ratchathani province and teettgp the web-based SDSS for
DF/DHF epidemic prediction and advising dynamic liempentation The procedure
and results obtained from the study which are wgatiatith time through web-based
service will help in establishing preventive measumlpplied on sensitive areas
according to risk priority at proper time. This pker covers conclusive contexts in 1)
prediction of DF/DHF epidemic of sub-districts imetstudy area, 2) relationship of
high risk areas and adjacent areas, 3) the webd#BB&S for DF/DHF epidemics

and 4) recommendations for further study.
6.1 Prediction of DF/DHF epidemic of sub-districts

Steps of epidemic DF/DHF model developed can sdi and concluded as
follows.
1) Larval indices (HI, CI, Bl) and climatic data dugir2001-2005 of each sub-
district in the study area were used as inputtinéiomodel developed.
2) Normalized Hl, ClI and BI, seasonal normalized artdrpolated rainfall, rainy
day, and average temperature data were prepartedms of effects of larvae
indices (using linear weighted transformation) asioinatic data (such as

probability related to temperatur@+f, probability related to rainy season

(PR)).
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3) They were input into the regression model of DF/Dédemics and resulted
in predicted numbery] of DF/DHF cases, which were further transformed t
be probability P) using logistic regression.

4) Pof each sub-district was ordinal classified to be,| medium, high using
Delphi technique and compare to the conventionahate(Table 3.3).

5) According to the accuracy obtained from the congmerj Hypothesis 0 was
accepted. However, only the last season of the 3885 and seasons of the
year 2006 show low correlation. The reason for thisxplained in Chapter
V.

6) Consistent to the epidemic theory, the model canubed to predict the
epidemic influence to the next season (Figure JaByl to the same
season/period next year as mentioned in Chapie?). (

7) Resulting risk maps of DF/DHF of each sub-distbeised on seasons are
useful information for planners in short and lorgyms allocating extra

resources within health budgets for epidemic pregarand control activities.
6.2Relationship of high risk areas and adjacent area

In order to evaluate the effect from the high ssik—districts to surrounding sub—

districts, the gravity model was applied.

1) Probability ) from logistic regression and populations durifiP—2005 of
each sub—district including distance between cefgrof high risk areas and
adjacent areas were prepared.

2) They were input into the gravity model to estimate relationship and

resulted in interaction volume;;§ of high risk areai} and its adjacent areas

0)-
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3) Number of DF/DHF cases in high risk areas and adjbareas expressed their
correlation. They were used to assess the cowalabefficient (j).

4) l;; andrj; of high risk areas and adjacent areas were ingatthe time-series
forecasting method and resulted in the produchtdractive correlation (.
They were normalized to be in terms of the NornsaliProduct of Interactive
Correlation (NPIC), which were further averaged Eador each adjacent area
(Table 4.10).

5) Error obtained from the MAPEexplained in 4.2) was 36% or the accuracy is

64%. The error is less than 50%. Therefore, Hymashe can be accepted.

6) Resulting risk maps of epidemic effect from higbkrareas to adjacent areas
based on seasons could help in development of mlettgam of disease
surveillance. This will increase efficiency in diteng measures spatially and
properly.

6.3 The Web-Based SDSS for DF/DHF epidemics

This research presents a design and implementatiarsystem on open source
software environmentMapServerPHP) such as Minnesota MapServer, PHP Map
Script, and MySQL to linking spatial data to wornk the internet.

First of all, sub—district data (i.e. political radhistrative boundary) were
transformed to be GIS data layer using GIS softwdiee seasonal GIS data with
attributes of HI, CI, BI, and climatic data haveehepresented on the website. These
data were processed and obtained resulting maptSifiormat.

The web-based SDSS for DF/DHF epidemics were dpedl using
MapServer PHP. Thisis a program for managing GIS data to present drsite

The step was input each layer, such as adminisgrabundaries, villages, etc.;
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categorized layer choice using PHP Map Script (fEdht11) with map file (Figure
5.13-5.16); linked GIS database and other datatmasegers based on MySQL.

This web—-based SDSS shows maps with HTML vieweailavle in
MapServer PHP because it would downloads files faster.

In addition, the website provides tools such asnzoin, zoom out, pan,
identifies, find, etc. as shown in Figure 5.10ngsiAVA language for development.

After analysis the website shows which sub-distfalls into either high or
medium or low risk to DF/DHF (Figure 5.21-5.23) luming E or average NPIC of
the adjacent areas (Figure 5.19).

The web-based SDSS developed also provides agvigmideline for
administrators and health officers to make decisiptan, set up policy, and
implement to prevent and control DF/DHF (Figure(.2

This web site was user-friendly designed and ape=
6.4 Recommendationsfor further study

Making a good prediction and accurate epidemic casgéng models would
markedly improve epidemic prevention and contrqdatalities. However, to achieve
better results in applying the models, the limaatprovided as the followings should
be aware and improved for further study.

1) These predictions from the models respond well igh hincidence period

(May to August) but not cover epidemic from floockat.

2) Accuracy of climatic data due to limited meteoraotad stations can affect

estimation accuracies of probability related to penature ) and rainy

seasonkg).
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The number of sub—district health officers involvedhe operation to prevent
and control DF/DHF can affect estimation accuracikkdex values (HI, CI
and BI) of each season, which in turn affect thedmtion accuracy of the
model.

The better result could be expected]riflex value estimation (Equation 4)
could include serological of mosquito

If humidity factor,which influenceghe seasonal transmission of dengue virus,
is added as input data, the better result coulekpected (Reiter, 2001).
Research design in epidemiology which regards gekaas spatial units for
modeling is expected to provide more accuracy enrfiuence of infection in
space and time due to long term original recordihcases in villages.

The model herein will not respond well to a higlpplated area such as a big
urban area with rapid growth. The higher accuragy loe expected if such an
area could be study separately.

Additional variables such as land-use zones, pdipulalensity and growth,
crowding and poverty, disease control programs, stould be incorporated
into the forecasting model.

To be successful and avoiding conflict of polichetstart of system
implementation should be applied to a small areare/lsases are continuously

and repetitively occurred.



