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CHAIN/ CA-MARKOV/ ETHANOL INDUSTRY LOCATION

There are four main works reported in this thesis which are (1) pattern
analysis of the observed LULC change and prediction for Kanchanaburi Province
during 1992-2006, (2) examination of driving factors that are most related to the
temporal changes in amount of agricultural land during the four specified periods, (3)
development of land suitability maps for the sugarcane and cassava cultivations, and
(4) identification potential suitable locations for new ethanol plant to be situated in the
province.

From the land use change analysis during 1992-2006, it can be broadly
concluded that the observed LULC change pattern within this specified period were
characterized by (1) substantial changes between forest area and agricultural land
(cash crops in particular) (2) prominent changes of LULC pattern within agricultural
land category (from period to period) (3) notable increase in the amount of energy
crops (especially sugar cane) and great loss of paddy fields, and (4) rapid expansion of
urban in expense of the agricultural area nearby (especially paddy field). The predicted
LULC maps (based on Markov and CA-Markov models) inform that the agricultural

land should slightly increase and forest area slightly decreases from 2006 to 2020.
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Results from the multiple regression models revealed that the different groups
of influencing factors that were related most closely to the amount of agricultural land
use change found during each specified period (with fairly high correlation levels
achieved). In general, the climatic factors (temperature in particular) were identified as
being most important influencing factors in nearly all considered periods.

From land suitability analysis, it was found that about 52.49 and 45.07 percent
of the study area were classified as highly or moderately suitable for growing
sugarcane and cassava respectively while only a few percent was found unsuitable.
Most suitable areas for both crops were located in the eastern and southern parts of the
province due to the highly fertile soil and abundant water resources available.

From the site suitability analysis, it was discovered that five locations should
be candidates for the new ethanol factory, including two locations in Boploi District,
one in Muang Kanchanaburi District, and the other two sites in Thamuang District.
However, the choices of most suitable site depend greatly on the scenario considered.
Based on amount of crop growing area within 0-50 km service zone, both candidates
in Boploi District were initially identified as being the most suitable sites for

sugarcane and cassava farming seen in 2006 as they cover the most farming area in

that zone.
School of Remote Sensing Student’s Signature
Academic Year 2008 Advisor’s Signature
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CHAPTER I

INTRODUCTION

1.1 Background

Kanchanaburi is the biggest province in western Thailand which is famous for its
abundance of fertile forests, industrial minerals (like gold, gem, and tin) and the
energy crop plantation (like cassava and sugarcane). The forest areas cover about 60%
of the total area (mostly dry evergreen and mixed deciduous forests) which are home
to a wide range of ecosystems and precious natural habitats and the rest of the area is
mostly used for agriculture and for being living area.

Like most provinces in Thailand, agriculture is still a crucial component of the
land use found where it covers about 30% of the total provincial area, mainly on the
flat plain area in the south. As most people still live in the agricultural section but the
agricultural land resource is rather limited, therefore, the proper land use strategy for
the province is really necessary to assist the sustainable and productive use of land by
farmers and reduce great loss of forest area due to the expansion of agricultural land.
To develop this strategy effectively, the understanding in dynamic patterns of past and
present land use activities within the province is needed and this could be achieved by
interpreting multi-temporal satellite images, like Landsat TM, or aerial photographs of
the area taken in the interested time period. This kind of work is useful for land use

planners; however, it is still rarely implemented in Thailand so far.



Also, knowledge in characteristics of agricultural land use change over time is
necessary for the understanding of hidden mechanisms that are responsible for those
changes, which can greatly benefit the land use planning of the area.

Moreover, as the consumption of ethanol-mixed gasoline (called gasohol) has
been rising dramatically in the last decade especially during the recent oil-price crisis,
due to the low-price policy of gasohol implemented by the Thai government, the need
for ethanol raw material, like sugarcane and cassava, is also greatly increased. This
could provide good opportunity for the local farmers to expand their cultivation of
both crops in the near future, if required. And to identify potential area that might be
suitable to grow these crops productively, the science of land suitability analysis can
be implemented by researchers and results can be used as initial guideline for farmers
and the responsible agencies later. In addition, if the new ethanol plant is required for
the province (as there is only single factory situates in the province so far), knowledge
of the present land use pattern (especially for sugarcane and cassava) can be used in
conjunction with experts’ opinions to identify the suitable locations for this new plant

in order to serve the farmer needs more satisfactorily.

1.2 Research Objectives

The main objectives of this work are as follows (see Figure 1.1 for flowchart):

1.2.1 To analyze patterns of the land use/land cover change in the study area
between 1992-2006;

1.2.2 To determine influencing factors of agricultural land use changes found
between 1992-1996, 1996-2001, 2001-2006, and 1992-2006;

1.2.3 To evaluate land suitability for sugarcane and cassava cultivations; and



1.2.4 To identify suitable locations for the ethanol plant that uses sugarcane and

cassava as raw materials.

1.3 Conceptual Framework
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Figure 1.1 Conceptual framework of the whole study



1.4 Scope of the Study

1.4.1 Study area is Kanchanaburi Province, western Thailand (Figure 1.2).

1.4.2 Detail of Landsat imagery used in this study is given in Table 1.1 as below

Table 1.1 Information of Landsat satellite images data

Landsat Date Path/Row
30/01/1993 130/50
Landsat-5 TM 30/01/1993 130/49
18/11/1992 131/50
25/01/1997 130/50
Landsat-5 TM 25/01/1997 130/49
29/11/1996 131/50
Landsat-7 ETM+ 30/12/2001 130/50
30/12/2001 130/49
07/02/2002 131/50
03/02/2006 130/50
Landsat-5 TM 03/02/2006 130/49
22/11/2005 131/50

1.4.3 The village-based socio-economic data (NRD2C) and classified Landsat-
TM/ETM+ data (taken in 1992, 1996, 2001, and 2006) are used to analyze general
LULC change pattern and multiple regression model is used to determine influencing
factors of the observed changes.

1.4.4 LULC patterns for 2001, 2006, 2010, 2011, 2016, and 2020 are creates

using Markov chain and CA-Markov models available in Idrisi software.



1.45 The total of 9 LULC classes are identified which are forest, sugarcane,
cassava, paddy field, eucalyptus, pineapple, other cultivation, urban/built-up area, and

water body.
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Figure 1.2  Study area and political boundary of Kanchanaburi Province

1.5 Limitation of the Study

1.5.1 Evaluation of suitable area for sugarcane and cassava plantation is done
based on criteria guided by FAO in 1976 and Land Development Department in 1996.

1.5.2 Land evaluation of suitable area for energy crops were considered in
physical land evaluation.

1.5.3 An analysis of ethanol industry was considered the relation of sugarcane

and cassava plantation area, sugar factory specify in Kanchanburi Province.



1.6 Study Area

Kanchanaburi is the Thailand’s third largest province and the biggest one in
western territory. It is located between latitude 13°45"-1541°N and longitude 98°10'-
99'52'E close to Myanmar border with altitude ranges from about 65 to 1750 m above
mean sea level (msl). Its area cover is about 19,380 km? (or 12,176,967 rai) with total
population of 860,341 (in 2008) distributed within 13 districts: Muang, Tha Muang,
Phanom Thuan, Tha Maka, Dan Makham Tia, SaiYok, Thong Pha Phum, Sangkhla
Buri, Si Sawat, Bo Phloi, Nong Prue, Huai Krachao, and Lao Khwan (Figure 1.2).

Kanchanaburi is a mountainous province comprising of great mountain ranges
in the north and middle (especially in Thong Pha Phum, Sangkhla Buri, Si Sawat, and
SaiYok District), while the slow downhill and river plain appear mostly in the south in
which agriculture and urban/built-up are located. From land-use and land-cover map,
the area ratio of forest and agriculture is 3:1 approximately.

There are three main rivers found in the province which are Khwae Noi (315-
km. long), Khwae Yai (386-km long), and Maeklong (130-km long) and two large
dams, which are Wachiralongkorn Dam (seen in the upper north) and Srinagarindra
Dam (seen in the central part) (Figure 1.3).

Its local climate is monsoonal which is marked by a pronounced rainy season
lasting from about May to September and a relatively dry season for the remainder of
the year; however, amount of annual rainfall can vary dramatically from year to year.
Temperatures are highest in March and April (summer) and lowest in December and
January (winter). The annual rainfall is 804.7 mm in 2007 where the temperatures in

summer are 20-38°C and 17-30°C in winter (Kanchanaburi Province, 2007).
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Figure 1.3 Topographic map of Kanchanaburi Province

Kanchanaburi is famous for its abundance of fertile forests, industrial minerals
(like gold, gem, and zinc) and the energy crop plantation (like cassava and sugarcane).
The forest areas cover about 60% of the total area (mostly dry evergreen and mixed
deciduous forests) which are home to a wide range of ecosystems and precious natural
habitats. These forests are part of the Western Forest Complex (WEFCOM) which is

the largest and most important forest complex in Thailand where at least 9 National



Parks and 6 Wildlife Sanctuaries have been established therein. Among these, two of
the largest wildlife sanctuaries, Huai Kha Khaeng and Thung Yai Naresuan, have been
designated as World Heritage Sites by UNESCO in 1991 (Emphandhu, 2003; Trisurat,
2003; UNESCO-World Heritage, 2009).

At present, most forests are legally conserved and systematically protected by
several agencies of the Thai government in cooperation with the responsible local
authorities. However, reports of forest loss still exist from time to time, especially due
to the agricultural expansion, shifting cultivation, and illegal logging. And, like most
provinces in Thailand, agriculture is a crucial component of the land use found where
it covers about 30% of the total area, mainly in the lowlands close to main rivers and
water reservoirs in the south. The provincial main economic plants are rice, corn,

vegetation, and energy crops, like cassava and sugarcane.

1.7 Expected Results

1.7.1 Knowledge of past and present patterns of LULC in the study area;
1.7.2 Knowledge in trend of LULC changes and their influencing factors;
1.7.3 Land suitability maps for cassava and sugarcane cultivation; and

1.7.4 Knowledge of suitable locations for new ethanol plant.
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CHAPTER Il

ANALYSIS AND PREDICTION OF LAND USE/LAND

COVER CHANGE

2.1 Abstract

This study presents pattern analysis of the land use/land cover change (LUCC)
found in Kanchanaburi Province during 15-year period from 1992 to 2006 based on
land use/land cover (LULC) data derived from the Landsat TM and ETM+ images in
1992, 1996, 2001, and 2006 with the assistance of GIS tools. This knowledge was then
used as priori information for the stochastic Markov chain and CA-Markov models to
forecast trends of future LUCC in years 2011, 2016, and 2020. Results of the study
indicated that LUCC patterns during the proposed period were characterized by (1)
substantial changes between forest area and agricultural land (cash crops in particular)
(2) prominent changes of LULC pattern within agricultural land category (from period
to period) (3) notable increase in the amount of energy crops (especially sugar cane)
and great loss of paddy fields, and (4) rapid expansion of urban areas in expense of the
agricultural area nearby (especially paddy field). The predicted LULC maps inform
that the agricultural land should slightly increase and forest area slightly decreases
from 2006 to 2020. This study has shown that the integration of multi-temporal
satellite images and predictive stochastic models can provide descriptive
understanding of past and present LUCC in Kanchanaburi as well as an insightful

outlook to its future LUCC which is useful for the planning of proper land use policy
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of the province in the near future.

KEYWORDS: land use/land cover change, LUCC, Markov, CA-Markov model

2.2 Introduction

2.2.1 Typical land use/land cover change patterns

In recent decades, tremendous changes of the land use and land cover
(LULC) characteristics have been evidenced globally both due to natural processes
like natural disasters, or more significantly, by the human activities (Houghton, 1994;
Meyer and Turner, 1996; Lambin et al., 2007). These changes could have profound
impact on bio-physical states of the Earth’s natural environment and also on the
sustainable use of land by human (Matson et al., 1997; Turner et al., 1997). As a
result, researches in the field of land use and land cover changes (LUCC) are having
great interest at present in both local and global scales, especially in those areas where
significant changes normally occur (Turner and Meyer, 1991; Meyer and Turner,
1994).

Two main issues related to LUCC study frequently found in the literature
nowadays are urban growth (and its impacts or consequences) (Erna et al., 2001;
Weng, 2002; Yang, 2002; Pauleit et al., 2005; Xiao et al., 2006) and the critical
degradation of natural environment and ecosystem (e.g., forest loss, air/soil/water
pollution, or climate change) as a result from the LUCC (Turner and Corlett, 1996;
Luque, 2000; Steininger et al., 2001; Chen et al., 2001; Guatan et al., 2003;
Armsworth et al., 2004; Kilic et al., 2004; Echeverria et al., 2006; Kupfer, 2006;

Pichancourt et al., 2006; Mutsushita et al., 2006).
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In tropical countries, like Thailand, one of the prominent characteristics of
LUCC is the decline in forest and woodlands due to land conversion, in particular
from agricultural expansion for cash crop production (FAO, 1997; 2003; Barbier and
Burgess, 2001). Research conducted by the FAO (2001) suggested that large-scale
agriculture is the major cause of deforestation (about 32%), followed by small-scale
agriculture (about 26%). Intensification and expansion of the agriculture in shifting
cultivation practice comprise about 15% of tropical deforestation. Land expansion
occurring in tropical regions is mainly related to structural features of the agricultural
sectors of developing economies, such as low agricultural productivity and input use.
Poor agricultural intensification and development in turn creates pressure on farmers
to convert forest and other marginal lands to crop production. Usually, these structural
conditions are influenced, both directly and indirectly, by economic policy (Barbier,
2003). As such, transformations can have significant impacts on rural socio-economy
and quality of the natural environment, an understanding of the complex interactions
of these changes overtime including their spatial patterns is crucially needed to enable
decision makers to formulate better policy in rural development and environmental
management.

2.2.2 Roles of remote sensing and GIS in the LUCC study

Normally, most reports found in the LUCC study are associated directly,
or indirectly, to the analysis and prediction of LUCC characteristics in some particular
area based on knowledge of past LUCC pattern of the area. To identify patterns of
LULC change in the past, some remotely-sensed images, like aerial photographs or
satellite images recorded on a regular (or timely) basis, could be used as reference

sources along with the field survey data (Hall et al., 1988; 1991; Tekle and Hedlund,
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2000; Gautam et al., 2000). These changes could be mapped and analyzed more
conveniently recently due to the rapid advance and more applicable of the geographic
information system (GIS) technology. GIS are computer-based programs which are
highly capable in mapping, recording, displaying, and analyzing spatial data and
interpreting the relationships among associated data for making inferences (Demers,
2004; Michael et al., 2005). These capabilities make them become a promising tool in
LUCC study, especially for the land use planning and LUCC modeling (Serneels and
Lambin, 2001; Awasti et al., 2002; Dawn et al., 2003; Li and Yei, 2004; Wu et al.,
2006; Quan et al., 2007)

Aerial photographs can provide fine details of the observed area but their
production and application are rather time-consuming and costly (even for a small
area). Thus, they are not appropriate for the study of LUCC in large areas or with
frequent time span. In these situations, satellite images are more preferred due to their
wide area coverage in a single scene and their continuous record of the Earth’s surface
at different temporal and spatial scales. Typically, low-resolution satellite images, like
those from the NOAA-AVHRR or Terra-MODIS instruments, are frequently used to
examine LUCC characteristics in global or continental scale (Giri et al., 2005; Etter et
al., 2006; Hayes et al., 2008; Helldén and Tottrup, 2008; Kong et al., 2009) while the
medium-resolution images, like ones from the Landsat-TM/ETM+ or Terra-ASTER,
are suitable for the regional- or provincial-scale analysis (Aboel et al., 2004; Chen and
Rogan, 2004; Long et al., 2007; Nagayama et al., 2007; Shalaby et al., 2007; Jansen et
al., 2008; Par¢ et al., 2008; Serra et al., 2008). However, fine details of the LULC are
more visible and better detected using fine-resolution satellite images, like those of

IKONOS or QuickBird satellites, which have spatial resolution close to those of the
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aerial photographs (Jansen and Cowell, 1999; Alphan, 2003; Hervas et al., 2003;
Ozdogan and Woodcock, 2006; Bhattarai and Conway, 2008). Comprehensive review
on roles of remote sensing technology in the monitoring and mapping of LUCC is
given in Rogan and Chen (2004).

2.2.3 Predictive models for the LUCC study

In order to better facilitate the LUCC assessments, several models had
been developed (normally based on different assumptions) to serve this purpose
(Veldkamp and Lambin, 2001; Brown et al., 2004; Verburg et al., 2004) where three
main objectives of their applications are:

(1) To analyze past and present patterns of LUCC and forecast their
trends in the future,

(2) To determine driving factors that influence patterns of the observed LUCC
that are typically divided into 2 categories: biophysical and socio-economic factors.

(3) To quantify impacts of the observed LUCC on natural environment
and on human beings.

Most researches in the past usually concentrated on the first two
objectives; however, researches related to last objective are increasingly seen in recent
years due to the growing concern on negative impacts of LUCC to nature and humans
(Tang et al., 2005; Genxu et al., 2006; Reidsma et al., 2006).

Knowledge of past LUCC in the area is conventionally required by the
LUCC models as a priori condition to forecast trends of future LUCC. These models
could be broadly divided into 4 categories, which are (Lambin et al., 2000);

(1) empirical-statistical models, like all the regression-based models,

(2) stochastic models, which are mainly the transition probability models
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like Markov model or all the CA-based models,

(3) optimization models, which also take socio-economic factors like
farmers’ decision into account, and

(4) dynamic (or process-based) models, which simulate LUCC based on
the assumed interaction between bio-physical and socio-economic factors that
influence the observed changes.

Among these, the empirical-statistical models and stochastic models are
found more frequently in the reports related to LULC prediction due to their
computational simplicity and their less demand in the reference data, or priori
assumptions, for the analysis. However, the stochastic models are superior to the
empirical-statistical models in term of geographic information because many of them can
provide not only tendency of future change patterns but also the descriptive spatial details
of those changes. This latter capability could not obtain directly form the empirical-
statistical models. The stochastic models are more convenient to be developed and used at
present due to the rapid improvement of GIS technology which makes the processing of
spatial data on geographic maps (like topographic maps or thematic maps) more
applicable to the less-experienced users. Reports of LUCC based on these models were
increasingly seen in recent years, especially those based on applications of the Markov
chain (MC) model and Cellular Automata (CA) model; e.g. Lopez et al. (2001), Weng
(2002), Luijten (2003), Wu et al. (2006), Azocar et al. (2007).

2.2.4 Research objective

The present work focuses on the analysis and prediction of LUCC pattern

in Kanchanaburi Province. Information of the past LUCC was derived from the multi-

temporal satellite images taken by TM and ETM+ instruments (onboard Landsat-5 and
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Landsat-7 satellites respectively) during the 15-year period of 1992-2006. The
prediction was utilized based on the MC and CA-Markov models available on Idrisi
software. In Thailand, reports of the model-based LUCC studies are still infrequent,
especially in the rural area where agriculture is still the most dominant land use type.
Therefore, our work presented here might help us get better understanding in the
dynamics of local LUCC which happened in western Thailand in the last decade and
we also hope that it might encourage more study of this kind in some other parts of

Thailand in the future as well.

2.3 Materials and Methods

2.3.1 Data preparation

Spatial information of past LUCC occurred during years 1992 to 2006
was obtained trough the analysis of multi-date Landsat TM and ETM+ images in 1992
(TM), 1996 (TM), 2001 (ETM+), and 2006 (TM) covering the whole study area, with
spatial resolution (or pixel size) of about 25 m. These images were provided by the
GISTDA (Geo-informatics and Space Technology Development Agency) and they
were mostly recorded during winter period (November-February) because it has less
cloud cover and most economic crops are still visible to the instruments.

In the preparation process, the used images had been geometrically
corrected first using a set of ground control points (GCP) located by the global
positioning system (GPS) during the conducted field surveys based on UTM zone 47
and WGS 84 projection. Then, the RGB-composite images (for each year) were
compiled using data from bands 4 (near infrared), 5 (mid-infrared), and 3 (red) of the

original satellite images, respectively (RGB = 453) (Figure 2.1). NDVI index used
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select DN value of training area integrated with field survey point. The images were
then automatically classified using ENVI 4.2 software and the corresponding LULC
maps were derived (Figure 3.3). Land use and land cover data are commonly recorded
in a raster or grid data structure, with each cell (or pixel) having a value that
corresponds to a certain given class. The ancillary data, like political map and
topographic map (DEM) of the province were provided by the associated government
agencies whereas ground-truth information was obtained by field surveys conducted
during period 2005-2007.
2.3.2 Methodology

This work has been divided into 3 main steps including: (1) derivation of
the LULC map for each chosen year, (2) examination patterns of LULC change during
period 1992-2006, and (3) prediction of future LULC pattern for years 2011, 2016,
and 2020 based on the Markov chain and CA-Markov models. Some obtained results
were also validated to assess the credibility of the techniques used and output obtained
(see Figure 2.2 for work flowchart).

2.3.2.1 Derivation of LULC maps

The LULC maps for years 1992, 1996, 2001, and 2006 were synthesized
using the composite satellite images prepared for each year. These images were
digitally classified using the hybrid classification method where the unsupervised
classification (ISODATA clustering algorithm) was performed first to provide prior
knowledge of possible LULC states embedded in the classified satellite image. Then,
the supervised classification (Maximum Likelihood algorithm) was applied to refine
the observed LULC states into fewer dominant classes that would be main components

of LULC maps produced.
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Figure 2.1 Composite images (RGB=453) of Kanchanaburi Province derived from
Landsat TM/ETM+ imagery in (a) 1992 (TM), (b) 1996 (TM), (c) 2001 (ETM+), and

(d) 2006 (TM).
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Figure 2.2 Conceptual framework in this study

In this work, the output maps were organized to have 4 main LULC
categories which are agricultural land, forest, water body, and urban/built-up area
where some notable classes were also identified separately within main categories, for
examples, data of rice, cassava, and sugarcane growing areas were separately reported
within the agricultural land category. This makes each map have 9 different LULC
classes presented altogether which are sugarcane, cassava, paddy field, eucalyptus,
pineapple, other cultivation, forest, urban and built-up area, and water body (Figure

2.3 and Table 2.2).
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To assess the credibility of the used method and the mapping results
obtained, the classified map data for 2006 were compared to the reference data
assembled from field surveys and the accuracy assessment was performed in order to
find the overall accuracy and Kappa index of the classified result (Stenman, 1997;
Jensen, 2005). To achieve this, about 450 sampling points distributed across the entire
study area were collected systematically using random stratified sampling approach.
The error matrix, derived from classified map and field data, was generated for the
assessment and the total accuracy of 94.22% was found with Kappa index at 0.93
(Table 2.1). These results are reasonably satisfied for the classification of the area with
highly heterogeneous landscape like this (Dasananda, 2004).

2.3.2.2 LULC change analysis

After the 4 classified LULC maps (for 1992, 1996, 2001, 2006) were
obtained, the patterns of LULC changes occurred during these years were identified
using post-classification comparison method which compares 2 classified LULC maps
(from different dates) and reports any changes (in term of from-to situation) found on
a pixel by pixel basis. This method is preferred because data from the two dates are
separately classified, thereby minimizing any problems of normalizing for atmospheric
and sensor differences between these dates. As a result, the credibility in results of the
comparison is principally subject to the accuracy of the individual classification of the
used images (Jensen, 2005).

Spatial variations of LULC in four different periods were chosen for the
analysis, which are from 1991 to 1996, from 1996 to 2001, from 2001 to 2006, and
from 1992 to 2006. For each pair of map dataset, a change matrix was constructed (as

seen in Table 2.6 for the 1992/2006 map pair) and locations of class changing (from
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class to class) were identified and mapped. Therefore, characteristics of past LUCC for
each time period could be evaluated throughout the entire area.

2.3.2.3 Prediction of future LUCC

To achieve this objective, patterns of past LUCC found at previous stage
were used as prior information for the forecast of future LUCC operated by the
Markov chain and CA-Markov models. The LULC maps for years 2011, 2016, and
2020 were simulated and displayed based on the LUCC patterns found from the
2001/2006, 1996/2006, and 1992/2006 map pairs respectively (Figure 3.8). The
predicted LULC maps for years 2001 and 2006 were also generated based on the
LUCC patterns found from the 1992/1996 and 1996/2001 pair respectively in order to
validate capability of the predictive models chosen (Figure 2.7). The entire work
processed in this step was carried out using CA-Markov module given in the Idrisi 32
software (Eastman, 2003a; 2003b). In the module, the MC model was applied first to
create the class-to-class changing statistics needed by the CA model then future LUCC
pattern was derived based on CA algorithm. Brief details of both models are as
follows.

Markov chain model

Markov chain (MC) is a mathematical model developed from an original
theory proposed by the famous Russian mathematician, Andrey Markov, in 1907
(Markov, 1907; Balzter, 1999). It describes the evolution (or state changing) of a
system that has Markov property, which means its next future state (along the
evolution line) could be identified based solely on knowledge of its present state (and
priori states). These state changes are called transitions and at each step the system

may change its state from a current state to other possible state, or still remain in the
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same state, according to a certain probability distribution. To apply MC model to the
LUCC analysis, the study area is normally divided into a set of regular grid cells
where the status of each cell evolves over time independently from each other. In this
case, it is necessary to assume that the temporal LUCC (for each grid cell) is a
stochastic process that having Markov property and different LULC categories are the
possible states of the evolution chain.

Most reports about MC application to LUCC analysis usually assume that
the model is having discrete time, finite-state, and time stationary. This means that the
process is evolving in discrete time-step (e.g., every year) with only limited number of
LULC states possible and rules of transitioning from one state to other state at each
time-step are time-independent (or not changing with time). Also, only first-order MC
is typically applied due to its simple concept and the limitation of software capability.
Theoretically, in first-order MC, tendency of change from current state to next state
depends on knowledge of the present state only, but for higher-order MC, knowledge
about the priori states (apart from the present state) of the system are also taken into
account (Meyn and Tweedie, 2005).

According to these assumptions, this state-to-state of LULC changes
could be described using the so-called “transition probability matrix”, or “Markov
matrix”, which is accounted for the probability of changing from one state to every

other state in a single time-step and normally written as:

Ph R, - R
po| P P2 B (2.1)
P, P P

nl n2 nn
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where P; stands for probability of transition from state i to state j and n is number

of all states available. From this perspective, Eq. 2.1 must satisfy these two conditions:

(1)0=< PB; <1and(2) Z P; =1(the sum of all elements in each row is 1). Note that,
j=1

the diagonal components (e.g. P, P,,, P,;) represent the probability of remaining in

the same state after the transition (no-change situation).

The Markov module in Idrisi32 can be used to generate such a transition
probability matrix in which it takes two LULC maps as input and then produces the
following output (Eastman, 2003a; 2003b):

(1) A transition probability matrix. This is automatically displayed as well
as saved. Transition probabilities indicate the likelihood that a pixel of a given
(LULC) class will change to any other class (or remain the same) during the evolution
process. This matrix is the result of cross tabulation of the two images adjusted by the
proportional error.

(2) A transition areas matrix. This expresses the total area (in number of
cells) expected to change over the projected period. It is produced by multiplying each
column in the transition probability matrix by the number of cells of corresponding
LULC in the later image. In both of these files, the rows represent the older LULC
categories and the columns represent the newer categories.

(3) A set of conditional probability maps-one for each LULC class. These
maps illustrate the probability that each pixel will belong to the assigned class in the
next step. They are called conditional probability maps since this probability is

conditional on their current state.
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Though, the MC model could forecast total amount of the LULC
changing area per category (or classes) given an initial transition probability matrix, it
still lacks in spatial knowledge of where the future LUCC should occur
geographically. Therefore, to obtain more insightful outlook in the spatial
characteristics of the predicted changes, the Cellular Automata (CA) model has been
integrated with MC model to provide more spatial dimension to the LUCC forecast.

Cellular Automata and CA-Markov models

Cellular Automata (CA) was initially introduced by John Von Neumann,
the Hungarian-born mathematician, in the 1950s to assist his study of self-reproducing
system (Von Neumann, 1966; Bandini et al., 2001) but later it has been applied to
other several research fields including the LUCC study, like in the SLEUTH model
that is widely-use in the study of urban growth prediction (Herold et al., 2003; Rafiee
et al., 2009). CA is a discrete, spatial model normally used to describe evolution
process of the systems that consist of a regular grid of cells, one of which can be in a
finite number of possible states. Each cell could independently vary its state over time
(in discrete time-step manner) based solely on its present state and that of its
immediate neighbors under some specific rules called “transition rules”. Therefore, the
fundamental principles of CA model are rather similar to a Markovian process. The
only difference is that the transition of each cell depends not only upon its current
state, but upon the state of its assigned local neighborhood also.

The crucial advantage of CA over MC is that it can simulate evolution of
the systems in two dimensions which significantly benefits for the LUCC prediction.
Therefore, when integrated with MC model called CA-Markov model, the model

could provide knowledge of the future LUCC scenario in greater details, especially the
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geographical characteristics of the predicted changes. To achieve this, this method
uses an iterative process of LULC allocation to establish the evolution path of each
pixel based on the pre-defined transition rules until total areas predicted by the MC
model are identified. Number of iteration (n) is determined by the projection time in
the future (number of years).

In the process, the model applies distance values to allocate LUCC where
filter is integral to the action of CA component. This is a mean filter pool with a
Boolean mask filter that is multiplied by the suitability map of land use class
considered. By default, the filter size is a 5x5 kernel. Its purpose is to down-weight the
suitability of pixels that are distant from existing instances of the LULC type under
consideration. The net effect is that to be a likely choice for LULC conversion, the
pixel must be both inherently suitable and near to existing areas of that class. Within
each time step, the re-weighted suitability maps are run through a multi-objective land
allocation (MOLA) process to allocate 1/n of the required land (which is predicted to
change from one class to another) and this will continue until the full allocation of
land for each LULC class is obtained.

To run the CA module in Idrisi32, the suitability maps for every LULC
class are needed along with the LULC map of later date (from a pair of maps used in
MC module) that the prediction should be projected from and the associated transition
areas matrix. In this case, the transition areas file will determine how much land is
allocated to each LULC class over the projected period and the suitability maps
determine which pixels will change according to the largest suitability. These maps
can be generated in many ways for examples, using deductive approach like multi-

criteria evaluation or using an inductive approach like logistic regression (Pontius and
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Malanson, 2005). In this work, we used set of conditional probability maps generated
by the MC module as the suitability maps for the CA module where accuracy of some

predicted LULC maps were also examined to evaluate the validity of the input maps.

2.4 Results and Discussions

Pattern analysis of LUCC is illustrated here based on two types of changes: (1)
conversion from one LULC category to another (e.g. from agriculture land to forest),
and (2) modification within one category (e.g. from sugarcane to cassava). These two
types of change have implications for the methodology used to describe and classify
LULC pattern (Jansen and Di Gregorio, 2002). Conversion implies an evident change,
whereas modifications are relatively less apparent, therefore, it normally requires a
greater level of detail for the classification. The detection of LULC modifications is
only possible if enough classes can be identified on the satellite imagery with a high
enough accuracy to allow for a shift from one LULC class to a closely related class
(Lambin, 1999). Here, 9 LULC classes in 4 main categories were classified (Figure
2.3) and results of the LUCC can be described as follows.

2.4.1 LULC change patterns between 1992-2006
2.4.1.1 General LULC characteristics
Analysis of the LUCC characteristics for the period 1992-2006 was
performed based on the classified LULC images for years 1992, 1996, 2001, and 2006
seen in Figure 2.3 where the whole period had been divided into 3 sub-periods: from
1992 to 1996, from 1996 to 2001, and from 2001 to 2006. In broad overview of the
area, the most dominant LULC categories found were forest and agricultural land that

aggregately covered about 95% of the total provincial area for the whole period at the
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ratio of 3 (forest) :1 (agricultural land) approximately (Table 2.2). Forest zones were
normally found in the upper part of the province whereas the agricultural lands mostly
found in the lower part of the south and along the river valleys in the central and the
north due to the flat terrain and the fertile soil and water reservoirs available therein.
Paddy, sugarcane and cassava were the most notable economic
plantation. Typically, paddy and sugarcane are grown in the flat plain close to main
rivers but cassava could be planted further away from the main water bodies as it
needs less water and lower quality of soil to survive. Also, the main urban/built-up
areas were usually located close to main rivers in the far south or in the boundary of

the river plain and they were normally surrounded by agricultural lands.

Table 2.1 Error matrix for the 2006 classified LULC map

Reference Data

Css OC CV ET F PA PF SC U W Tow 50 TA
oC [ 48 0 0 12 0 4 2 0 57 16 84
e CV 0 4 o0 0 0 1 0 0 0 48 2 98
S ET 1 1 4 0 0 1 0 0 0 sl 6 94
£ F 0 1 0 49 o0 0 0 0 1 51 4 96
g PA 0 0 0 0 4 0 0 0 0 46 0 100
2 PF 0 0 0 0 0 47 0 1 250 6 94
& sc 1 1 2 0 2 1 45 0 0 52 13 87
;:3 u o0 0 0o 0o o0 o 1 [ 4 o0 48 2 98
Z W 0 0 O 0 0 0 0 0 4 47 0 100
S Total 50 50 S0 50 50 50 50 50 50 [ 450
EC
o 46 4 2 8 6 10 6 6
CA

(%) 96 94 96 9% 92 94 90 94 94
0

Overall accuracy = (48+47+48+49+46+47+45+47+47)/450 = 0.942 =94.22 %
Kappa index = 2850+2400+2550+2550+2300+2500+2600+2400+2350
=22500/202500 =0.11 = 0.94-0.11/ (1-0.11)

=0.83/0.89 =0.93 =93.26 %
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Figure 2.3 Classified LULC maps of Kanchanaburi Province in (a) 1992, (b) 1996,

(c) 2001, and (d) 2006
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2.4.1.2 Change patterns between categories

Tables 2.2 and 2.3 indicate that, during the 15-year period being
considered, LULC pattern of Kanchanaburi Province has experienced considerable
changes in their characteristics where about 14.31% of the original area in 1992 were
subject to change their LULC categories within the period. The major conversion
types are from forest to agricultural land and to water body (about 12.28% and 1.15%
of the original forest area respectively) and from agricultural land to forest area and to
urban area (about 10.00% and 2.96% of the original agricultural area respectively).

During this period, the total forest area has decreased steadily about
0.39% (of the total area), from 71.97% in 1992 to 71.58% in 2006, whereas the
agricultural land has decreased by 0.79%, from 24.21% in 1992 to 23.62% in 2006, or
at the average of about 0.05% annually. These data make the relative loss of entire
forest area of about 0.54%, or at the average of 0.036% of its original area annually
(equivalent to about 5.0 km? per year) and the relative loss of agricultural land become
2.41% for the whole period, or 0.16% annually (equivalent to about 7.53 km® per
year).

During this time, the gross area of urban/built-up has dramatically
expanded from 0.3% in 1992 to 0.41% in 2006, or having relative growth of about
36.21% in 15 years, where the additional areas mainly came from the conversion of
agricultural land (especially paddy field). However, it should be noticed that only
about 25.58% of the original urban area shown in 1992 that still remain unchanged in
2006, but the majority of them had turned into agricultural land (about 66.28%) and
some parts into forest land (about 4.65%). This indicates that agricultural land and

urban area are still under strong dynamic exchange so far and their definite boundary
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Table 2.2  Allocation for LULC category in 1992, 1996, 2001 and 2006

1992 1996 2001 2006
LULC Type 5 3 3 3
km % km % km’ % km %

Agriculture (A) 4691 24.21 4533  23.39 4445 2294 4578 23.62
Forest (F) 13948 7197 13940 71.93 13930 71.88 13873 71.58
Water body (W) 683 3.52 854 4.41 933 4.82 851 4.39
Urban/built-up (U) 58 0.30 52 0.27 71 0.51 79 0.41

Total area 19380 100 19380 100 19380 100 19380 100

Table 2.3 LULC change matrix between 1992 and 2006 (category level)

LULC 2006 Total 1992
LULC 1992
A 3] W

Agriculture 3668 917 54 55 4694
Forest 855 12928 154 11 13948
Water body 23 640 0 683
Urban 32 3 13 56

Total 2006 4578 13873 851 79 19380

Also, the water body had considerably expanded from about 3.52% in

1992 to 4.39% in 2006, or having a relative growth of about 24.6%. Figure 2.5 depicts

map of LULC loss/gain areas during 1992-2006 for agricultural land, energy crop

(sugarcane and cassava), paddy field and forest and Figure 2.6 displays distribution

pattern of some main LUCC features which are from agricultural land to forest and

urban/built-up, from forest to agricultural land and urban/built-up and from

urban/built-up to agricultural land. It was found that most changes were taken place at
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low altitudes (especially the urban expansion), along main road network and close to
the two main reservoirs in the central and in the north, and close to the existing
boundary between forest and agricultural land.

2.4.1.3 Change patterns within the category

Agricultural land

In Tables 2.4 to 2.6, more details of LULC change within each category
are illustrated. For agricultural land, plantation area of sugarcane increases from
3.15% in 1992 to 4.76% in 2006, or having relative growth of about 51.05% for the
whole period, especially during period 1992-1996 (with relative growth of about
41.8%). In contrast, the relative growing area of cassava had greatly decreased by
38.76% from 1992 to 1996 but it considerably regained by 46.23% from 2001 to 2006.
For paddy field, its entire area was relatively shrunk by a significant amount of
43.76% for the whole period (from 2.15% to 1.21% of the total area). This loss mostly
contributed to the conversion into some other crops/plants, especially sugarcane, and
into urban land and forest. Eucalyptus and pineapple were also other dominant
cultivations found but the growing area of eucalyptus varies greatly from period to
period while the growing area of pineapple is more stable thought out the entire
period.

The substantial increase in amount of the energy crop planting area
might be due to rising demand of cassava and sugarcane as raw product by the crop
factories as well as ethanol factories in recent years. In contrast, the dramatic reduction
in amount of paddy field might be due to the need of farmers to grow more profitable
plants instead, especially energy crop. In practice, due to the limitation of usable

agricultural land and lack of proper cultivating technology, local farmers normally
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cultivate cash crops that are believed to be most profitable to them at the time. And, to
make their decision; market price, input cost and government policy are three

important factors that local farmers normally take into their consideration.

Table 2.4  Allocation for LULC type in 1992, 1996, 2001, and 2006

1992 1996 2001 2006
LULC Class
km? % km? % km? % km? %
Sugarcane (SC) 610 3.15 865 4.46 819 4.22 922 4.76
Cassava (CV) 388 2.00 238 1.23 272 1.40 398 2.05
Paddy field (PF) 416 2.15 321 1.66 250 1.29 234 1.21
Eucalyptus (EU) 228 1.18 227 1.17 158 0.81 151 0.78
Pineapple (PA) 55 0.28 57 0.29 34 0.18 72 0.37

Other cultivations (OC)"Y 2994 1545 2825 1458 2913  15.03 2801  14.45

Forest (F) 13948 71.97 13940 7193 13930 71.88 13873  71.58

Water body (W) 683 352 854 441 933 482 851 4.39

Urban/built-up U)® 58 0.30 52 0.27 71 0.37 79 0.41
Total area 19380 100 19380 100 19380 100 19380 100

" Other cultivations (OC) include all other crop/plants apart from the first five listed crops

and bare soil.

@ Water body includes both natural, like river, and man-made origins, like dam or reservoir

3) . . . . . . .
Urban/built up class includes man-made constructions like residential house, village,

airport, factory, transportation, infrastructure etc.
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Figure 2.4  Allocation for LULC type in 1992, 1996, 2001, and 2006

Table 2.5 Relative change rate” and annual change rate'® of main LULC classes in

Kanchanaburi during period 1992-2006

Agriculture
Period Forest Water  Urban
sC CA PO oC*®  Total
1992-1996  41.80 -38.76 -22.82 -3.37 -23.16 -0.06 -0.01 -9.92
Annual rate 8.36 -7.75 -4.56 -0.67 -4.63 25.18 5.04 -1.98
1996-2001 -5.38 14.60 -22.23 -1.94 -14.95 -0.07 9.24 36.52
Annual rate  -1.08 2.92 -4.45 -0.39 -2.99 -0.01 1.85 7.30
2001-2006 12.58 46.23 -6.31 2.98 55.48 -0.41 -8.81 11.53
Annual rate 2.52 9.25 -1.26 10.50 0.60 -0.08 -1.76 2.31
1992-2006 51.05 2.62 -43.76 -243 7.48 -0.54 24.71 37.15
Annual rate 3.65 0.19 -3.13 -0.17 0.53 -0.04 1.76 2.65

() Relative change rate (%) = [(Second year-First year)/First year] x 100%

@ Annual change rate (%) = Relative change (%)/time interval (year)

®) Other cultivations (OC*) include all other crop/plants apart from the first three listed.



Table 2.6 LULC change matrix between 1992 and 2006 (class level)
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LULC LULC Type (2006) Total
Type SC CV PF ET PA OA F \ §] 1992
sC 222 35 24 6 4 187 117 6 9 610
cv 40 | 48 3 21 3 160 109 1 2 388
PF 41 4 115 4 1 190 5 7 10 416
ET 3215 31 5 54 87 1 2 229
PA 1 4 0 0 29 13 8 0 0 55
oC 395 202 67 32 16 | 1365 850 39 28 2995
F 181 8 16 57 15 796 | 12626 155 14 13948
s 2 0 2 0 0 17 22 639 0 683
U 8 1 4 0 0 18 10 3 13 58
Total 2006 922 398 234 151 72 2801 13873 851 79 19380
Change 315 19 182 77 17 194 76 169 21

(km’)
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Figure 25 LULC loss/gain area during 1992-2006 for (a) forest, (b) agricultural

land, (c) energy crop (sugarcane/cassava), (d) paddy field, and (e) urban/built-up area
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Figure 2.6 LULC change pattern for forest (F), other cultivation (OC), water body

(W), and urban/built-up area (U)
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2.4.2 LULC prediction using Markov matrices

To apply Markov chain model for the prediction of future LULC pattern,
the transition probability matrix, or Markov matrix, must be derived first for chosen
pair of LULC maps in the past being used as priori information of change
characteristics. Here, the LULC maps for years 2011, 2016, and 2020 were forecasted
based on LUCC patterns found from the 2001/2006, 1996/2006, and 1992/2006 LULC
map pairs respectively. The used 1992/2006 Markov matrix is shown for example in
Table 2.8 and results of the prediction are displayed in Figure 2.8 and Table 2.9 while
change matrix between years 2006 and 2020 is described as an example in Table 2.10.
These predicted maps inform us that agricultural area should increase slightly by
0.55% from 2006 to 2020 (from 4578 to 4603 km?) while forest should decrease by
0.115% (from 13873 to 13857 km®). However, the model predicts urban/built-up area
to be 80 km” in 2020 which is comparable to the area found in 2006 of 79 km®. This
trend is very unlikely to be realistic as population growth in the 15 years (from 2006)
should induce significantly more urban/built-up area. Therefore, this unexpected result
may be the deficiency of model that has to pay great attention to.

In addition, the predicted map for years 2001 and 2006 was also generated
from the 1996/2001 map pair to examine the validity of the method employed and
results are shown in Figure 2.7 and Table 2.7. Predicted areas for most LULC class in
2001 are within £30% of the classified areas which are still not acceptable for general
use. However, the results are better for 2006 with the errors lie within about +10% of

the real value for most classes, which are more acceptable for the use.



Figure 2.7 Predicted LULC maps for (a) 2001 and (b) 2006
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Table 2.7 LULC area coverage in 2001 and 2006 (classified and predicted values)

2001 data 2006 data
I&LIJ;S Classified Predicted® RC® Classified Predicted® RC®
km? % km? % % km? % km? % %
SC 819 422 856 4.42 4.59 922 4.76 865 4.46 -6.19
()% 272 1.40 246 1.27 -9.78 398 2.05 368 1.90 -7.44
PF 250 1.29 257 1.33 3.01 234 1.21 233 1.20 -0.25
ET 158 0.81 199 1.03 25.95 151 0.78 135 0.69 -10.94
PA 34 0.18 65 0.33 87.50 72 0.37 66 0.34 -8.12
OA 2913 15.03 2752 14.20 -5.51 2801 14.45 2826 14.58 0.90
F 13930  71.88 13986  72.17 0.40 13873 71.58 13898  71.71 0.18
w 933 4.82 944 4.87 1.12 851 4.39 914 4.72 7.37
U 71 0.37 76 0.39 7.27 79 0.41 75 0.39 -4.97
Total 19380 100 19380 100 19380 100 19380 100
(O] .
Calculated from the 1992/1996 Markov matrix;
@ Calculated from the 1996/2001 Markov matrix
3

RC = [(Predicted area-Classified area)/Classified area] x 100%
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Figure 2.8 Predicted LULC maps for 2011, 2016, and 2020 based on Markov

matrices for the 2001/2006, 1996/2006, and 1992/2006 map pairs



Table 2.8 Markov matrix derived from 1992/2006 LULC map pair
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Probability of change

LULC
Type sC cv PF ET PA ocC F w U
SC 0.39 0.01 0.06 0.03 0.00 0.23 0.26 0.01 0.01
CV 0.07 0.12 0.01 0.06 0.01 0.33 0.40 0.00 0.00
PF 0.24 0.00 0.25 0.00 0.00 0.35 0.12 0.01 0.02
ET 0.12 0.02 0.01 0.18 0.02 0.21 0.43 0.00 0.00
PA 0.03 0.01 0.00 0.03 0.47 0.11 0.35 0.00 0.00
OC 0.11 0.04 0.05 0.03 0.00 0.42 0.33 0.02 0.01
F 0.03 0.01 0.01 0.01 0.00 0.13 0.78 0.03 0.00
Y 0.01 0.00 0.01 0.00 0.00 0.04 0.13 0.81 0.00
U 0.00 0.01 0.07 0.02 0.00 0.32 0.22 0.07 0.19
Table 2.9 Allocation for LULC category in 2006, 2011, 2016, 2020
LULC 2006 2011 2016 2020
Class (classified) (predicted) (predicted) (predicted)
km? % km? % km? % km? %
SC 922 4.76 788 4.07 790 4.08 804 4.15
CV 398 2.05 383 1.97 386 1.99 326 1.68
PF 234 1.21 212 1.09 214 1.10 217 1.12
ET 151 0.78 153 0.79 152 0.78 166 0.86
PA 72 0.37 106 0.55 98 0.51 94 0.49
oC 2801 14.45 2931 15.12 2930 15.12 2996 15.46
F 13873 71.58 13899 71.72 13892 71.68 13857 71.50
w 851 4.39 837 4.32 838 4.32 840 4.33
U 79 0.41 71 0.37 78 0.40 80 0.41
Total 19380 100 19380 100 19380 100 19380 100
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Table 2.10 LULC change matrix between years 2006 and 2020

- LULC 2020 Total
SsC ¢cv PF ET PA OC F w U 2006
SC 58 31 11 31 5 179 68 8 2 921
cv 26 200 0 7 3 82 67 | 0 397
PF 9 1 164 0 0 46 10 2 2 234
ET 3 3 189 4 44 3 0 3 151
PA 1 1 0o 0 55 7 7 0 0 72
oC 97 55 26 19 17 | 2223 342 17 5 2801
F 83 23 7 18 § 370 | 13292 60 11 13873
w 1 0 1 0 0 31 64 751 2 851
U 0 0 6 1 0 13 4 1 55 80
Zg;%' 806 324 217 166 94 2996 13857 840 80 19380

2.5 Conclusion

The applications of GIS and remote sensing technologies to monitor, assess, and
predict patterns of land use/land cover change have become widespread in recent
years. The availability of timely imagery from different sensors is the crucial aid in
observing extent and location of LULC both in local and global scale. GIS-based
modeling techniques can then subsequently evaluate dynamic pattern of LUCC and
identify the socio-economic and biophysical sources that are the driving force of the
observed change processes. This knowledge is necessary for the prediction of future
LULC in the area as it is needed by the used predictive models as priori information
for the evaluation.

The present investigation reports on applications of GIS tools and satellite
images to the analysis of LUCC pattern in Kanchanaburi Province, during 15-year
period from 1992-2006 and to the prediction of its future LULC for years 2011, 2016,

and 2020. From the classification of Landsat-TM and ETM+ images, it was found that
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the study area was dominated by two LULC categories, agricultural land and forest,
that aggregately covered about 95% of the total provincial area for the whole period at
the ratio of 3 (forest): 1 (agricultural land) approximately and the main urban/built-up
areas were usually located close to main rivers in the far south or in the boundary of
the river plain and they were normally surrounded by agricultural lands.

To a large extent, LULC patterns seen in Figures 2.3 and Tables 2.2-2.6 were
characterized by (1) substantial changes between forest and agricultural land (cash
crops in particular) (2) prominent changes of LULC pattern within agricultural land
(from period to period) (3) notable increase in the amount of energy crops (especially
sugar cane) and great loss of paddy fields, and (4) rapid expansion of urban areas in
expense of the agricultural area nearby (especially paddy field).

Markov chain and CA-Markov models provided data of area prediction and
predicted LULC maps in year 2011, 2016, and 2020 (Table 2.9 and Figure 2.8) which
inform us that the agricultural land should slightly increase and forest area slightly
decrease from 2006 to 2020. However, the forecast of urban/built-up area is still not
credible and it is regarded as being deficiency of the used models. To better predict
future urban/built up area, some other model is needed.

In general, the MC and CA-Markov models have shown capabilities of
descriptive power and simple trend projection of LUCC, regardless of weather or not
the trend actually persists. This kind of analysis can serve as an indicator of the
direction and magnitude of LULC changes in the future as well as a quantitative
description of changes found in the past. However, there are still several limitations of
the models in the LUCC applications. For examples, these models are still difficult to

accommodate high-order effects (e.g. second-order). Also, the influence of exogenous
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and endogenous factors to the transitioning process cannot be incorporated into the
models explicitly so that the LUCC characteristics can be understood logically. In
addition, the assumption of time-independent transition rules is not always true in
reality as there are several driving factor involved along each evolution process that
could make the rules differ from time to time, especially in the area where rapid
changes suddenly occur. Therefore, the models should be used with proper caution and
their limitations must be recognized by users on the interpretation of the results.
Knowledge of past and future LUCC pattern for Kanchanaburi Province
described in this work is useful for decision makers, such as government agencies or
local authorities, in planning more effective and sustainable use of land in the area,
and also in the protection of natural resources that are vulnerable to human activities at

present and in the future.
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CHAPTER Il

ANALYSIS OF INFLUENCING FACTORS FOR

TEMPORAL AGRICULTURAL LAND USE CHANGE

3.1 Abstract

This work aims to determine crucial factors that influence agricultural land use
change in Kanchanaburi Province during period of 1992-2006 based on results of the
stepwise regression analysis. Several potential factors were included in the regression
analysis that can be divided into four broad categories: biophysical, socio-economic,
policy, and technology. Information about area coverage of the agricultural land was
extracted from the classified LULC maps of the province in years 1992, 1996, 2001,
and 2006. These maps were developed from the Landsat TM/ETM+ images taken in
those years. The observed agricultural land use changes during the 1992-2006 period
and three sub-periods (1992-1996, 1996-2001, 2001-2006) were investigated and the
regression results indicated that different groups of initial factors were responsible for
producing those changes with fairly high correlation levels achieved. In general, the
climatic factors (temperature in particular) were identified as being most important
influencing factors of agricultural land use change found in the study area.

KEYWORDS: agricultural land use change, regression analysis
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3.2 Introduction

In recent decades, rapid changes of land use/land cover (LULC) characteristics
have been evidenced globally both due to the natural processes like natural disasters,
or more significantly, by human activities (Houghton, 1994; Meyer and Turner, 1996;
Lambin et al., 2007). These changes could have profound impact on the bio-physical
states of the earth’s natural environment and also on the sustainable use of land by
humans (Matson et al., 1997; Turner et al., 1997). As a result, researches in the field of
land use and land cover changes (LUCC) are having great interest at present in both
local and global scales, especially in the areas where significant changes normally
occur (Turner and Meyer, 1991; Meyer and Turner, 1994). Two main issues related to
LUCC study frequently found in the literature nowadays are urban growth (and its
impacts or consequences) (Erna et al., 2001; Weng, 2002; Yang, 2002; Pauleit et al.,
2005; Xiao et al., 2006) and the critical degradation of natural resource and ecosystem
(e.g., forest loss, air/soil/water pollution, or climate change) resulting from LUCC
(Turner and Corlett, 1996; Luque, 2000; Steininger et al., 2001; Chen et al., 2001;
Guatan et al., 2003; Armsworth et al., 2004; Kilic et al., 2004; Echeverria et al., 2006;
Kupfer, 2006; Pichancourt et al., 2006; Mutsushita et al., 2006).

One of the main issues related to LUCC study at present is to identify major
driving forces behind LULC change pattern observed in the interested area (mostly
extracted from set of multi-temporal classified satellite images or aerial photographs).
This knowledge is necessary for the understanding of change mechanism undergone in
the area and also for the projection on future scenarios of the LULC pattern that are
likely to happen (Riebsame et al., 1994). Normally, the important driving factors of

LULC changes at any particular area can be divided into 2 broad categories which are
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(1) bio-physical parameters, like topography, climate elements, land quality, natural
environment, and (2) socio-economic parameters, like population, household income,
education, land tenure, labor force, GDP, state policy, infrastructures or agricultural
technology. These influencing factors are sometimes considerably remote in space or
in time from the observed changes, especially ones involved state’s policy changes or
macro-economic transformations which are usually difficult to anticipate. This makes
the identification of the responsible driving factors for LULC changes discovered in a
given area more complicated and the true LUCC mechanism more difficult to assess.

Several studies have achieved a good projection of likely patterns of future
LULC changes, based on multivariate models representing the interaction between the
natural and cultural landscape variables that are controlling these factors. Such spatial
statistical models attempt to identify explicitly causes of the observed LULC changes
using multivariate analyses of some possible exogenous contributions to empirically-
derived amount of the change (mainly urban growth and agricultural land reduction).
Multiple linear regression and logistic regression techniques are generally applied to
achieve this purpose as they can derive a statistical equation for making quantitative
determinations of the potential driving factors of the interested LULC changes.

For examples, Lopez et al. (2001) used simple linear regression model to find
relationship between classified urban area and population growth in Morelia city,
Mexico. They found that urban area was increased in linear fashion with population
growth in which the correlation level (R?) of 0.93 was achieved. Xie et al. (2005) also
used regression technique (multiple stepwise) to identify influencing factors of paddy
field conversions (to other LULC types) in Wuxian City, China during the 1990-2000

period. Results of their work indicated that urban construction, total income of rural
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economy and agricultural population shift are three strongest factors affecting rapid
paddy field conversions. In addition, the farmland protection policy established during
that period also had moderate effect on the observed paddy field conversion.

Wu et al. (2006) examined pattern of LULC change during 1986-2001 period in
Beijing, China, using LULC maps derived from Landsat-TM satellite images taken in
years 1986, 1991, 1996, and 2001. From the temporal variation of urban area found,
they applied multiple linear regression technique to identify favor factors influencing
this change and concluded that the non-agriculture population, per capita income of
urban areas and per capita income of rural areas were most related to the observed
change in the area. Bin et al. (2006) also investigate pattern of LULC changes during
years 1988-2001 in Xiamen City, China, using multi-temporal Landsat-TM images. In
this work, factors influencing observed cropland reduction were also evaluated using
linear regression technique. They concluded that this cropland loss was mainly driven
by the population growth, present agricultural productions, level of affluence of the
farming populations, and production technology. Long et al. (2006) reported that
population growth, industrialization, urbanization, and economic reform measures are
major driving forces in LULC change of Kunshan City in Jiangsu Province, China.

In Thailand, Wannasai and Shrestha (2008) had investigated roles of the land
tenure security and farm household characteristics on land use change found in the
Prasae Watershed, eastern Thailand during 1982-2004, using GIS and farm-level data.
The study revealed that factors like land tenure security, demand for land registration,
and land resource availability are main responsible elements for changes in land use of
the studied area. Also, Fox and Vogler (2005) discovered that national land tenure

policies and market pressure are two key driving forces that shape land-use systems in
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mountainous areas of upper-northern Thailand. Recently, Wongsaichue (2006) and
Wongsaichue et al. (2006b; 2007; 2008) had examined influences of population and
household on the LULC changes found in Nang Rong District, northeastern Thailand,
using classified satellite data integrating with social survey data. The analyses were
utilized by multiple logistic regression algorithms. Results of the studies indicated that
the out-migration events have positive influence on the LULC change because they
typically induce less crop cultivation conducted by the household. As a result, decline
in household cultivations, in turn, leads to a change in LULC of the parcels. Table 3.1
presents brief details of some interesting works regarding to the relationship between

LULC changes and their responsible driving factors.

3.3 Research Objective

Main aim of this study is to identify influencing factors that are responsible for
the observed spatial variation of agricultural area in Kanchanaburi Province during
periods 1992-1996, 1996-2001, 2001-2006, and 1992-2006 using multiple stepwise
regression technique based on integrated data of several input bio-physical and socio-
economic factors collected during each defined period. This kind of research is useful
to explore complex interactions between the underlain LULC changing processes and
their associated bio-physical and socio-economic transformation which is still lack in

most researches found in the literature.
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Table 3.1 Examples of reports regarding to relationship between LULC changes and

their associated driving factors

Report (Method)

Y (Dependent)

X (Independent)

IGBP-Thailand (1997)
(Logistic regression)

Serneels/Lambin (2001)
(Logistic regression)

Miiller/Zeller (2002)
(Logistic regression)

Tanrivermis (2003)
(Linear regression)

McConnell et al. (2004)
(Logistic regression)

Xie et al. (2005)

(Logistic regression)

Wongsaichue (2006)
(Logistic regression)

Temporal change
of patch area

Agriculture and

rangeland changes

(1975-1995)

Agriculture and
forest changes
(1992-2000)

Agricultural land
use change

Conversion of
forest to
agricultural land
(1957-2000)

Paddy field
conversion
(1990-2000)

Agricultural
changes
(1994-2000)

Socio-economic: population, crop
production, education,

Proximities: distance to roads
Technology: electricity/TV availability,
number of tractors

Bio-physical: altitude, climate,
suitability for agriculture
Socio-economic: land tenure,
population density

Proximities: distance to roads, to towns,
to city center, to water resources

Bio-physical data: rainfall, soil types,
elevation, slope values

Socio-economic: ethic minority,
population data

Proximities: distance to district center,
to roads

Technology: number of reservoirs
Policy: investment from external sources

Bio-physical: trend of LULC change
Socio-economic: market price of
agricultural products, population density

Bio-physical: elevation, slope,
Socio-economic: population density
Proximities: distance to village center, to
forest

Socio-economic: total income of rural
economy, urban construction, rural
construction, gross domestic product
value, agricultural population,
agricultural products, non-agricultural
population, total tax value, total value
of industrial asset

Socio-economic: population density,
labors number, electricity consumption,
land tenure

Technology: agricultural machine
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3.4 Materials and Methods

According to the purpose of this study described earlier, there are three main
working steps to be carried out to achieve this goal which are (1) acquire area data of
agricultural land (at Sub-district or Tambon level) in years 1992, 1996, 2001, and 2006
from the classified Landsat-TM images taken during these years. Amount of changes
in these data (for each period) are served as an dependent variable in the regression
analysis, (2) generate geographic maps of the proposed influencing factors for each
period to be used as independent factors in the analysis, (3) finding suitable regression
equations for explaining the observed changes of agricultural land in each in relation
to the variation of some selected factors based on the correlation coefficient achieved.
In step 1, Envi 4.2 and Erdas 9.0 program were applied for operating the 4 class LULC
classification while in step 2, ArcGIS 9.2 program was used to produces the required
factor maps. And in step 3, the Microsoft Excel and SPSS 15.0 were employed to
manipulate the data and run the necessary regression analysis for each defined period.
Work flowchart of the whole procedure is presented in Figure 3.1.

3.4.1 Preparation of LULC maps

In order to quantify changes in amount of agricultural area during each
defined period, LULC maps of Kanchanaburi in 1992, 1996, 2001, and 2006 were
formulated from the classified Landsat-TM images (spatial resolution 25 m) taken in
these years. These images were mostly recorded in winter period (November-
February) because it has less amount of cloud cover and most economic crops are
normally still visible to the instruments. There are five LULC classes identified in
each created map which are agricultural land, forest, urban/built-up area, water body

and miscellaneous based on the hybrid classification scheme (Isodata/Maximum
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likelihood) (Figure 3.2). From the maps, amount of agricultural land at each sub-
district (or Tambon) can be determined in according with its located boundary and the
results are shown in Appendix B (93 of them in total). Variation in amount of the
agricultural land during each chosen period is needed as being dependent variable in
the regression analysis. Total changes in the area coverage of all LULC types are

described in Table 3.3.

Driving Factors

Landsat-TM/ETM+ imagery
92 | 96 | o1 | 06

v v ! v

Bio-physical Socio-economic Policy Technology
Classified LULC map | | | |

Topograph Population Land reform Tractor
92 96 | ol |06 POBTAPTY P

Water resources Education Land owner Electricity

Climate Economic

Agricultural land use change

92-96 ‘ 96-01 ‘ 01-06 ‘ 92-06 v
Step-wise regression analysis

A 4

Optimum regression equation for 1992-1996,
1996-2001, 2001-2006, and 1992-2006

Figure 3.1 Work flowchart of the study

3.4.2 Selection and preparation of the factor maps
In theory, the conversion from other LULC type to agriculture is the result
of human decision-making processes where two types of agriculture are present: (1)

the large-scale mechanized agriculture (or intensive farming) and (2) the small-holder
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farming (or household farming) (Sernells and Lambin, 2001). In generally, farm size is
key factor that governs farmers’ decision where smallholders tend to allocate more
land to the consumption crops (to achieve food security) while large holders tend to
allocate more land to produce commodity crops for the market.

Expansion of the large-scale agriculture is normally driven by land
suitability and economic factors, such as market price and input cost, accessibility to
the market (Brush and Turner, 1987). However, expansion of small-scale agriculture is
typically driven by different factors, such as changes in demography, especially ones
caused by amount of in or out migration and population growth (Entwisle et al., 1998;
Vanwey, 2003; Wongsaichue et al., 2007; 2008), land ownership status (Miyacuni,
1999; Mottet et al., 2006; Wannasai and Shrestha, 2008) and socio-economic factors
like education and social services (Miiller and Zeller, 2002; Bernetti et al., 2006).

As both kinds of the agricultural system are found in the study area,
therefore, several factors that may have influences on their area variation were
included in the regression analysis. These can be divided into four main categories: (1)
bio-physical, (2) socio-economic, (3) agriculture-related policy, and (4) agricultural
technology. More detail about type, source and input format of all these factors are
listed in Table 3.2. In general, three main sources of the used input data are created
LULC maps, GIS-based maps developed from data provided from the responsible
agencies, and the socio-economic information extracted from village’s status database

(NRD2C) collected in 1992, 1996, 2001, and 2006.
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Table 3.2 Factors used in the regression analysis (considered at sub-district level)

Dependent Variable Unit Input value Source
format
1. Changing amount of agricultural land rai(z) relative LULC map
(AA) (Landsat TM)
Independent Variables
1. Biophysical data
1.1 Water resources data
1.1.1 number of well (WELL) number relative NRDZC(B)
1.1.2 distance from river (DRIVER) km. absolute LULC map
1.1.3 distance to water body km. absolute
(DWATER)
1.2 Topography
1.2.1 slope (SLP) degree absolute DEM(30m
1.2.1 elevation (ELV) m absolute interval)
1.3 Climate DEM(30m
1.3.1 mean annual rainfall (RAIN) mm relative interval)
1.3.2 mean annual temperature oC relative
(TEMP) relative Meteorological
1.3.3 mean annual humidity (HUMID)  hercent Department
(point
interpolation)
2. Socio-economic data
2.1 Population
2.1.1 population density (POPD) number/km. relative NRD2C, DOPA
2.2 Education
2.2.1 education level (EDU) number/level  relative NRD2C
2.3 Economical data
2.3.1 product price per rai (PPR) bath/rai relative NRD2C
(rice/crop) absolute
2.3.2 distance to CBD (DCBD) km. absolute GPS, Field survey
2.3.3 distance from main road km. GIS data based
(DROAD) (Road layer)
3. Policy
3.1 agricultural land reform area rai Relative Land Reform
(ALRO4-01) Office
3.2 land ownership (LOWN) rai relative
NRD2C
4. Technology
4.1number of home tractor (ETAN) number relative NRD2C
4.2 number of small tractors (STRACT) number relative NRD2C
4.3 number of big tractors (BTRACT) number relative NRD2C
4.4 electricity availability (household) number relative NRD2C

(ELEC)

(1) Relative value for each considered period is used for the dynamic factors and given by relation:
value2 (last year) — valuel (first year). But the absolute value is used for the static input factors assumed

to be constant through out the entire period.
2
(2) 1 rai = 1/625 km

(3) NRD2C is village’s status database assembled every two years nationwide by the Thai government.
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Bio-physical data

There were three groups of bio-physical data (nine types in total) used in
the analysis: (1) Water resources data (number of wells, distance from river, distance
to water body), (2) Topographical data (slope and elevation), and (3) Climatic data
(rainfall, temperature, humidity). Water resources (both located underground and on
surface) are crucial factors that determine the productivity level of farming in local
Thailand, especially for paddy and other water-demanding crops. Therefore, areas
situated close to water resources are more likely to be used for agriculture than those
situated further away (Wongsaichue, 2006). Geographical data (elevation and slope in
particular) are also regarded as key parameters in the analysis of the agricultural land-
use change. Normally, crop cultivation is less feasible in highly-elevated land due to
limit of land and water resources, difficult to access terrain, and also considerably low
temperature all year round (Miiller and Zeller, 2002).

Cultivation is also difficult in sloped area due to its steep terrain,
structural instability, and possibly high rate of soil erosion; therefore, slope generally
inhibits the expansion of agricultural boundary (having negative influence). As a
result, it is usually included in most researches that intend to identify influencing
factor of the interested agricultural land-use change, especially ones conducted in
mountain areas (e.g. Chen et al., 2001; Messing et al., 2003; Zhang et al., 2004; Fu et
al., 2006; Mottet et al., 2006; Huang and Kai, 2007; Ningal et al., 2008). Though,
slope is typically regarded as being an obstruction to agricultural expansion, however,
if the availability of suitable land resources is limited, the expansion of agricultural
activity into sloped area is sometimes necessary. In this situation, slope could have

positive impact on growth of agricultural land also.
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Climate variation (especially in amount of rainfall and temperature) is
usually accepted as being critical factor in the study of agricultural land-use change
because most productive farming needs specific temperature levels and sufficient
amount of rainfall for plants to grow effectively, especially during the growing state.
Integration between temperature and rainfall characteristics of the area, one can produce
map of the agro-climatic zones that represents the potential agricultural suitability of that
area for planting some interested crops, under the rainfall and temperature constraint. An
increase in annual amount of rainfall is then, in general, believed to have positive impact
on crop cultivation, especially in the rainfed agricultural area where irrigation services
are not available (Serneels and Lambin, 2001).

Socio-economic data

There were three groups of socio-economic data (five types in total)
included in this analysis: (1) Population (population density), (2) Education (education
level), and (3) Economical data (product price per rai, distance to the CBD, distance
from main road). Theories explaining agricultural change in association with
population density are principally focused around two crucial factors: population
pressure and market price incentives (Ali, 2007). According to Boserup (1965),
increase in the population density creates the conditions for agricultural intensification
that would prevent food shortage. This could result in greater agricultural productivity,
rising agricultural standards, and reversal of environmental degradation (Tiffen et al.,
1994). However, this conclusion is still much debated and those opposed claim that
rapid population growth should lead to the poverty and environmental destruction
instead. Specific problems identified include land scarcity, reduction of fertile crop

land, deforestation, and production on land unsuited to agriculture (Blaikie and
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Brookfield, 1987; Blaikie, 1989; Cleaver and Schreiber, 1992).

In other aspect, Schultz (1964) proposed the commodity demand theory
which asserts that growing market price of commodity crops induces farmers to
increase the frequency and cultivating area of those crops. More commodity
production, in turn, increases farm income which can compensate economic loss
incurred from falling market price of consumption crops; improve socio-economic
well being of the family; and improve soil quality through crop rotations (Laney,
2002). In reality, most farmers make their decision based on judgment derived from
both factors. Therefore, when considering both positive and negative impacts of the
population growth and market forces, it becomes apparent that both population growth
and market incentives (e.g. input cost, product price, accessibility to market) are great
influencing forces behind agricultural intensification and rural development (Verburg
et al., 1999; Pfeffer et al., 2005; Wongsaichue et al., 2006; Ali, 2007; Ningal et al.,
2008; Wu et al., 2009).

At longer timescale, variation of population density may have a large
impact on land use as it can relate directly to the development of household and
amount of labor force availability at household level. In several studies (e.g.
Wongsaichue, 2006; Wongsaichue et al., 2006; 2007; 2008), it was discovered that
land availability and population density (agricultural labor force in particular) are
closely related. If land resource is limited for the household, the excess labor forces
will be usually pressured to migrate into town to find new available job in a non-
agricultural factor. The out-migration events normally have negative influence on the
agricultural land-use change because they typically induce less crop cultivation by the

household, which in turn, a decline in household cultivations and land use change.
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In case of education, it is believed that farmers with better access to
education should be expected to use land more intensively and adopt new technologies
earlier, thus saving agricultural land to achieve a given income or farm output. As a
result, higher education should lead to greater farm productivity and to less demand in
land resources by farmers. However, there is also some empirical evidence showing
that educated households might engage more in land clearing (Pichon, 1997).

Agriculture-related policy

In general, state policies regarding to the promotion of agricultural
activities, e.g. tax rates, interest rates, granting more secure land tenure to farmers,
price/cost subsidies, introduction to technology, and initiating more market and credit
access, have direct impact on the decision making by farmer and can determine pattern
of agricultural land use found in a particular area (Braimoh, 2009).

There were two kinds of the agricultural-related policy examined in this
work which are agricultural land reform area, in which farmers are granted right to
occupy and use land for agricultural activities, and land ownership. Both factors are
regarded as an important determinant in the farmers’ decision-making process about
land use. It is normally accepted that secured land ownership for responsible farmers
leads to more confidence in the investment and efficient use of land resources whereas
lack of secured land right potentially lead to expansion of agriculture activity into
forested area and the degradation of land resources (Onchan and Feder, 1985; Feder et
al., 1986; Miyakuni, 1999; Wannasai and Shrestha, 2008).

Agricultural technology

Technologies developed for agricultural productions like chemicals,

fertilizers, plough machine (e.g. tractor), harvesting machines, or irrigating tools are
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important factors dictating trend of the agricultural land-use change. The role of
technology in agricultural change can be described in two ways. Treated exogenously,
an improved technology reduces the severity of environmental constraints and induces
agricultural growth. Viewed endogenously, it allows more frequent cultivation and
increases crop yield (Grigg, 1982; 1992). However, excessive use of the technology
may lead to the degradation of natural environment such as soil or water quality (Ali,
2004; 2007). In addition, agricultural technology potentially encourages greater
deforestation to serve the need of more fertile agricultural land (Lambin et al., 2003).
Also, the introduction of new technology to crop farming system may result in more
excessive labor force left in the agricultural section that eventually causes the out-
migration consequences.

In this study, four factors related to the agricultural technology in
Thailand were included in the analysis, which are number of home tractor (or “Etan”),
number of small tractors, number of big tractors, and electricity availability (to
household).

3.4.3 Regression analysis

To identify driving factors which should be responsible for observed
changes in amount of the agricultural area (at sub-district level) during each period,
the multiple linear regression technique was applied to quantify proper relationship
between these changes and their associated driving factors. The gained results are
described in form of multiple linear regression equation (for each relevant period) as
follow:

Y = Bo +B1X1+ BzXz +... 7t Ban (31)

where Y is the amount of change in agricultural land (increase/decrease/no-change) at
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each involved sub-district (dependent variable), Xj is the input value of factor i (in its

respective format) used in the analysis (independent variable), By is a constant of the

regression and [ is the regression coefficient of factor 1 used in the analysis.

In the regression analysis, the stepwise algorithm was used to identify
groups of independent variables (driving factors) that are highly correlated (in term of
the R” value) to spatial variation of considered dependent variable (change in amount
of the agricultural land). In this method, the suitable regression equation will be
developed step by step where some independent variable is added (or deleted) from the
required equation to achieve the greatest R? value possible at each step. Main outputs
of the analysis (for each specified period) are tables describing sets of chosen variables
(or predictors) that give relatively high correlation between dependent and
independent parameters used as input data in the analysis along with the regression
coefficients for each related independent variables as presented in Appendix Bl.
Resulted data given in these tables can be used to formulate the suitable regression
equation needed for the explanation of agricultural land-use change at each interested
period. More complete detail on the use of regression method is given in
Wanichbuncha (2003).

In addition, the multi-collinearity, or tolerance statistics, for each used
factor was also examined to avoid any problem arising from the highly correlation
between selected factors. This tolerance value is defined as T = l—Ri2 for the regression
of that variable on all the other independents, ignoring the dependent. When tolerance
is low (e.g. close to zero), this means that the multi-collinearity of that variable with

other independents is high and the constant By and regression coefficient 3; will be
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unstable. (Pongwichai, 2000). As a result, parameters with low tolerance values were

excluded from the analysis to make the obtained results more credible.

3.5 Results and Discussion

3.5.1 Assessment of agricultural land use change

To investigate temporal change in amount of agricultural area during
period of 1992-2006, the classified LULC maps of Kanchanaburi Province in years
1992, 1996, 2001, and 2006 were produced as displayed in Figure 3.2 in which five
LULC classes were identified which are agricultural land, forest, urban/built-up area,
water body and miscellaneous. In general, the most dominant LULC categories found
were forest and agricultural land that aggregately covered about 95% of the total area
at the ratio of 3 (forest) :1 (agricultural land) approximately (Table 3.3) for the whole
period. Forests were mostly found in the upper part of the province (mainly
mountainous area) where agricultural lands were mostly found in the flat areas of the
south and along the river valleys. Main urban/built-up areas were usually situated
close to main rivers in the far south and they were normally surrounded by agricultural
lands.

Data of the area coverage for all classified LULC types seen in Figure 3.2
are given in Table 3.3 and changes statistics are given in Table 3.4. The data indicate
that during this 15-year period, the total forest area has decreased steadily about 0.39%
(of the total area), from 71.97% in 1992 to 71.58% in 2006, whereas the agricultural
land has decreased by 0.79%, from 24.21% in 1992 to 23.62% in 2006, or at the
average of about 0.05% annually. These data make the relative loss of entire forest

area of about 0.54%, or at the average of 0.036% of its original area annually, and the
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relative loss of agricultural land become 2.41% for the whole period, or 0.16%
annually.

From the LULC output maps, amount of agricultural land at each sub-
district can be determined in according with its identified boundary and the results are

shown in Appendix B1 (93 of them in total).

Table 3.3 LULC area allocation in 1992, 1996, 2001, and 2006

1992 1996 2001 2006
LULC Type 5 3 3 3
km % km % km % km %
Agriculture (A) 4691 24.21 4533 23.39 4445 2294 4578 23.62
Forest (F) 13948  71.97 13940 7193 13930 71.88 13873 71.58
Water body (W) 683 3.52 854 4.41 933 4.82 851 4.39

Urban/built-up (U) 58 0.30 52 0.27 71 0.51 79 0.41

Total area 19380 100 19380 100 19380 100 19380 100

Table 3.4 Relative change rate" and annual change rate® of the main LULC types

in Kanchanaburi during period 1992-2006

Period Agriculture Forest Water Urban
1992-1996 -3.37 -0.06 25.04 -10.34
Annual Rate 0.67 20.01 5.01 -2.07
1996-2001 -1.94 -0.07 9.25 36.54
Annual Rate -0.39 -0.01 1.85 7.31
2001-2006 291 -0.41 -8.79 11.27
Annual Rate 0.58 20.08 -1.76 1.88
1992-2006 241 -0.54 24.60 36.21
Annual Rate 0.17 -0.04 1.76 2.59

© Relative change rate (%) = [(Second year-First year)/First year] x 100%

@ Annual change rate (%) = Relative change (%)/time interval (year)
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Figure 3.2 Classified LULC maps of Kanchanaburi in (a) 1992, (b) 1996, (c) 2001,

and (d) 2006



Table 3.5 Optimum regression equation for each relevant period
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Period Optimum regression equation (using stepwise algorithm)
1992/1996  AAgy/96 =2.631 +2.119(SLP) — 0.278(POPD) + 0.001(PPR) +
0.092(ELEC)
Predictors: slope, population density, product price, electrical availability
1996/2001  AAgg /1 = 74.536 —2.519(SLP) + 0.094(RAIN) + 345.03(TEMP)
—0.008(DROAD) — 0.004(STRACT)
Predictors: slope, annual rainfall, annual temperature, distance from main
road, number of small tractors
2001/2006  AAg1/06 =—59.385 — 1.79(SLP) — 0.113(RAIN) + 357.329(TEMP)
+0.225(POPD)
Predictors: slope, annual rainfall, annual temperature, population density
1992/2006

AA9/06 = 89.509 — 0.223(ELV) — 0.11(RAIN) + 353.201(TEMP)
— 0.002(DCBD)+0.089(LOWN)

Predictors: elevation, annual rainfall, annual temperature, distance from city

center, land ownership

Table 3.6 Related statistics values for the equations seen in Table 3.5

Period R® Adjusted R®  Std. error
1992-1996  0.736 0.703 30.55759

1996-2001  0.978 0.976 158.54866
2001-2006  0.985 0.984 129.68499
1992-2006  0.988 0.988 113.08444

Note: See meaning of the statistical parameters shown in the table in Appendix C and

all results were achieved at P < 0.001 and o = 0.5.
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3.5.2 Regression analysis

From knowledge about changing area cover of the classified agricultural
area (at sub-district level) during each needed period, the regression analysis was
operated using the stepwise algorithm (as described in Section 3.4.3) where all the
proposed influencing factors (in their respective format for each referred period) were
initially input as initial independent variables. As a result, the optimum regression
equation associated to the agricultural land-use change for each period (one with
highest value of R?) was identified and results for all chosen periods are given in
Tables 3.5 and 3.6 and also in Appendix C for more complete detail.

Table 3.5 indicates that the optimum regression equation for each
specified period can establish relationship between dependent variable (AA) and its
associated independent variables (driving factors) with notably high value of
correlation level (with R* > 0.95 in all cases except in case of the 1992-1996 period).
However, factors that are responsible for making these high values of correlation level
(as seen in each equation) are significantly different at each considered period. This
indicates that the mechanism influencing changes in agricultural land in Kanchanaburi
is different for different studied period.

Period 1992-1996

For period 1992-1996, the significant driving factors of the observed
changes (identified from the regression equation seen in Table 3.4) are slope,
population density, product price, and electrical availability. Based on values of the
standardized coefficient for the analysis (given in Appendix C), electrical availability

and slope are the two most important driving factors identified in this period.
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Among these factors, only population density that has negative influence
on the observed change (or oppose to agricultural expansion) but the rest have positive
influence (or support agricultural expansion). In general, increasing population means
more accommodation, or infrastructure, needed that could result in the expansion of
urban/built-up area in expense of the agricultural land located nearby. If this urban
expansion outweighs the agricultural expansion then population growth can generate
negative impact on agricultural land use. In addition, population growth alone does not
guarantee the linear increase of labor force for the agricultural section due to the effect
of out-migration phenomena occurring in the area.

As mentioned earlier, sloped area is usually considered as being an
obstruction to the agricultural expansion but if the agricultural land resource is limited
(e.g. in mountainous region) the expansion of agricultural activity into rather sloped
area is sometimes necessary. Regarding to this situation, slope could have positive
impact on agricultural expansion also. Typically, household electricity is not related
directly to agricultural activity operated by that household, but it normally helps to
improve the living standard of local farmers and could indirectly assist some
improving farming technology initiated by the farmers like irrigation-related facilities.
Strong correlation found between electricity availability and agricultural land use
change indicates that the economic development and agricultural modernization had
profound influence in the study area at this period (Bin et al., 2006).

About product price, it normally has positive impact on agricultural land
use as most farmers tend to grow any crops that could benefit them most (if land
quality is supported). If market prices of agricultural product increase, they can initiate

notable increase of the agricultural area as a consequence. For Kanchanaburi, its two
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main economic crops (apart from paddy) are cassava and sugarcane whose growing
areas can vary considerably year-by-year in according with the market prices of the
Crops.

Period 1996-2001

For period 1996-2001, the five significant driving factors being identified
are slope, annual rainfall, annual temperature, distance from the main road and number
of small tractors but only two climatic factors (temperature and rainfall) that generate
positive impact on agricultural land-use change during this period while other factors
have negative impact. Temperature and rainfall are also regarded as being the most
influencing factors during this period.

Climate variation is usually accepted as key factor in the study of
agricultural land-use change because most productive farming needs specific
temperature levels and sufficient amount of rainfall to grow plants effectively. Apart
from the climatic factors mentioned earlier; slope, distance from the main road and
number of small tractors also have impact on the observed changes in negative
manner. In general, slope is one of the key geographical factors that determine pattern
of LULC changes; as a result, it is normally included in most studies related to this
issue especially ones that were conducted in the mountain area like in the upper part of
Kanchanaburi.

Distance from main road could be related directly to the accessibility level
of any particular parcel of land and it can lead to the greater likelihood of that land to
be converted into some other land use type, especially from agriculture to urban/built-
up area or from forest to agricultural land. As a result, it has been included in several

works as being main causative factor of the observed land use changes, e.g. Verburg
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et al. (1999); Serneels and Lambin (2001), Miiller and Zeller (2002), and
Wongsaichue et al. (2008). The negative correlation seen suggests that road closeness
potentially induce loss of the agricultural land during this period.

About the small tractors, they are mostly used to support farming activity
at small-scale (or household) level not for the large-scale (or intensive) farming like
big tractors. Therefore, they can not potentially induce great expansion of the
agricultural area like big tractors do. However, the wide-spread used of small tractors
may lead to the considerably reduction of labor force needed in the agricultural
system. This can have negative impacts on agricultural production by reducing labor
force availability and lowering the demand of new farming land that can eventually
lead to the decrease in amount of active agricultural land instead. From the study of
Wongsaichue et al. (2008) in Nangrong District, northeast Thailand, they had
discovered that number of agricultural machine in a household does not have much
impact on the agricultural land-use change observed in their study area. Also, in this
study, the number of small tractors has provided some negative impact on agricultural
land use in Kanchanaburi Province during this considered period.

Period 2001-2006

For this period, the four identified responsible driving factors are slope,
annual rainfall, annual temperature, and population density. Like the 1996-2001
period, only temperature data that has significantly high influence on agricultural land-
use change while other factors have relatively small influence. However, unlike in the
1992-1996 period, population density in this period has positive impact on the
changing amount of agricultural land. This indicates the higher demand in agricultural

land as a result of the population growth (or due to population pressure).
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Period 1992-2006

From Tables 3.3 and 3.4, during this 15-year period, the agricultural land
has increased about 16.6% from its original value in 1992 and the identified
influencing factors for this considerably gain are elevation, annual rainfall, annual
temperature, distance from city center, and land ownership. Among these, the most
important ones are annual temperature and distance from city center whereas only
temperature and land ownership that have positive influences on the expanding of
agricultural land. This means farmers tend to do more farming if their land ownership
is secured.

Distance to city center is important for the analysis because it informs
level of accessibility to potential market of agricultural products and to political center
of the study area. Therefore, it is typically regarded as being crucial explanatory
variable for the understanding of land-use change process in many researches, e.g.,
Verburg et al. (1999), Serneels and Lambin (2001), Miiller and Zeller (2002),
Wongsaichue et al. (2008), and Braimoh (2009). In general, agriculture is less
attractive for land situated closer to city center due to higher price of land rent, or land
value, and greater chance to use it for other activities that are more profitable (mostly
for commercial purposes). As a result, proximity of land location to the city center is
key variable normally used to determine likelihood of the agricultural land use change.
The further distance from city center implies the less chance of the land to have

agricultural land-use change.



77

3.6 Conclusion

The main objective of this work is to identify associated parameters which are
responsible for the observed agricultural land-use change in Kanchanaburi Province
during the 1992-2006 periods. In the analysis, several potential factors were taken into
account for the variation in amount of agricultural land during this 15-year time span
(Table 3.2). Based on the classified LULC maps and data for years 1992, 1996, 2001,
and 2006 derived from the corresponding Landsat-TM data (Figure 3.2 and Tables 3.3
and 3.4), we found that area coverage of the agricultural land has been continuously
increased by about 16.54% during this studied period (mostly on the expense of close
forest land). Output results given by the stepwise regression technique (Table 3.5 and
3.6) indicate different group of driving factors which are responsible for the observed
changes in the amount of agricultural land (at sub-district level) during each specified
sub-period (1992-1996, 1996-2001, 2001-2006) and the whole period (1992-2006).

In general, climatic factors (temperature and rainfall) were being identified as
the most dominant influencing factors of the changes. Other bio-physical parameters
like elevation and slope; socio-economic parameters like population density, product
price, distance to CBD, and distance from main road; policy-related parameter like
land ownership; and agricultural technologies like electrical availability and number of
small tractors, are also having some influence (through relatively small) (Table 3.5 and
appendix B). Results of the study indicate that long-term variation (of agricultural land
use area) during the whole 15-year period (1992-2006) was influenced mainly by
elevation, annual rainfall, annual temperature, distance from CBD and land ownership

characteristics of the study area.
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The stepwise regression technique may be proved in this study to be capable of
identifying driving factors that influence observed agricultural land-use change in
Kanchanaburi during each specified period regarding to its high correlation level (R?)
obtained (Table 3.6). The output results allow us to better understand which spatial
determinants prevail to explain the spatial distribution of different changes in amount
of agricultural land. However, it is still difficult to distinguish between correlation and
causality. For example, slope and population density have been shown to have both
negative and positive influence on the observed changes (for different period) but it is
difficult to tell that which mechanism links both parameters to agricultural expansion
in each situation. To remedy this deficiency, different LUCC models (process-based in
particular) are thus required to give more information about the actual mechanisms

that are responsible for the observed land-use changes found in our study.
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CHAPTER IV

LAND SUITABILITY ASSESSMENT FOR SUGARCANE

AND CASSAVA CULTIVATION

4.1 Abstract

The main objective of this study is to evaluate land suitability for cultivating
important energy economic crops, which are sugarcane and cassava, in Kanchanaburi
Province, western Thailand. To achieve this goal, the Multi-Criteria Decision Making
(MCDM) integrated with 1976 FAO Framework for crop plantation were used to
assess suitable areas for growing the crops. Several biological and economical factors
involved in the analysis were selected based on the FAO Framework description and
experts’ opinions, and their data were kept and displayed as individual and combined
GIS layers for the use. Each factor had been given weight and score, which represent
its relative importance in the suitability analysis by using the Analytic Hierarchical
Process (AHP) method which is one of the widely used techniques of MCDM. Land
suitability map for each selected crop were produced based on the linear combination
in factor weight and class weight (rating) of each factor involved and presented as
suitability classes according to FAO standard. It was found that about 52.49% (for
sugarcane) and 45.07% (for cassava) of the study area is highly suitable or moderately
suitable and only a few percent that is not suitable for growing the interested crops.
Typically, most suitable areas for both crops locate in the eastern and lower part of the

province due to the highly fertile soil and abundance of the water
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resources available therein. Comparing to land use map derived from Landsat-TM
image, it was also found that most parts of the suitable area were located in the
existing agricultural land (but being used for other crops/plants) and the forest area,
which is typically not allowed for any agricultural use.

KEYWORDS: land suitability area, land evaluation, energy crops, MCDM, AHP

4.2 Introduction

It is obvious that energy crisis has spread all over the world as the price of
petroleum is dramatically increased in recent years. One possible solution to ease this
problem is to find some renewable energy to substitute petroleum such as ethanol.
Ethanol is renewable liquid energy obtained by biomass of agricultural raw materials
(Sriroth et al., 2003). Typically, two of the most popular crops for producing ethanol
are sugarcane and cassava because of their price and availability (Nutsombun, 2006).
As a result, the Thai government has recently issued new policy in order to increase
production of these crops to meet growing demand in the energy market. Therefore, to
serve this purpose, finding suitable areas for cultivating these two crops efficiently is
necessary and it is the main objective of this study.

The land evaluation method is the systematic assessment of land potential to
find out the most suitable area for cultivating some specific crops. Theoretically, the
potential of land suitability for agricultural use is usually determined by an evaluation
process of the climate, soil quality, water resources, topographical and environmental
components under criteria given and the understanding of local biophysical restraints
(Ceballos-Silva and Lopez-Blanco, 2003). At present, this process could be performed

efficiently and conveniently by using the Multi-Criteria Decision Making (MCDM)
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integrated with Geographic Information System (GIS), which is an essential tool in
storage, management, an analysis of spatial and non-spatial data.

In the process, data of all used factors (for each crop) will be kept, displayed and
managed as individual or combined GIS layers which make them convenient to be
analyzed together spatially. Each factor (or criterion) will be given specific weight,
which represents its relative importance in the suitability evaluation, by using some
MCDM techniques like the Multi-criteria Evaluation (MCE) or Analytic Hierarchical
Process (AHP). Each criteria weight could be multiplied with its associated criteria
suitability rating (or score) for each land mapping unit and results (from all factors)
could be summed up to give suitability score for each land unit of the final suitability
map later using GIS overlay technique.

For examples, Ceballos-Silva and Lopez-Blanco (2003) used MCE approach to
delineate suitable areas for growing maize and potato in Toluca, Central Mexico.
Relevant criteria for the crops and suitability levels were defined according to FAO
standards, and criteria maps were created based on the MCE algorithm to obtain the
suitability map for each chosen crop. Also, Prakash (2003) had studied land suitability
for rice in Dehradum district, India. The used parameters for evaluation included: soil

quality, climate, irrigation area, and some socio-economic components (e.g. market

and infrastructure). In the study, AHP technique was integrated with fuzzy logic to
determine suitable area for the crop. Recently, Thapa and Murayama (2007) had used
AHP technique to evaluate land suitability for peri-urban agriculture in Hanoi City.
The obtained results indicated that this technique can be very useful in helping policy

makers doing rapid assessment of land suitability for agricultural purpose.
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In Thailand, Boonyanuphap, Wattanachaiyingcharoen, and Sakura (2004) had
assessed suitable area for banana plantation in Phitsanulok Province, Thailand using
several factors combined. After that, the classified suitable area obtained was overlaid
with current land use/land cover map to find new possible sites for banana plantation
in that province. Based on the FAO guidelines for land evaluation and the GIS-based
processing model, Paiboonsak and Mongkolsawat (2007) found that approximately
11% and 20% of total area in northern Thailand are highly and moderately suitable for
sugarcane plantation respectively whereas the unsuitable area covers about 43%.
Suitable area for rice in the Nampong watershed was assessed in Mongkolsawat et al.
(1997) using water availability, soil quality (nutrient availability), soil salinity and
topography as key factors. They found that only 7% of the area was highly suitable for
the crop and about 29% was moderately suitable while the unsuitable area covered
about 18% of the studied area. Based mainly on water availability, soil quality and
topography, Charuppat and Mongkolsawat (2003) had examined land suitability for
eight economic crops (rice, sugarcane, maize, cassava, rubber, mango, tamarind, and
pasture) in Lam Phra Phloeng Watershed, northeastern Thailand. They found that
maize, mango, tamarind, and pasture are the most suitable plants for the watershed
while sugarcane, cassava, and rubber are only moderately and marginally suitable and
rice is only marginally suitable. The study also revealed that more than one-half of

Lam Phra Phloeng watershed area is marginally suitable.

4.3 Research Objective

The study aims to evaluate land suitability for cultivating two economic crops

(sugarcane and cassava) in Kanchanaburi Province based on AHP technique and GIS-
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based processing model.

4.4 Materials and Methods

4.4.1 Data sources

Data used in this study were assembled from a variety of sources (Table
4.1). The primary data were collected through the field surveys (for gathering LULC
data) and expert interviews through distributed questionnaires (for identifying prior
factors of sugarcane/cassava plantation). Also, Lansat-5 TM image in 2006 was
employed for the land use/land cover (LULC) classification along with GPS data,
digital map, and statistical data (Figure 4.1).

Regarding to the acquired information, nine important factors (in form of
nine GIS-based layers) were incorporated for sugarcane’s land suitability evaluation
(Table 4.2), and ten factors for cassava’s evaluation (Table 4.3). These selected factors
could be divided into two main categories: physical and socio-economic sections. In the
first section, the maps were separated into 4 sub-categories: (1) topography (slope), (2)
climate (annual rainfall, temperature), (3) soil potential, and (4) water supply (distance
from water body, stream or rivers, irrigation zone). In the second section, there were two
sub-categories involved: (1) distance from the main road, and (2) distance from sugar
factory, or distance from cassava chip point/modifying factory.

Data of each used factor at a specific location in the study area was
classified into four suitability classes (in according with the crop growth requirement)
which are (1) high suitability: S1; (2) moderate suitability: S2; (3) marginal suitability: S3;
and (4) non-suitability: N, as seen in Figures 4.4 (for sugarcane) and 4.5 (for cassava).

The classifying criteria being used were followed FAO guidelines and literature review.
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Moreover, some restricted areas including conservation area, fertile forest
area and watershed class A area (boundary as defined by the responsible agencies)
were primarily masked during the evaluation process as it is unlikely to employ these
areas for any agricultural use as needed due to their legal protection.

4.4.2 Methods

There were three crucial steps to produce land suitability map for each
chosen crop which are (1) finding suitable factors to be used in the analysis, (2)
assigning factor weight and class weight (rating) to the parameters involved, and (3)
formulation of land suitability map for each interested crop. However, there are
another two more steps to complete the work’s objective which are (1) derivation of
LULC map in 2006 and (2) comparison between the obtained suitability maps and
derived LU/LC map. Details of each processing step are as follows (Figure 4.2).

4.4.2.1 Determination of factors involved

Land evaluating process for each studied crop was done based on ten
chosen factors which can be divided into 2 main categories: bio-physical and socio-
economic section (as discussed in Section 4.4.1 and listed in Figure 4.1 and Tables 4.2
and 4.3). These factors were selected according to the 1976 FAO framework and
professional opinions given by 20 experts in this field through questionnaires

distributed. More details can be seen in Appendix H.



Table 4.1 List of used land evaluation factors and their original sources
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Data Scale Source
Boundary map 1:50,000 Department of Environmental
Quality Promotion
Soil series mapm
-oxygen available: soil drainage 1:50,000 Department of Land Development
-water retention: soil texture
- nutrient availability: N,P, K, pH
- nutrient retention: C.E.C., B.S.
Water supply
- stream, river 1:50,000 Department of Environmental
- water body Quality Promotion, Department of
- irrigation zone Land Development
Topography : Dem, Slope Department of Environmental
- contour line 1:50,000 Quality Promotion
- Spot height 1:50,000
Road 1:50,000 Department of Rural Road
Point of sugar industry Department of Land Development
Point of cassava chip , Point of and field surveys
modification cassava (mill, starch), point
of cassava pellet factory
Climate data Meteorological Department
Annual rainfall data in 1976-2006 Produced using interpolation
(IDW method) method (data from 96 stations)
Annual temperature data in 1976-2006
(SPLINE method)
Watershed classes A 1:50,000 Department of Environmental
Quality Promotion
LU 2007/Forest area 1:50,000 Department of Land Development
LULC 2006 1:50,000 Interpreted from Landsat-5 TM

image in 2006

) More detail of soil quality classification is given in Appendix C4-1, 2



94

. o

Low A . o
Soil series Annual Rainfall Temperature

Contour line

High : 1745

Low : 63

DEM

Water body

I +retion Area
0 Future imgation Area
Out side imgaticn area

W

Irrigation Zone

Stream

Figure 4.1 GIS-based data layers for use in analysis of suitable area for

economic crops

energy



95

Political Boundary

Land use 2006

Sugar factory

Cassava modify factory

cassava chip point

Excluded area

Figure 4.1 (Continued)



96

Goal Analyzed Factors (or Criteria) pﬂ ) Slg;tzlglg’agéisrigs
_»| Topography Slope \
Highly
| suitable:
N : Rainfall S
Biophysical > Climate >
Py gy | Temperature
N Soil.pot.eptial N High/Moderate/ Moderately
suitability Marginal/No | suitable:
(82)
Suitability maps
for sugarcane/ || Water supply Water body,
cassava plantation (distance from) [® Stream
Irrigation zone
Marginally
»{  suitable:
- (S3)
+| Main road
80010—. | Market N Sugar industry
economic (distance from) N
ot
>
Cassava suitable:
> chip point N)
Cassava /
> modifying
factory

Figure 4.2 Hierarchical process of land evaluation analysis for sugarcane and cassava



Table 4.2 Land suitability classification criteria for sugarcane

Crop Requirement Factor Suitability Rating Reference
Land quality Diagnostic factor Unit High Moderate Marginal ~ Not suit
(8D (82) (83) )
1. Bio-physical
1.1 Topography Slope class 0-12% 12-20% 20-35% >35% Srifuk and Tunsiri
1.2 Climate Average annual mm. 1600-  1200-1600  900-1200 <900 (1996)
rainfall 2500  2500-3000  3000-4000  >4000
Average annual °C 24-27 28-31, 32-35, >35,<1
temperature 19-23 18-15 5
1.3 Soil potential ~ Soil potential class Highly Moderately Marginally Not FAO, An analysis
suitable suitable suitable suitable
1.4 Water supply Stream meter <500 500-1000  1000-1500 >1500 Wattanachaiyingjaroen
Water body meter <500 500-1000  1000-1500  >1500 (2003)
Irrigation zone km. Inside Outside Outside Outside ~ Ministry of Science,
0-1 km. 1-5 km. >5 km. Technology and
Environment
2. Socio-economic  Distance from road km. <1 1-5 5-10 >10 Wattanachaiyingjaroen
(2003)
Distance from sugar km. <50 50-75 75-100 >100 Questionnaire

Factory

L6



Table 4.3 Land suitability classification criteria for cassava

Crop Requirement Factor Suitability Rating Reference
Land quality Diagnostic factor Unit High Moderate Marginal ~ Not suit
(SD) (52) (83) )
1. Bio-physical data
1.1Topography Slope class 0-12% 12-20% 20-35% >35%
1.2 Climate Average annual rainfall mm. 1200-1500 1500-2500 2500-4000 <500 Srifuk and Tunsiri,
900-1200 500-900 >4000 (1996)
Average annual °C 25-29 30-32 33-35 >35
temperature 14-24 10-13 <10
1.3 Soil potential ~ Soil potential class Highly Moderately Marginally Not FAO, An analysis
suitable suitable Suitable Suitable
1.4 Water supply ~ Stream meter <500 500-1000 1000-1500  >1500  Wattanachaiyingjaroen
water body meter <500 500-1000  1000-1500  >1500 (2003)
Irrigation zone km. Inside Outside Outside Outside  Ministry of science,
0-1 km. 1-5 km. >5km. Technology and
Environment
2. Socio-economic Distance from road km. <1 1-5 5-10 >10 Wattanachaiyingjaroen
data (2003)
Distance from cassava km. <50 50-75 75-100 >100
factory Questionnaire
Distance from cassava km. <50 50-75 75-100 >100

chip point

86
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4.4.2.2 Determination of factor weight and class weight (rating)

In order to produce land suitability map, actual factor weight and class
weight (or rating) for parameters involved in the study are needed. These were
determined systematically based on the Analytic Hierarchical Process (AHP) which is
one of the most well-known and widely-used MCDM methods. The method evaluates
relative significance of all parameters by assigning weigh for each of them in the
hierarchical order, and in the last level of the hierarchy, the suitability weight (rating)
for each class of the used factors will be given. Typically, the priority of each factor
involved in the AHP analysis is determined based principally on the suggestions from
experts in the field instead of prioritizing factors using lots of accurate land data (Mu,
2006). This makes the outcome from AHP method rather subjective depending on the
expert opinions used in the evaluation.

AHP has been developed by Saaty (1977; 1990) and become a widely
used multi-criteria evaluation method later on. It assists the decision-makers in
simplifying the decision problem by creating a hierarchy of decision criteria with
different number of factors taken into account in each step. The method is usually
implemented using the pair-wise comparison technique that simplifies preference
ratings among decision criteria. In most study, expert opinions were used to calculate
the relative importance of the involved factors (or criteria).

The first step of the analysis was creating questionnaires where experts
were asked to determine the relative importance of each given factor when compared
to one another. Results of the comparison (for each factors pair) were described in
term of integer values from 1 to 9 where higher number means the chosen factor is

considered more important in greater degree than other factor being compared with



100

(Table 4.4). The overall results were recorded in form of a pairwise comparison matrix
where the relative weight (and rating) for each factors can be derived later on using
technique described in Saaty (1990). Apart from this, description of the factor and
class weights derivation using AHP technique was also discussed in several published
reports, for examples, Prakash (2003), Ma et al. (2005), Mu (2006), Duc (2006), and
Hossain et al. (2007). In addition, critical review of the uses and limitations of AHP

was mentioned in Qureshi and Harrison (2007).

Table 4.4 Preference scale for pairwise comparison in AHP technique (Saaty, 1990)

Degree of

Scales preferences Explanation

1 Equally Two activities contribute equally to the objective.

3 Moderately Experience and judgment slightly to moderately
favor one activity over another.

5 Strongly Experience and judgment strongly or essentially
favor one activity over another.

7 Very strongly An activity is strongly favored over another and its
dominance is showed in practice.

9 Extremely The evidence of favoring one activity over another
is of the highest degree possible of an affirmation.

2,4,6,8 Intermediate values Used to represent compromises between the

preferences in weights 1, 3, 5, 7, and 9.

Reciprocals  Opposites Used for inverse comparison.
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The obtained factor weights and class weights in this study are presented
in Table 4.5 (for sugarcane) and Table 4.6 (for cassava) respectively. Note that, factor
weights at each hierarchical level need to be summed up to 1 (for each category/sub-
category defined). However, to find proper class weights, data of each used parameter
were classified into 4 suitability classes (S1, S2, S3, N) and their suitability scores
were presented in the standardized format ranking from 0O (least suitable) to 1 (most
suitable) as described in Prakash (2003).

However, to ensure the credibility of the output weights, the consistency
ratio index (CR) for each crop was also calculated. This value indicates probability
that the derived weights were randomly assigned. Saaty (1980) suggests that if CR is
smaller than 0.10 then degree of consistency is fairly acceptable. But if it is larger than
0.10 then there are inconsistencies in the evaluation process, and AHP method may
not yield meaningful results. More details of the CR calculation were given in Ma et
al. (2005) and Hossain et al. (2007).

The AHP weights were calculated using Microsoft Excel. A consistency
ratio (CR) was also calculated and found to be 0.06 (for sugarcane) and 0.01 (for
cassava), which is acceptable to be used in the suitability analysis as mentioned earlier.
In this study, ArcGIS 9.2 program had been used in the suitability map producing

process.
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Figure 4.3 Analysis process of land suitability for cultivating energy economic crops

Calculation detail of factor weight and class weight
We present here example of the calculation of factor weight and class weight

performed in this work.



Step | Development of the pairwise comparison matrix
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Factor Topography  Climate Soil Water
potential supply
Topography 1.00 1.78 0.92 1.74
Climate 0.56 1.00 1.60 2.94
Soil potential 1.09 0.63 1.00 2.34
Water supply 0.57 0.34 0.43 1.00
Total 3.22 3.75 3.95 8.02
Step Il Computation of the factor weights
Factor Topography  Climate Soil Water SUM  Weight
potential  supply
Topography 0.31 0.47 0.23 0.22 1.24 0.31
Climate 0.17 0.27 0.41 0.37 1.21 0.30
Soil potential 0.34 0.17 0.25 0.29 1.05 0.26
Water supply 0.18 0.09 0.11 0.12 0.50 0.13
Total 1 1 1 1 1
Step 111 Estimation of the consistency ratio
Factor Topography  Climate Soil Water SUM  Consistency
potential  supply vector
Topography 0.31 0.53 0.24 0.22 1.31 4.24
Climate 0.17 0.30 0.42 0.37 1.26 4.17
Soil potential 0.34 0.19 0.26 0.29 1.08 4.12
Water supply 0.18 0.10 0.11 0.13 0.52 4.13
16.66

Compute value for lamda (1) = consistency vector / n = 16.66-4 =4.16

Compute consistency index (CI) = (A- n)/(n-1) = (4.16-4)/(4-1) = 0.05

Calculate the consistency ratio (CR) = CI/RI = 0.05/0.90 = 0.05

CR < 0.1 indicates that level of consistency in the pairwise comparison is acceptable.

Calculation detail of factor rate

For example of slope factor as table below;

Step | Development of the pairwise comparison matrix

Slope S1 S2 S3 N
S1 1 52 6.95 8.65
S2 0.19 1 4 6.25
S3 0.14 0.25 1 3.55
N 0.12 0.16 0.28 1
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Step 11 Computation of the factor rate

Slope S1 S2 S3 N SUM Weight Rate
S1 0.69 0.79 0.57 0.45 2.49 0.62 1.00
S2 0.13 0.15 0.33 0.32 0.93 0.23 0.38
S3 0.10 0.04 0.08 0.18 0.40 0.10 0.16
N 0.08 0.02 0.02 0.05 0.18 0.05 0.07

1 1 1

Linear scale transformation method used to convert weights into standardized

criteria score (Malczewski, 1999). Then, the maximum score used to standardize as
equation: X =— 4.1

where  X'j is the standardize score for the ith object j th attribute
Xij is the raw score (weight)
Xjm is the maximum score for j th attribute

The value of standardized scores can range from o to 1.
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Table 4.5 Factor weight and class weight (rating) from AHP method (for sugarcane)

Layer 1 Layer 2 Layer 3 Total Layer 4
Factor Weight Factor Weight Factor Weight  Weight Class Rating
Topography 0.31 Slope 1 0.245 S1 1
S2 0.375
S3 0.160
N 0.073
Rainfall 0.849 0.202 S1 1
S2 0.524
Climate 0.30 S3 0.256
N 0.102
Temperature 0.151 0.036 S1 1
S2 0.526
S3 0.275
N 0.118
Bio-
. 0.792 Soil 0.26 Soil potential 1 0.206 S1 1
physical potential S2 0.464
S3 0.201
N 0.088
Water 0.13 Distance from 0.362 0.037 S1 1
supply river/ stream S2 0.432
S3 0.203
N 0.084
Distance from 0.306 0.032 S1 1
water body S2 0.445
S3 0.261
N 0.080
Irrigation zone 0.332 0.034 S1 1
S2 0.335
S3 0.161
N 0.073
Distance 0.670 0.139 S1 1
Market 1 from main S2 0.503
road S3 0.237
N 0.090
Socio- 0.208
. Distance 0.330 0.069 S1 1
eeonomic from sugar S2 0.503
factory S3 0.234
N 0.090
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Table 4.6 Factor weight and class weight (rating) from AHP method (for cassava)

Layer 1 Layer 2 Layer 3 Total Layer 4
Factor Weight Factor Weight Factor Weight  Weight  Class Rating
Topography 0.392 Slope 1 0.278 S1 1
S2 0.420
S3 0.207
N 0.089
Rainfall 0.845 0.144 S1 1
S2 0.465
Climate 0.241 S3 0.224
N 0.422
Temperature 0.155 0.026 S1 1
S2 0.497
S3 0.245
N 0.099
Bio- 0708 Soil 0.281 Soil potential 1 0.199 S1 1
physical potential 2 0597
S3 0.154
N 0.098
Water 0.086 Distance from 0.483 0.029 S1 1
supply river/ stream S2 0.491
S3 0.249
N 0.107
Distance from 0.341 0.021 S1 1
water body S2 0.463
S3 0.232
N 0.114
Irrigation zone  0.176 0.011 S1 1
S2 0.430
S3 0.231
N 0.102
Distance 0.519 0.152 S1 1
from main S2 0.481
road S3 0.244
N 0.097
Socio- Distance 0.323 0.094 S1 1
economic 0.292 Market 1 from cassava S2 0.425
ship point S3 0.222
N 0.089
Distance ] 0.158 0.046 S1 1
g‘:;g‘a"d‘fy S2 0442
factories S3 0.225

N

0.089
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4.4.2.3 Land suitability assessment

After the needed factor and class weights were derived (ass seen in Tables
4.5 and 4.6), land suitability maps could be produced using GIS overlay method
available in ArcGIS 9.2 program where spatial data of the used factors were processed
together as a set of GIS layers (with 9 and 10 layers for sugarcane and cassava
respectively). The total suitability score for each defined land unit (i.e. each raster cell
on the map) was simply calculated from the linear combination of known suitability
score for each factor. These scores were derived by multiplying each class weight with
all associated factor weights found in each level of the hierarchy, or the class weight
multiplies with the total factor weight shown in Tables 4.5 and 4.6. Therefore, the

calculation of total suitability score could be written as

Si= > (W, xR)), (4.2)
i=1
where S; represents the total suitability score (for each land unit), n represents the

number of factors involved in the analysis (9 for sugarcane and 10 for cassava) where
W; is the multiplication of all associated weights in the hierarchy of ith factor (or the

total weight seen in Tables 4.5 and 4.6) and R, represents the class weight (or rating)

given for specific class of the ith factor found on the assessed land unit, respectively
(Dansagoonpon, 2006; Liu, 2007).

The total suitability scores (for each land unit) had values range between 0
and 1 and they were assembled to create land suitability map for each selected crop as
seen in Figures 4.6 for sugarcane and 4.7 for cassava. These maps had been organized

to present 4 suitability classes according to FAO guidelines as follows:
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Table 4.7 Defined score ranges for land suitability classification

Suitability class Suitability score range
Highly suitable area (S1) 0.8-1.0
Moderately suitable area (S2) 0.4-0.8
Marginally suitable area (S3) 0.2-0.4
Not suitable area (N) 0.0-0.2

Note that in this study, the restricted areas including conservation area,
fertile forest area and watershed class A area (boundary as defined by responsible
agencies) were not included in the analysis as it is very unlikely to use them for any
agricultural activities as needed due to imposed legal protection.

4.4.2.4 Land use/land cover classification

In addition, land use/land cover (LULC) map in year 2006 was derived
from Landsat-5 TM image (taken on 3" February 2006 and using 453-RGB
combination) where the supervised classification was done using maximum likelihood
technique. The 9 land use classes were presented in the map including urban and built-
up area, water body, other cultivation, paddy field, sugarcane, cassava, pineapple,
eucalyptus, and forest. When overlaid with the suitability map, the result could
indicate areas where sugarcane and cassava could be cultivated more in the future.

4.4.2.5 Comparison between suitability map and LU/LC map

Finally, the output suitability map for each selected crop was cross-
examined with the 2006 classified LU/LC map derived from the previous step to find
potential areas where the crops might be cultivated more apart from the existing
growing area found in the classified LU/LC map, e.g., the agricultural area being used
for growing other crops/plants or the degrade forest areas close to the existing

agricultural land.
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4.5 Results and Discussion

4.5.1 Classified land suitability maps

The classified suitability maps for sugarcane and cassava are shown in
Figure 4.6 and 4.7 respectively and the corresponding data of area cover for each
suitability class are seen in Table 4.7. From these maps, it was found that most suitable
areas for these crops are located in the eastern and lower part of the province due to
the fairly fertile soil and abundance of water resources situated therein. However, in
theory, the highly suitable area for planting cassava can be found more easily than for
sugarcane because, as a drought resistant crop, it can grow in the dry area and sandy
soil (while sugarcane needs more water and better quality of soil to grow effectively).
Normally, sugarcane’s suitable areas can be found in plain areas close to main water
resources, such as big rivers or reservoirs, while cassava can be planted in the more
up-hill area further away from the main rivers.

In total, about 52.49 and 45.07 percent of the total area were classified as
highly and moderately suitable areas for growing sugarcane respectively while for
cassava, they are about 2.46 and 5.57 percent respectively. It is interesting that only a
few percent of the total area was classified as not suitable for growing both crops.

In addition, the land suitability analysis for both crops at district level was
also assessed and the results are shown in Tables 4.9 (for sugarcane) and 4.10 (for
cassava). These data inform us that the three highest percentages of highly suitable
area for sugarcane are 19.14%, 17.47%, and 11.93% in Sai Yok, Muang, and Dan Ma
Kham Tia Districts respectively and three highest percentages for cassava are 18.74%,

16.49%, and 11.91% in Boploi, Muang, and Sai Yok Districts respectively.
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Figure 4.7 Classified land suitability map for cassava in Kanchanaburi Province

To determine the average suitability for each district, the weighted-linear

combination method was used where the average score was calculated as follows:

DS =z4:(Pi x W) (4.3)

i=1
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where DS (between 0-3) is the average suitability score for the interested district, P,
is proportion of the suitability class 1 in that district and W, is proposed class weight

given as 3, 2, 1, and 0 for S1, S2, S3, and N class respectively. Results of DS outcome
are shown in Tables 4.9 (for sugarcane) and 4.10 (for cassava) respectively. It can be
seen that most suitable districts for sugarcane growing is Tha Ma Ka District (DS =
1.97) and least suitable is Lao Kwan District (DS = 1.05) but for cassava, most
suitable district is Sai Yok District (DS = 2.21) and least suitable one is Lao Kwan
District (DS = 0.94).

It is worth mentioning here that, as described earlier, this work focused mainly
on producing land suitability map based on the crucial bio-physical factors needed by
each chosen crop and some proximity causes related to the crop marketing. It was not
aimed to perform intense socio-economic analysis in the required process; therefore,
most socio-economic factors involved in the crop production system such as market
prices, management systems, input cost and benefit of the production, were omitted in
this report. Though, the factors are also crucial elements in farmers’ decision making
but they were not included in the study as their values are rather uncertain and it is

normally difficult to quantify their impacts on crop production in general.

Table 4.8  Area coverage on classified land suitability map for sugarcane and cassava

Suitability class Score range Area coverage
Sugarcane Cassava
Km? % Km? %
Highly suitable (S1) 0.8-1.0 284.08 6.87 889.89 21.52
Moderately suitable (S2) 0.4-0.8 1886.36 45.62 973.77 23.55
Marginally suitable (S3) 0.2-0.4 1863.08 45.05 2041.09 49.36
Not suitable (N) 0.0-0.2 101.66 2.46 230.44 5.57

Total area 4135.18 100 4135.18 100
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Table 4.9 Classified suitable area for sugarcane cultivation at district level

S1(W=3) S2 (W=2) S3(wW=1) N (W=0)

District Km® %  Km*> % Km?> 9% Km* % pg
Bo Phloi 2651 933  291.69 1546 30725 1649 1742 17.14 1.51
Dan Ma Kham
Tia 3390 1193 156.25 8.28 130.17  6.99 1.53 1.51 1.69
Huai Kra Chao 699 246 94.01 498 35341 1897 1599 1573 1.20
Lao Kwan 0.92 0.32 29.62 1.57 35429 19.02 1196 11.77 1.05
Muang 49.62 17.47 28797 1527 147.33 791 15,63 1537 1.74
Nong Phu 0.68 0.24 47.87 2.54 36.36 1.95 4.02 396 1.51
Pha Nom Tuan 12.72 448 196.69 1043 16527 887 2.19 216 1.8
Sai Yok 5437 19.14 105.63  5.60 6550 352 340 335 192
Sang Ka Buri 17.06  6.00 21.53 1.14 5.19 028  0.01 0.01 1.71
Sri Sa Wat 6.66 234 55.57 2.95 74.03 397 1817 17.87 1.33
Tha Ma Ka 1695 597 299.79 1589  25.02 134 039 039 197
Tha Muang 2824 994 249.00 1320 12767 685 9.76 9.60 1.71
Thong Pha
Phum 29.46 1037  50.73 2.69 71.59  3.84 1.17 .15 1.71

Total 284.08 100 1886.36 100  1863.08 100 101.66 100

Table 4.10 Classified suitable area for cassava cultivation at district level

S1 (W=3) S2 (W=2) S3 (W=1) N (W=0)

District Km* % Km* % Km* 9% Km® %  pg
Bo Phloi 16676 18.74 16354 1679 29938 14.67 2342 1017 1.73
DanMaKhamTia 9144 1028 129.83 13.33 10496 5.4 154 067 195
Huai Kra Chao 7286 819 651 067 35677 1748 4423 199 122
Lao Kwan 2761 310 354 036 28345 13.89 8162 3542 0.94
Muang 14672 1649 21556 22.14 8440 414 1535 666 207
Nong Phu 3985 448 1291 133 3287 161 348 151  2.00
Pha Nom Tuan 4172 469 6318 649 26820 13.14 978 424 136
Sai Yok 10599 1191 6870 7.06 5110 250 3.0 135 221
Sang Ka Buri 1902 214 572 059 1592 078 338 147 192
Sri Sa Wat 5507 619 1879 193 5284 259 2369 1028 1.70
Tha Ma Ka 1990 224 6050 621 26332 1290 443 192 128
Tha Muang 4376 492 16366 1681 19936 977 1609 698  1.56

Thong Pha Phum 59.19 6.65 61.32 6.30 28.51 1.40 0.34 0.15 2.20

Total 889.89 100 973.77 100 2041.09 100 230.44 100
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4.5.2 Classified LU/LC map using Landsat-TM image

The classified LULC map for year 2006 (with 9 classes displayed)
developed from Landsat-TM image is shown in Figure 4.8 and its LULC area data is
given in Table 4.10. From accuracy assessment process, it was found that the overall
accuracy of the classified result was 94.22% and the Kappa index was 93.26%
respectively (see for detail in Table 2.1).

From Table 4.11, it can be seen that, from the total arca of 19,380 km? in
Kanchanaburi Province, about 71.58% (or 13873 km?) was classified as forest area
while another 23.62% (or 4578 km”) was employed for various agricultural uses, e.g.
planting rice, sugarcane, cassava, and other crops/trees. In contrast, less than 1% was

classified as urban/built-up area.

Table 4.11 LULC area coverage of Kanchanaburi Province in 2006

LULC Class 2006
Km? %
Sugarcane (SC) 922 4.76
Cassava (CV) 398 2.05
Paddy field (PF) 234 1.21
Eucalyptus (EU) 151 0.78
Pineapple (PA) 72 0.37
Other cultivations (OC)"" 2801 14.45
Forest (F) 13873 71.58
Water body (W) 851 4.39
Urban/built-up (U) 79 0.41
Total area 19380 100.00

) S .
Other cultivations include all other plants apart from the first five listed crops.



117

1720000
1
T
1720000

1620000
1
T
1680000

I
1640000

1640000
1

1600000
1

T
1600000

- Cassava
- Eucalyptus
- Forest
|:] Other cultivation
[ | paday fies
- Pineapple
- Sugarcane
- Urban/built-up area
- Water body

L L 1

420000 450000 S00000 540000 580000

I
1560000

1560000
1

1520000
1

Figure 4.8 Classified LULC map of Kanchanaburi in 2006 (from Landsat-TM

image)

4.5.3 Comparison between suitability map and LU/LC map
To find potential new areas for growing sugarcane and cassava, the

suitability maps for both crops (Figure 4.6 and 4.7) had been cross-examined with
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LU/LC map in 2006 (Figure 4.8). Results of the comparison were reported in Tables
4.12 (for sugarcane) and 4.13 (for cassava) respectively. The data indicated that, for
both crops, the highly/moderately suitable areas have fallen upon two LU/LC features
which are forest area (dry evergreen forest and mixed deciduous forest in particular)
apart from the restricted area marked from the study, and the area which is currently
employed for agricultural use already, especially for growing some crops/trees.

Considering plantation area of sugarcane and cassava in particular, it
could be seen that the present growing areas for both crops are still relatively small
compared to the potential suitable area found in the analysis (highly/moderately
suitable areas in particular). Therefore, in theory, it is still highly possible to expand
growing area for these interested crops by converting the existing agricultural areas
which are using for other crops/trees (like paddy fields) to cultivate these two energy
crops instead.

Also, the government might consider about providing some degraded
lands (outside the conservation zone) for local farmers as being land resource for
growing these demanded crops. If these suggestions are done efficiently, significant
increase in amount of sugarcane and cassava production can be possibly achieved as

government has required.
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Table 4.12 Comparison between classified LULC map and land suitability map for

sugarcane plantation

>
[%2) E ©
Suitability . 2 =2 3 = S g
Class 5 2 g8 3 5 5 S 5 5
% s g 3 S £& & g
O LIJ o a & o 3 - =
km® 1468 935 029 1884 7252 13722 530 2241  284.08
S
% 517 329 010 663 2553 4830 1.87 7.89 100
km®  98.69 6822 744 23944 569.02 76090 6131 5323 188636
$2
% 5.23 362 039 1269  30.16 4034 3.25 2.82 100
km® 18937 12408 1786 10299 507.95 84572 2826 3639  1863.08
S3
% 1016 666 096 553 2726 4539 1.52 1.95 100
N km’ 698 482 090 309 1978 5200 227 1122 101.66
% 687 474 088 304 1945 5115 2.23 11.03 100
km® 30971 20646 2649 36437 116926 179583  97.14 12324  4135.18
Total
% 749 499 064 881 2828  43.43 235 2.98 100

Table 4.13 Comparison between classified LULC map and land suitability map for

cassava plantation

>
[%2) o ©
4 2 ) c S
Suitability @ g é 2 5 8 8 Total
Class & I © 3 5 5.2 S 3
& S £ 3 S £ = 2 g
O W T a & o3 ) =
km> 7559 4038 067 4159 20576 47434 1207 3225  889.89
st
% 849 454 008 467 2312 5330 136 3.62 100
km> 8436 4500 0.7 6144 35320  368.65 2277 2877  973.77
2
% 866 462 002 631 3627 3786 234 2.95 100
km*> 21941 10595 068 25166 51901 82177  58.08  39.87  2041.09
S3
% 10.75 5.19 0.03 12.33 25.43 40.26 2.85 1.95 100
km> 2826 1507 0.8 965  47.15 10569 414 1899  230.44
N
% 1226 654 008 419 2046 4586  1.80 8.24 100
2
Total km™ 40761 20639 170 36435 112511 177045 97.07 11988  4135.18
% 986 499 004 881 2721 4281 235 2.90 100
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4.6 Conclusion

This work assessed potential suitable area for cultivating two important energy
crops (sugarcane and cassava) in Kanchanaburi Province. The analysis was performed
using AHP technique integrated with GIS-based processing program.

The AHP method was applied to determine relative importance of all selected
factors for each studied crop, which were divided into 2 main categories: biophysical
and socio-economic sections. Results of the study were found, based on professional
opinions of 20 experts in the field and literature review, and then described in terms of
factor weight and class weight (rating) for all the factors involved in each hierarchical
layer established.

The land suitability map for each crop has been created, based on the linear
combination of each used factor’s suitability score (calculated by Eq. 4.1) as discussed
in detail in Section 4.4.2.3. The output map was then classified to present 4 suitability
classes called as S1, S2, S3, and N according to FAO standard as seen in Figures 4.6
(for sugarcane) and 4.7 (for cassava).

It was found that about 52.49 percent (for sugarcane) and 45.07 percent (for
cassava) of the total examined area were classified as highly or moderately suitable to
grow these crops and only few percent being classified as not suitable for them (Table
4.8). Typically, most suitable areas (for both crops) are found in the eastern and lower
parts of the province due to better soil quality and more abundance of water resources
situated therein. At district level according to the proposed district suitability score in
Eq. 4.3, Tha Ma Ka and Sai Yok were found to be most suitable places for growing
sugarcane while Sai Yok and Thong Pha Phum were most suitable for growing

cassava and, in general, Sai Yok and Muang district were most suitable for cultivating
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both crops (Tables 4.9 and 4.10).

To find potential new cultivating areas for both crops, the obtained suitability
maps were cross-examined with the 2006 LU/LC map was derived from Landsat-TM
image in which 9 LU/LC classes were identified (Figure 4.8). A comparison between
LU/LC map and suitability maps for both crops indicated that most parts of classified
suitable area were located in the existing agricultural land (that is being used for other
crops/plants) and in the forest land, which is typically not allowed for any agricultural
uses due to legal protection.

Therefore, it is still highly possible to expand growing area for these interested
crops by converting existing agricultural areas still using for other crops/plants (like
paddy fields) to cultivate these two energy crops instead. Also, the government might
consider providing some degraded lands (outside the conservation zone) for local

farmers as being land resource for growing these two crops.
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CHAPTER V

SUITABLE LOCATION DETERMINATION

FOR ETHANOL INDUSTRY

5.1 Abstract

The main objective of this work is to identify suitable locations of new ethanol
plant for Kanchanaburi Province, western Thailand, by using the integrated AHP/GIS
technique and the service zoning system based on road net work analysis. Five groups
of influencing factors, which are topography (elevation), proximity to raw material
(sugarcane and cassava), proximity to market, amount of water supply, and proximity
to labor resource or administrative center, were included in the AHP’s site suitability
analysis and the suitability map was obtained as a result. Based on two criteria given
to the network analysis, five possible candidates for being new site of the plant were
identified where three of them located close to the main river in the south. The service
areas of these candidate sites were also determined using the proximity-based zoning
system and data of sugarcane and cassava planting areas in 2006 and land suitability
maps of both crops for Kanchanaburi. By considering only within the 0-50 km service
zone of each candidate, the most suitable location of the plant can be identified under
different scenarios considered which are for sugarcane farming, for cassava farming,
for highly and moderately suitable land of sugarcane and of cassava respectively.
KEYWORDS: suitable location, ethanol industry, network analysis, service area,

AHP, sugarcane, cassava
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5.2 Introduction

Ethanol is a widely-used renewable liquid energy produced from the organic
materials and is important both as a strategic biofuel and also a cleaner alternative fuel
compared to the commonly-used fossil energy (Sriroth et al., 2003; Zhan et al., 2005).
At present, it becomes principal element used as a petrol substitute where it can be
blended with gasoline in varying quantities, normally from 5 and 10% (called E5 and
E10 respectively) or up to 100% (pure ethanol called E100) (BFP, 2009). Ethanol is
biodegradable, low in toxicity and causes little environmental impact from its burning
(which mainly produces carbon dioxide and water). It is also high octane fuel that has
replaced lead as an octane enhancer in the commercial petrol and by blending with the
gasoline, this mixed fuel can be oxygenated (or having more oxygen) so it burns more
completely and reduces polluting emissions.

Generally, ethanol can be mass-produced by the fermentation process of sugar
or by hydration of ethylene from petroleum. However, current interest focuses mainly
on the bio-ethanol produced from sugars, starches, and cellulose materials from a wild
variety of crops. Sugars (e.g. from sugarcane, sugar beets, molasses, and fruits) can be
converted into ethanol directly. Starches (e.g. from corn, rice, cassava, potatoes, and
root crops) must first be hydrolyzed to fermentable sugars by action of enzymes from
malt or molds. Cellulose (e.g. from wood, agricultural residues, waste sulfite liquor
from pulse, and paper mills) must also be converted into sugars first, generally by the
action of mineral acids. Once sugars are formed, enzymes from microorganisms can
readily ferment them to ethanol (Lin and Tanaka, 2006).

In Thailand, the interest of ethanol-mixed gasoline (called gasohol) has been

rising dramatically in the last decade, especially during the recent oil-price crisis, due
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to the low-price policy of gasohol implemented by the Thai government in order to
reduce oil imports and carbon emissions significantly in the near future. The Ministry
of Energy (MOEN) targeted gasohol sale to reach eight million litters/day by the end
of 2007 and 20 million/day by the end of 2011 by expanding more gasohol stations
throughout Thailand, particularly in small-scale petrol stations, which normally have
limited access to gasohol supplies (USDA, 2007; APEC Biofuels, 2008).

Almost 90% of ethanol produced in Thailand at present is from cane molasses
and the remaining 10% is from cassava. However, the proportion is expected to shift
over time in favor of the cassava as sugarcane is also needed for producing sugar for
household consumption and for the use in some food industries. Cassava production
was about 22.5 million tons in 2006, and it is expected to grow when the new cassava-
based ethanol plants start operating. Ethanol production in Thailand was about 322.19
million liters in 2008 from twelve operating plants (ten sugarcane-based, one cassava-
based, and the other one for both) with twelve more plants are still under construction
(one sugarcane-based, nine cassava-based, and the other two for both) (DEDE, 2008).

As the sugarcane and cassava cultivating area in Kanchanaburi Province are
substantially expanding in the last decade (Table 3.3) but only single ethanol factory
exists in the province so far (belongs to the Ethanol Industry Company) (Figure 5.4).
Therefore, the establishment of new ethanol plant in the province should be planned to
cope with growing area of the energy crops found in the area and this work will give
some suggestion about the potential candidate locations to house this new plant based
on the integrated AHP/GIS method for site suitability selection and under several

scenarios introduced.



128

Applications of Integrated AHP/GIS models to site selection analysis

Facility location selection is a decisive decision as it means large investments of
capital and long-term strategic commitments for any business. Normally, this kind of
decision is primarily driven by consideration of a number of factors such as access to
the labor markets, access to raw materials, access to customer markets, access to
needed services, environmental and bio-physical constraints, and regional incentives
which reduce costs. The relative importance of these factors in the decision-making
process depends on the type of industry. For example, for the labor-intensive industry,
this may be largely driven by access to low-cost labor market, but for capital intensive
industries, this may be driven by the relative costs of attaining inbound raw materials
and of delivering outbound finished products (Noon et al., 2002).

From its concept mentioned earlier, location suitability analysis is inherently a
multi-criteria problem in which several related factors must be taken into the decision-
making process. To identify the potential candidate locations, these selected factors are
systematically combined (in term of their given suitability scale or factors weight)
using some chosen multi-criteria decision making (MCDM) methods. Several MCDM
methods have been applied to the site selection analysis so far and the most popular
one found in literature is the analytic hierarchy process (AHP) developed by Saaty
(1977; 1980). AHP assists the decision-makers in simplifying the decision problem by
creating a hierarchy of decision criteria with different number of chosen factors taken
into account at each step (or hierarchical level). The method is usually implemented
using the pair-wise comparison technique that simplifies preference ratings among
decision criteria. In most studies, expert opinions are used to calculate the relative

importance of the involved factors (or criteria) (see more detail in Section 5.4.2.2)
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Most AHP-based researches found in recent years usually use it in corporation
with the geographic information system (GIS) tools to investigate suitable sites under
various purposes. In general, GIS are the computer-based programs which are highly
capable of assembling, storing, mapping, analyzing, and displaying geographic data
and interpreting the relationships among them for making inferences. These qualities
make them become a promising tool in the site selection study as they enable the
spatially explicit evaluation of site suitability and the assignment of various measures
(of suitability) to the specific sites or geographic area. The combination also allows
area allocation at the specific geographic locations. Hence, the integrated model
combines spatial capabilities of GIS with the analytical power of the multi-criteria
analyses from which it permits both analytical planning and optimization of land use
decisions at different levels, namely; (1) site suitability assessments based on different
factors and specific land uses; (2) generation of suitability indices based on the
combinations of different factors (i.e. composite index/measure of site suitability); and
(3) generation of an optimal land use strategy that simultaneously considers the
individual site suitability, and the optimal allocation to the most suitable land use (i.e.
mix of land uses that yields the “highest” overall cumulative suitability score).

Integrated AHP/GIS models have been applied in several recent works related to
suitable site selection with fairly satisfied results. For examples, Tseng et al. (2001)
used for artificial reef development location selection, Pérez et al. (2003) used for
integrating and developing marine fish cages within the tourism industry in Tenerife,
Huang and Wang (2006) used for the suitability analysis of nuclear waste disposal site
in Canada, Sener et al. (2006) and Banar et al. (2007) used in landfill site selection,

Hossain et al. (2007) used for land suitability classification of tilapia farming in
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Bangladesh, Dey and Ramcharan (2008) used in site selection for limestone quarry
expansion in Barbados and Hossain et al. (2009) used for urban aquaculture

development in Bangladesh.

5.3 Research Objective

The main objective of this work is to identify suitable locations of new ethanol
plant for Kanchanaburi Province by using the integrated AHP/GIS technique for site
suitability selection and the service zoning system based on road net work analysis.
Results of this work will give some suggestion about the potential candidate locations
to house this new plant under several scenarios given.

Application of the integrated AHP/GIS method for site selection in Thailand is
still rare, hence, this work might be giving good example of how to use this technique
properly to handle other site selecting problems, or land suitability analysis, normally

experienced in the country.

5.4 Materials and Method

5.4.1 Data preparation
To evaluate the potential candidates for being new location for ethanol
plant in the province, several influencing factors were included in the decision making
process employed (AHP). These can be separated into five broad categories: (1)
Topography-elevation, (2) Proximity to raw material-distances from sugar factory and
cassava chip point, (3) Proximity to market-distance to main road, (4) Amount of the
water supply-distance from available water resource, and (5) Proximity to the labor

resource and the administrative center (regarded as being social environmental factors)
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distance to community, distance to provincial public offices.

These data were originally provided from the responsible agencies
(mostly the Department of Environmental Quality Promotion) and then reorganized to
be kept and displayed as GIS-based vector map at scale 1:50,000 (Table 5.1 and
Figure 5.1) using the ArcGIS 9.2 software. For elevation, five levels of altitude above
the mean sea level (msl) have been identified for the use in the weight-evaluating
process while for the proximity-based factors, a number of distance-based buffer zones

have been assigned to serve this purpose (as described in Table 5.2).

Table 5.1 Information of data used and their original sources

Data category Scale Source
Department of Environmental
Topography 1:50,000 i .
Elevation (DEM) Quality promotion (DEQP)
Raw material 1:50,000  Department of Land Development
Point of sugar industry, cassava and field survey

chip, starch factory, pellet factory

Market 1:50,000  Department of Rural Road
Road map

Department of Environmental

Water supply 1:50,000
Quality Promotion (DEQP)

Stream, river, reservoir

Department of Environmental

Social Environment 1:50,000
Quality Promotion (DEQP)

Political boundary, points of
school, temple, village, public office 1:50,000  Department of Environmental

Quality Promotion (DEQP)
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5.4.2 Methodology

To fulfill the purpose of this study described earlier, three main working
steps had been planned and utilized which are (1) determining the factor weights and
class weights for all the involved factors using AHP method based on opinions given
by the associated experts through the returned questionnaires, (2) formulating
suitability map to locate potential candidate points for possible new ethanol factory in
the province, (3) identifying proximity-based service areas of each candidate point and
their relative suitability scale based on the LULC maps and land suitability maps of
sugarcane and cassava in the study area obtained from Chapters III and V respectively.
Flowchart of the work is shown in Figure 5.2 and brief details of its main steps are as
follows.

5.4.2.1 Determination of factor weights and class weight through AHP
method

In this step, the relative importance scores for all the introduced factors
when being compared to one another were assembled, first based on the judgment
provided by the 17 corresponding experts through the returned questionnaires (see list
of these experts and details of the questionnaire in Appendices N respectively). Then,
these opinions were re-evaluated to create pair-wise comparison matrix needed by the
AHP method (as seen for example in Appendix K). The factor and class weights of all
the parameters were then evaluated using AHP technique and results are reported in
Table 5.2 (more comprehensive detail of the AHP method is given in Section 5.4.2.2
and in Ma et al. (2005) and Bascetin (2007)). The consistency ratio (CR) of this study is
found to be 0.06, which is less than 0.1, therefore, the obtained weights are acceptable as

valid information for further use based on criteria proposed by Saaty (1980).
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From the factor weights and class weights (or rating) presented in Table
5.2, it can be primarily concluded that topography (elevation) and proximity to raw
material are considered the two most important prior factors in the decision-making of
suitable site for new ethanol plant (score 0.27 and 0.21 respectively). Broad
conclusion is that, it should be placed in the low area (e.g. less than 500 msl) close to
its raw material resources (especially sugarcane), also close to main roads (e.g. less
than 10 km away) and water body (e.g. within the 500 m distance) but should not
stand too close or too far from the community (e.g. within 500-1000 m radius), and it
is not necessary to be located close to the administrative center (public offices). And, it
was later found that, for 5 nominated candidate points, three of them are located close
to main river in the south and the other two are also located close to large water body

(Figure 5.3).
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Table 5.2 Factor weights and class weights (or rating) derived form the AHP method

Factor Weight  Weight Total

Class I I Weight Rating SUM

1. Topography 0.27
1.1 Elevation 0-100 m. 1 0.27 5.7 1.54
>100-500 m. 6.13 1.66
>500-1000 m. 4.81 1.30
>1000-1500 m. 3.88 1.05
>1500 m. 2.5 0.68

2. Raw Material 0.21
2.1 Distance from sugar <50 km. 0.76 0.16 6.38 1.03
factory >50-75 km. 6.56 1.06
>75-100 km. 5.44 0.88
>100 km. 3.31 0.54
2.2Distancefrom cassava <50 km. 0.24 0.05 6.31 0.33
chip point >50-75 km. 6.25 0.33
>75-100 km. 4.81 0.25
>100 km. 3.44 0.10

3.Proximity 0.18
3.1 Distance from road <0-5 km 1 0.18 6.63 1.18
>5-10 km. 6.44 1.14
>10-50 km. 4.75 0.84
>50-100 km. 5.19 0.92
>100 km. 3.38 0.60

4. Water Supply 0.18
4.1 Distance from water 100-200 m. 1 0.18 5.81 1.05
body >200-300 m. 6.00 1.08
>300-500 m. 4.94 0.89
>500-1000 m. 4.50 0.81
>1000 m. 2.94 0.53
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Table 5.2 (Continued)

Factor Weight Weight Total
Class | 1 Weight Rating SUM

5. Social Environment

5.1 Distance from 0-100 m. 0.16 0.73 0.12 3.44 0.41
community >100-500 m. 4.94 0.58
>500-1000 m. 5.75 0.68

>1000 m. 5.25 0.62

5.2 Distance from

public places 0-100 m. 0.27 0.04 3.38 0.15
>100-500 m. 4.69 0.20
> 500-1000 m. 6.06 0.26
>1000 m. 7.44 0.32
SUM 1.00 1.00

5.4.2.2 Derivation of location suitability map and identification of
candidate points

After the all the needed weights were obtained, the total site suitability
level for each land unit is derived and presented in term the location suitability index

(LSI) using the following equation;

LSI = i(wi xR,) (5.1)

where W; is the assigned weight for factor i (or total weight in Table 5.2) and R; s its
given class weight (for that land unit), n is number of factors used (here n = 7).

From Eq. 5.1, it was found that the minimum and maximum values for
LSI are 0.14 and 1.66 respectively, with average value of 0.9 and a standard deviation

of 0.41. The LSI value represents the relative suitability level of that land unit for
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being new ethanol plant according to the criteria given in AHP method. Therefore, the
higher the index, the more suitable the land is. To create required land suitability map,
these calculated LSI values were divided into 3 levels (based on the equal interval
algorithm available in the ArcGIS 9.2 software) which are highly suitable (HS),

moderately suitable (MDS), and marginally suitable (MGS).

Table 5.3 Defined LSI score ranges for location suitability classification

Suitability class Suitability score Area coverage (km?)
range
Highly suitable area (HS) 3.84-4.38 316.18
Moderately suitable area (MDS) 3.29-3.84 5,786.45
Marginally suitable area (MGS) 2.74-3.29 272.93
Excluded area - 13,004

The produced suitability map is shown in Figure 5.3 where class range of
the LSI values and its area coverage are described in Table 5.3. Note that, some
restricted areas, including conservation area, forest area, watershed class A and 50 m
distance from river, were masked out and labeled as not-suitable area (NS) in the
output map as they are unlikely to be used for the desired purpose.

From the derived suitability map, the candidate points for being new
ethanol plant were identified in according to two given basic criteria: (1) they must be
located at (or close to) center of the classified highly suitable areas, (2) they must have
at least 300-500 rai of land available within the location for housing plant’s facilities.
Based on these criteria, there were five suitable points eventually identified (Figure

5.4).
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5.4.2.3 Service-area suitability analysis of the candidate points

To quantify the suitability level of each candidate point individually,
maps of the potential service area of each selected point were created and cross-
examined with the LULC maps and land suitability maps invented for sugarcane and
cassava in the study area taken from Chapter V. Service area suitability for the sole

existing ethanol plant in Kanchanaburi at present was also evaluated (Figure 5.3).

Table 5.4 Positions of five candidate points and the existing ethanol industry

Candidate Position Coordinates Location
1 X: 563583, Y: 1544720 Tambon Thalao in Thamuang District
2 X:568844,Y:1541910.  Tambon Thalao in Thamuang District
3 X: 558937, Y: 1547040 Tambon Koh Sumlong in Muang District
4 X:554039, Y: 1588480 Boploi Sub-district in Boploi District
5 X: 553846, Y: 1588300 Boploi Sub-district in Boploi District

Existing X: 587103, Y: 1534672 Thamai Sub-district, Thamaka District
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Figure 5.3 Suitability map for new ethanol plant site in Kanchanaburi developed
based on AHP method where five candidate points were identified (red dots) but two
sites in Bo Phloi District are situated close to each other and cannot be distinguished

on map. Red triangle in the bottom represents site of the existing plant.
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5.5 Results and Discussion

5.5.1 Location suitability map and potential candidate point

Form the knowledge of LSI values for the area (derived from Eq. 5.1), the
site suitability map can be developed in which three suitability classes were shown,
which are, highly suitable (HS), moderately suitable (MDS), and marginally suitable
(MGS) (Figure 5.3). Some excluded areas were also displayed in the map. From Table
5.3, it can be seen that the proportion of area coverage for these four groups of data
(HS, MDS, MGS, excluded) on the map are 1.63%, 29.86%, 1.41%, and 67.10%
respectively.

From the information about spatial distribution of the high suitability
areas on the map and two specific criteria for choosing candidate points mentioned
earlier in Section 5.4.2.2, eventually five potential candidate locations were
determined as seen in Figure 5.3. Position and location of these chosen points and the
now existing plant are shown in Table 5.4. It is obvious that three of them are located
in the south close to main river (candidate number 3-5) and the other two in Thamuang
District are also located close to big reservoir situated near by.

5.5.2 Service area zoning for the candidate points

To quantify the suitability level of each candidate point individually,
maps of the potential service area of each selected point were created and cross-
examined with the LULC maps and land suitability maps invented for sugarcane and
cassava in the study area taken from Chapter IV (Figure 5.6-5.7). The potential service
areas for each candidate point and the existing one were classified into five distance-
based zones which are 0-25 km, 25-50 km, 50-75 km, 75-100 km, and greater than

100 km. And three scenarios of service area zoning were examined for each chosen
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location which are for (1) cassava and sugarcane plantations in 2006, (2) classified
suitability area for sugarcane cultivation, and (3) classified suitability area for cassava
cultivation in the study area (as displayed in Figures 5.4-5.9). The distance-based
criteria are measured along existing road network (for the delivery of raw material to
the chosen site) using the transportation network analysis available in the ArcGIS 9.2
software. Data of area allocation for the zoning system of each considered scenario are
given in Tables 5.5 and 5.6 (for sugarcane and cassava plantations in 2006
respectively), and Tables 5.7 and 5.8 (for combined highly/moderately suitable areas
for sugarcane and cassava in the study area respectively (more results of the analysis
are given in Appendix L, M).

Relationship between service zoning and crop cultivating area

According to Kanchanasutham (2005), the suitability level for
transporting distance (from the crop truck-loading place to the ethanol plant) could be
defined as highly suitable (0-50 km), moderately suitable (51-100 km), and marginally
suitable or unsuitable (more than 100 km). As a result, if focus only within the first 50
km of the classified service area for each chosen location points seen in Figures 5.4 to
5.9, along with data in Tables 5.5 and 5.6, it was found that this 50 km zone covers
about 599.92, 615.78, 654.52, 672.72, 670.62, and 378.35 km® of sugarcane planting
area in 2006 for candidates 1 to 5 and the existing one respectively, but for cassava
planting area, these are 311.19, 215.95, 124.51, 349.23, 334.96, and 274.05 km?
respectively. Based on amount of these derived data, candidate points 4, 5, and 3 should
be the most suitable locations to build new ethanol plant to serve sugarcane farming and
candidate points 4, 5, and 1 are the most suitable for cassava farming respectively. All

points are in favor of sugarcane to cassava especially locations 4 and 5.
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Note that, as candidates 4 and 5 (which are most preferred candidates for
both crops) are situated very close to each other, therefore, their area covers for each
service zone are very resemble, and as a consequence, they could be examined
interchangeably or counted as being just one preferred choice. In addition, the existing
plant has served relatively small area of sugarcane and cassava farming in the study
area compared to most suitable locations addressed earlier (points 4, 5, 1 and 4, 5, 1
respectively).

Relationship between service zoning and suitable areas for crops
When superimpose the service area map (e.g. Figures 5.6a, 5.7a) onto the land
suitability maps derive for sugarcane and cassava in Chapter IV (Figures 4.6 and 4.7),
the relationship between these two maps can be investigated and the overlapping areas
among their specific classes are described in Appendix L. However, if consider only the
overlapping between the service classes and only the combined highly/moderately
suitable (S1+S2) areas of the suitability map, the results could be achieved as seen in
Tables 5.7 (for sugarcane) and 5.8 (for cassava).
Also, if focus only within the first 50 km of the classified service area for each
chosen candidate points seen in Figures 5.4 to 5.9, along with data in Tables 5.7, 5.8
and M-2, it was seen that this 50 km criteria covers about 1279.40, 1296.21, 1454.06,
964.76, 957.34 km? of sugarcane’s suitable area (S1+S2) for candidates 1 to 5 and the

existing one respectively, but for the cassava’s suitable area, these are 350.37, 705.40,

1166.85, 907.74, 944.90 km2 respectively. Based on amount of these derived data,
candidate points 3, 2, and 1 should be the most suitable locations to build new plant to
serve potential sugarcane farming and candidate points 3, 4, and 5 are most suitable

for potential cassava farming respectively. It is obvious that all points are in favor of
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sugarcane to cassava especially locations 3. Note that the existing plant has served just
relatively small area of potential sugarcane and cassava farming in the study area
compared to the most suitable locations addressed earlier (points 3, 2, 1 and 3, 4, 5
respectively).

Suitable locations based on the comparative capability index (CCI)

To make more comprehensive evaluation on capability of each candidate point
to serve their entire service area, new index called comparative capability index (CCI)

is proposed. It was calculated using a weighted-linear combination method:

CCl = j(pi xW.), (5.2)

i=1
where CCI (between 0-5) is the average capability score for the interested candidate,

P. is proportion of the area coverage (of crop planting or potential crop planting lands)
in the service zone 1 for that candidate and W, is proposed zoning weight given as 5,

4, 3, 2, 1 for the 0-25, 25-50, 50-75, 75-100, and >100 km zones respectively. Results
of CCI outcome are given in Tables 5.4 and 5.5 (for sugarcane and cassava plantation
in 2006 respectively) and in Tables 5.6 and 5.7 (for potential sugarcane and cassava
plantation land according to the used land suitability maps, respectively).

It can be concluded from these CCI data that most capable candidates for the
sugarcane farming in 2006 are numbers 3, 4, 5 with CSI scores of 3.80, 3.76, 3.75
respectively and least capable is number I (CCI = 2.67) but for cassava farming, most
capable candidates are number 2, 5, 4 with CCI 3.08, 2.75, 2.44 respectively and least
capable one is number 3 (CCI = 2.07). And for the potential sugarcane planting land
are numbers 2, 3, 1 with CCI scores of 4.18, 4.07, 3.74 respectively and least capable

is number 5 (CCI = 3.61) but for potential cassava planting land, most capable
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candidates are numbers 3, 2, 4 with CCI = 3.84, 3.78, 3.75 respectively and least

capable one is number 1 (CCI = 3.42).
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Table 5.5 Area cover of the classified service zones for sugarcane plantation in 2006

and the comparative capability index (CCI) of each candidate location

Distance on road network (km) Total area
Candidate (km2) CClI
0-25 25-50 50-75 75-100 > 100

204.13 39579 32570  789.99 54122  2256.83 2.67

1
9.04 17.54 14.43 35.00 23.98 100%
24570  370.08  191.47 161.15 109.64  1078.04 3.45
2
22.79 34.33 17.76 14.95 10.17 100%
, 21310 44142 20111 163.72 17.38 1036.73 3.80
20.56 42.58 19.40 15.79 1.68 100%
. 24976 42296  377.98 71.63 0.02 1122.35 3.76
2225  37.69 33.68 6.38 0.00 100%
: 24930 42132  376.01 73.52 0.12 1120.27 3.75
22.25 37.61 33.56 6.56 0.01 100%

Exising 7657 30178 37014 27484 4952 107185 08

lant
P 7.14 28.16 34.53 25.64 4.62 100%
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Table 5.6 Area cover of the classified service zones for the cassava plantation in

2006 and the comparative capability index (CCI) of each candidate location

Distance on road network (km) Total area
Candidate (km2) CClI
0-25 2550  50-75  75-100 > 100
1 12121 18998 10873 67429  607.86 170207 =14
7.12 11.16 6.39 39.62 35.71 100%
, 000 21595 7728  75.12 54.14 4049 08
0.00 51.11 18.29 17.78 12.81 100%
. 2062 10389  328.69  327.19  508.59 1288.98 207
1.60 8.06 25.50 25.38 39.46 100%
\ 10658  242.65 32105 39071  187.09 124808 =4
8.54 19.44 25.72 31.30 14.99 100%
S 107.32  227.64 46647  418.41 186.57 140641 =73
7.63 16.19 33.17 29.75 13.27 100%
3.16
Exising 22607 4798 110.53 14644 123.38 654.4
lant
P 3455 733 16.89 2238 18.85 100%

Table 5.7 Allocation of the classified service zones for sugarcane’s suitability area

(S1+S2) and the comparative capability index (CCI) of each candidate location

Distance on road network (km) Total area

et — %5 57 75100 10 (km?) cc!

X 511.03 76837  486.09  130.19 95.94 1991.62 3.74
25.66 38.58 24.41 6.54 4.82 100%

5 596.87  699.34  247.02  29.79 1.86 1574.88 4.18
37.900 4441 15.69 1.89 0.12 100%

; 615.64  838.42  292.48 3.47 62.84 1812.85 4.07
33.96  46.25 16.13 0.19 3.47 100%

A 31573 649.03 81026  96.82 11.36 1883.2 3.62
16.766 34464  43.026  5.141 0.603 100%

5 31528  642.06  809.76  100.50 11.56 1879.16 3.61
1678  34.17  43.09 5.35 0.62 100%
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Table 5.8 Allocation of the classified service zones for cassava’s suitability area

(S1+S2) and the comparative capability index (CCI) of each candidate location

Distance on road network (km) Total area
Candidate (ka) CClI
0-25 25-50 50-75  75-100  >100
22252 127.85 63.29 50.08 13534 59908 3.42
1
37.14 21.34 10.56 8.36 22.59 100%
108.05 59735 216.84  47.85 3.51 973.6
2 3.78
11.10 61.35 2227 491 0.36 100%
3.84
. 41525  751.60  219.17 74.96 97.36 1558.34
26.65 4823 14.06 4.81 6.25 100%
A 294.04 61370  572.17 79.09 12.96 1571.96 3.75
18.71 39.04 36.40 5.03 0.82 18.71
293.80  651.10  605.11 80.89 13.42 1644.32 3.69
17.87 39.60 36.80 4.92 0.82 100%

5.6 Conclusion

This work identified potential new locations for ethanol plant factory located in
Kanchanaburi Province using integrated AHP/GIS technique and the service zoning
system based on road net work analysis. From the calculated factor and class weights
from the pair-wise comparison matrix, it can be primarily concluded that topography
(elevation) and proximity to raw material are considered the two most important prior
factors in the decision-making of suitable site for new ethanol plant. Broad conclusion
is that, it should be placed in the low area close to its raw material resources, close to
main roads (e.g. less than 10km away) and water body (e.g. within the 500m distance)
but should not locate too close or too far from the community (e.g. within 500-1000m
radius), and not necessary to be located close to the administrative center (public

offices).
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Eventually, five candidate points were identified, two in Thamuang District, one
in Muang District, and the other two in Boploi District. Among these, three of them
are located close to main river in the south of the province and the other two (in Bo
Ploi District) are situated close to large water reservoir also.

The service area zoning of each candidate point was also examined using the
proximity-based zoning system and data of sugarcane and cassava planting areas in
2006 and land suitability maps of both crops for Kanchanaburi. By considering only
within the 0-50 km service zone of each candidate, the most suitable location of the
plant can be identified under different scenarios considered which are for sugarcane
farming, for cassava farming, for highly and moderately suitable land of sugarcane and
of cassava respectively. Based on amount of these derived data, candidate points 4, 5,
and 3 should be the most suitable locations to build new ethanol plant to serve
sugarcane farming and candidate points 4, 5, and 1 are the most suitable for cassava
farming respectively. It was apparent that all candidate points are in favor of sugarcane
to cassava especially locations 4 and 5.

In addition the comparative capability index (CCI) was proposed (calculated by
Eq. 5.2) and the results indicated that most capable candidates for the sugarcane
farming in 2006 are candidates 3, 4, 5 respectively and least capable is candidate 1 but
for cassava farming, most capable are candidates 2, 5, 4 with and least capable is
candidate 3 (Tables 5.4 and 5.5). And for the potential sugarcane planting land are
candidates 3, 2, 1 and least capable is candidate 5, but for potential cassava land, most

capable are candidates 3, 5, 4 and least capable is candidate 1.
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CHAPTER VI

CONCLUSION AND RECOMMENDATION

There are four main works reported in this thesis which are (1) pattern analysis
of the observed LULC change and prediction for Kanchanaburi Province during 1992-
2006 (Chapter I1), (2) Examination of driving factors that are most related to the
changes in the amount of agricultural land during the specified periods (Chapter IlI),
(3) development of land suitability maps for both sugarcane and cassava cultivations
(Chapter 1V), and (4) identification potential suitable locations for new ethanol plant
(Chapter V). From results obtained from each work, the overall conclusion and some

recommendations can be presented as follows.

6.1 Conclusion

6.1.1. Analysis and prediction of land use/land cover change

In this work, GIS tools and satellite images had been applied to the
analysis of LUCC pattern in Kanchanaburi Province during 15-year period from 1992
to 2006 and to predict its future LULC for years 2011, 2016, and 2020. From the
classification of Landsat-TM and ETM+ images, it was found that the area was
dominated by two LULC categories, agricultural land and forest, that aggregately
covered about 95% of the total provincial area for the whole period at the ratio of 3
(forest): 1 (agricultural land) approximately and the main urban/built-up areas were
usually located close to main rivers in the far south or in the boundary of the river plain

and they were normally surrounded by agricultural lands.
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Results of the study indicated that LUCC patterns during the proposed
period were characterized by (1) substantial changes between forest area and
agricultural land (cash crops in particular) (2) prominent changes of LULC pattern
within agricultural land category (from period to period), (3) notable increase in the
amount of energy crops (especially sugar cane) and great loss of paddy fields, and (4)
rapid expansion of urban areas in expense of the agricultural area nearby (especially
paddy field). The predicted LULC maps (based on Markov chain and CA-Markov
models) inform that the agricultural land should slightly increase and forest area
slightly decreases from 2006 to 2020. However, the forecast of urban/built-up area is
still not credible and it is regarded as being deficiency of the used models. To better
predict future urban/built up area, some other model is needed.

In general, the MC and CA-Markov models have shown capabilities of
descriptive power and simple trend projection of LUCC, regardless of weather or not
the trend actually persists. This kind of analysis can serve as an indicator of the
direction and magnitude of the LULC changes in near future as well as a quantitative
description of changes found in the past.

However, there are still several limitations of the used models in the
LUCC applications. For examples, these models are still difficult to accommodate
high-order effects (e.g. second-order). Also, the influence of exogenous and
endogenous factors to the transitioning process cannot be incorporated into the models
explicitly so that the LUCC characteristics can be understood logically. In addition,
the assumption of time-independent transition rules is not always true in reality as
there are several driving factor involved along each evolution process that could make

the rules differ from time to time, especially in the area where rapid changes suddenly
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occur. Therefore, the models should be used with proper caution and their limitations
must be beared in mind of users on the interpretation of the obtained results.
6.1.2 Analysis of driving factors for the agricultural land use change

The main objective of this work was to identify associated parameters
which are responsible for the observed agricultural land-use change in Kanchanaburi
Province during the 1992-2006 period. In the analysis, several potential factors were
taken into account for the variation in amount of agricultural land during this 15-year
time span. Based on the classified LULC maps for years 1992, 1996, 2001, and 2006
derived from the corresponding Landsat-TM data, it was found that area coverage of
the agricultural land has been decreased by about 0.79% during this studied period.
Output results given by the stepwise regression technique indicate different group of
driving factors which are responsible for the observed changes in the amount of
agricultural land (at sub-district level) during each specified sub-period (1992-1996,
1996-2001, 2001-2006) and the whole period (1992-2006).

In general, climatic factors (temperature and rainfall) were being identified as
the most dominant influencing factors of the changes. Other bio-physical parameters like
elevation and slope; socio-economic parameters like population density, product price,
distance to CBD, and distance from main road; policy-related parameter like land
ownership; and agricultural technologies like electrical availability and number of
small tractors, are also having some influence (through relatively small). Results of the
study indicate that long-term variation (of agricultural land use area) during the 1992-
2006 was influenced mainly by elevation, annual rainfall, annual temperature, distance
from CBD and land ownership characteristics of the study area. The stepwise

regression technique may be proved in this study to be capable of identifying driving
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factors that influence observed agricultural land-use change in Kanchanaburi during
each specified period regarding to its high correlation level (R?) obtained. The results
allow us to better understand which spatial determinants prevail to explain the spatial
distribution of different changes in amount of agricultural land. However, it is still
difficult to distinguish between the correlation and causality. For example, slope and
population density have been shown to have both negative and positive influence on
the observed changes (for different period) but it is difficult to tell that which
mechanism links both parameters to agricultural expansion in each situation. To
remedy this deficiency, different LUCC models (process-based in particular) are thus
required to give more information about the actual mechanisms that are responsible for
the observed land-use changes found in our study.
6.1.3 Land suitability assessment for sugarcane and cassava cultivation

This work assessed potential suitable area for cultivating two important
energy crops (sugarcane and cassava) in Kanchanaburi Province. The analysis was
performed using AHP technique integrated with GI1S-based processing program.

The AHP method was applied to determine relative importance of all
selected factors for each studied crop, which were divided into 2 main categories:
biophysical and socio-economic sections. Results of the study were found, based on
professional opinions of 20 experts in the field and literature review, and then
described in terms of factor weight and class weight (rating) for all the factors
involved in each hierarchical layer established.

The land suitability map for each crop has been created, based on the
linear combination of each used factor’s suitability score (calculated by Eg. 4.1) as

discussed in detail in Section 4.4.2.3. The output map was then classified to present 4
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suitability classes called as S1, S2, S3, and N according to FAO standard (Table 4.6)
as seen in Figures 4.6 (for sugarcane) and 4.7 (for cassava).

It was found that about 52.49 percent (for sugarcane) and 45.07 percent
(for cassava) of the total examined area were classified as highly or moderately
suitable to grow these crops and only few percent being classified as not suitable for
them. Typically, most suitable areas (for both crops) are found in the eastern and lower
parts of the province due to better soil quality and more abundance of water resources
situated therein. At district level, Tha Ma Ka and Sai Yok were found to be most
suitable places for growing sugarcane while Sai Yok and Thong Pha Phum were most
suitable for growing cassava and, in general, Sai Yok and Muang District were most
suitable for cultivating both crops.

To find potential new cultivating areas for both crops, the obtained
suitability maps were cross-examined with the 2006 LU/LC map was derived from
Landsat-TM image in which 9 LU/LC classes were identified. A comparison between
LU/LC map and suitability maps for both crops indicated that most parts of classified
suitable area were located in the existing agricultural land (that is being used for other
crops/plants) and in the forest land, which is typically not allowed for any agricultural
uses due to legal protection.

Therefore, it is still highly possible to expand growing area for these
interested crops by converting existing agricultural areas still using for other
crops/plants (like paddy fields) to cultivate these two energy crops instead. Also, the
government might consider providing some degraded forest areas (outside the
conservation zone) for local farmers as being land resource for growing these two

crops.



164

6.1.4 Suitable location determination for ethanol industry

This work identified potential new locations for ethanol plant factory
located in Kanchanaburi Province using integrated AHP/GIS technique and the service
zoning system based on road net work analysis. From the calculated factor and class
weights from the pair-wise comparison matrix, it can be primarily concluded that
topography (elevation) and proximity to raw material are considered the two most
important prior factors in the decision-making of suitable site for new ethanol plant.
Broad conclusion is that, it should be placed in the low area (e.g. less than 500 msl)
close to its raw material resources, close to main roads (e.g. less than 10 km away) and
water body (e.g. within the 500 m distance) but should not locate too close or too far
from the community (e.g. within 500-1000 m radius), and not necessary to be located
close to the administrative center (public offices).

Eventually, five candidate points were identified, two in Thamuang
District, one in Muang District, and the other two in Boploi District. Among these,
three of them are located close to main river in the south of the province and the other
two (in Boploi District) are situated close to large water reservoir also.

The service area zoning of each candidate point was also examined using
the proximity-based zoning system and data of sugarcane and cassava planting areas in
2006 and land suitability maps of both crops for Kanchanaburi. By considering only
within the 0-50 km service zone of each candidate, the most suitable location of the
plant can be identified under different scenarios considered which are for sugarcane
farming, for cassava farming, for highly and moderately suitable land of sugarcane and
of cassava respectively. Based on amount of these derived data, candidate points 4, 5,

and 3 should be the most suitable locations to build new ethanol plant to serve
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sugarcane farming and candidate points 4, 5, and 1 are the most suitable for cassava
farming respectively. It was seen that all candidate points are in favor of sugarcane to
cassava especially locations 2 and 3.

In addition, the comparative capability index (CCI) was proposed and
results indicated that most capable candidates for sugarcane farming in 2006 are
candidates 3, 4, 5 respectively and least capable is candidate 1 but for cassava farming,
most capable are candidates 2, 5, 4 with and least capable is candidate 3.

It is also worth noting here that one critical limit of the site analysis
described here is that, it considered only the cultivating areas and service areas that are
located in Kanchanaburi Province only which may be not realistic as the service area
of the plant can be expanded cross boundary into some other neighbor provinces also.
Therefore, if the more realistic results are needed, the planting areas and service areas
should not be limited by the provincial boundary and crop data of the neighbor

provinces should be included in the study also.

6.2 Recommendation

Many objectives were taken into account dealing with evaluating the land use,
examining the agricultural land use change, predicting agricultural land use change in
the future, and finding out the ethanol industry location in Kanchanaburi Province.
The possibly expected suggestions could be made as follows:

1. The application of CA-Markov should be applied to investigate land use
change in the other provinces in Thailand.

2. From this work, it was discovered that the CA-Markov could be suitably

applicable to small areas. For any other research work, testing in small area e.g. sub-
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district, district, and small province should be additionally organized. Moreover, in
small area, it can be easily to make an analysis with higher accuracy occurred.

3. High resolution satellite images (e.g. IKONOS or Quickbird) are suggested
to be used with CA-Markov model in future research to yield more efficient results.

4. Interval between LULC date, e.g. longer than five years or 10 years apart,
and over four time periods are strongly recommended to examine the continuous
changes of the LULC patterns.

5. There are several models to be used in the prediction of LULC changes, e.g.
SLUETH, CLUE, and these can be applied to the further study if needed.

6. The reliability and validity of the secondary data used in this kind of work
should also be examined to gain more confidence the output products.

8. In practice, the economic factors such as market price, management system,
or input cost are also important factors in farmers’ decision making. Therefore, they
should be taken into the consideration for more complete studies.

9. More factors might be added in the process of finding the suitable locations
for ethanol factory e.g. land price, product price, distance to oil refinery etc. Also, the
ethanol industries in Thailand should be studied more, and the government should
support sugar industries to build their own ethanol plants in order to save the budgets.

10. Land evaluation for other energy economic crops, e.g., maize or corn which

are capable of producing ethanol, should be further investigated.
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LAND USE/LAND COVER CHANGE

APPENDIX A

Table A-1 LULC change matrix between 1992 and 1996 (class level)

LULC LULC Type (1996)

Type SC CV.PF ET PA OA F W U 1992
SC 284 7 33 15 1 123 138 4 5 610
CV 27 55 4 21 3 125 149 1 2 388
PF 92 2 124 2 0 137 49 4 6 416
ET 27 4 3 47 S5 47 95 0 0 228
PA 1 0 0 1 [ 3l 4 17 0 0 55
OA 279 115 120 79 9 1470 863 44 15 2994

F 148 54 33 61 8 895 12597 145 8 13948
W 1 0 1 0 0 7 21 652 0 683
U 6 0 4 1 0 17 11 4 15 58

Total 1996 865 238 321 227 57 2826 13940 854 52 19380

Change

(Km?) 254 -150 95 -1 2 -169 -8 172 -6

Table A-2 LULC change matrix between 1996 and 2001 (class level)
LULC LULC Type (2001)

Type SC CV._PF ET PA OA F W U 199
SC 425 23 58 15 2 218 111 8 5 865
Cv 16 149 0 6 1 104 61 1 0 238
PF 39 3 198 2 0 122 39 10 8 321
ET 10 8 1 |31 1 86 90 1 0 227
PA 2 2 0 4 18 8 23 0 0 57
OA 175 114 69 35 5 1691 673 32 32 2825

F 144 72 18 064 9 645 12873 105 11 13940
Y 1 0 1 0 0 20 54 775 2 854
U 6 0 4 1 0 20 7 2 12 52

Total

2001 819 272 250 158 34 2913 13930 933 70 19380

Change
(Km?) 46 35 -71 -69 -23 88 -10 79 18
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Table A-3 LULC change matrix between 2001 and 2006 (class level)

LULC LULC Type (2006)

Type SC CV_PF ET PA OA F W U 2001
SC 354 53 27 23 3 231 114 3 11 819
Cv 19 169 1 4 2 134 42 0 0 272
PF 17 1 130 0 0 78 15 3 6 250
ET 17 8 2 134 4 38 54 0 1 158
PA 1 1 0 1 720 8 3 0 0 34
OA 350 164 54 49 13 1435 798 15 34 2913

F 154 100 4 39 29 799 12748 48 10 13930
W 6 1 9 0 48 88 781 2 933
U 4 0 8 1 0 31 12 1 15 71

Total

2006 921 398 234 151 72 2801 13873 851 78 19380

Change

(Km* 103 126 -16 -7 38 -111 -57 -83 8

Table A-4 Markov matrix derived from 1992/1996 LULC map pair

LULC Probability of change in 2001
Type SC CV. _PF ET PA OA F W U

SC 0.39 0.01 0.06 0.03 0.00 0.23 0.26 0.01 0.01
0.07 10.12 0.01 0.06 0.01 033 0.40 0.00 0.00
0.24 0.00 025 0.00 0.00 035 0.12 0.01 0.02
0.12 0.02 0.01 0.18 0.02 021 0.43 0.00 0.00
0.03 0.01 0.00 0.03 047 0.11 0.35 0.00 0.00
0.11 0.04 0.05 0.03 0.00 042 033 0.02 0.01
0.03 0.01 0.01 0.01 0.00 0.13 0.78 0.03 0.00
0.01 0.00 0.01 0.00 0.00 0.04 0.13 0.81 0.00
0.00 0.01 0.07 0.02 0.00 032 0.22 0.07 0.19

c£mQ¥ 30




Table A-5 Markov matrix derived from 1996/2001 LULC map pair

LULC Probability of change in 2006
Type SC CV._PF ET PA OA F W U
SC 1042 0.03 0.08 0.02 0.00 0.29 0.15 0.01 0.00
Ccv 0.07 0.18 0.00 0.03 0.00 045 0.27 0.00 0.00
PF 0.13 0.01 0.26 0.01 0.00 040 0.13 0.03 0.03
ET 0.05 0.04 0.00 0.11 0.00 0.39 0.40 0.00 0.00
PA 0.04 0.03 0.00 0.08 0.27 0.16 043 0.00 0.00
OA 0.08 0.05 0.03 0.02 0.00 0.48 031 0.01 0.01
F 0.03 0.01 0.00 0.01 0.00 0.150.77 0.02 0.00
W 0.00 0.00 0.00 0.00 0.00 0.06 0.16 0.77 0.00
U 0.12 0.01 0.08 0.01 0.00 041 0.14 0.05 0.17

Table A-6 Markov matrix derived from 2001/2006 LULC map pair

LULC Probability of change in 2011
Type SC CV_ _PF ET PA OA DEF W U
SC 0.37 0.07 0.04 0.03 0.00 0.32 0.15 0.00 0.01
Cv 0.08 022 0.00 0.02 0.01 0.52 0.16 0.00 0.00
PF 0.07 0.00 038 0.00 0.00 0.45 0.05 0.01 0.03
ET 0.11 0.05 0.02 0.18 0.03 0.25 036 0.00 0.01
PA  0.05 0.05 0.00 0.02 051 0.28 0.09 0.00 0.00
OA 0.11 0.06 0.03 0.03 0.01 043 0.31 0.01 0.01
DEF 0.03 0.02 0.00 0.01 0.01 0.14 0.78 0.01 0.00
W 0.01 0.00 0.02 0.00 0.00 0.09 0.16 0.71 0.00
9] 0.06 0.00 0.11 0.01 0.00 049 0.17 0.02 0.15
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Table A-7 Markov matrix derived from 1996/2006 LULC map pair

LULC Probability of change in 2016
Type SC CV PF ET PA OA F w U
SC 1029 0.07 0.06 0.03 0.00 0.35 0.16 0.01 0.02
Ccv 0.09 0.14 0.01 0.03 0.01 046 0.26 0.00 0.00
PF 0.12 0.02 0.19 0.01 0.00 0.49 0.13 0.01 0.02
ET 0.09 0.07 0.01 0.15 0.01 0.26 0.39 0.00 0.00
PA 0.03 0.06 0.01 0.04 042 0.31 0.13 0.00 0.00
OA 0.12 0.07 0.03 0.03 0.01 042 031 0.01 0.01
F 0.03 0.02 0.00 0.01 0.00 0.14 0.77 0.01 0.00
w  0.01 0.00 0.01 0.00 0.00 0.08 0.15 0.74 0.00
U 0.13 0.01 0.11 0.02 0.00 033 0.17 0.04 0.20

Table A-8 Markov matrix derived from 1992/2006 LULC map pair

LULC Probability of change in 2020
Type SC CV PF ET PA OA DEF W U
SC 1029 0.06 0.04 0.03 0.01 0.33 0.21 0.01 0.02
cv 0.10 0.10 0.01 0.06 0.01 042 0.30 0.00 0.01
PF  0.10 0.01 0.24 0.01 0.00 048 0.12 0.02 0.03
ET 0.14 0.07 0.01 0.12 0.02 0.24 0.39 0.00 0.01
PA  0.03 0.07 0.00 0.03 044 0.27 0.16 0.00 0.00
OA 0.13 0.08 0.03 0.03 0.01 0.39 0.32 0.01 0.01
DEF 0.03 0.02 0.00 0.01 0.00 0.14 0.77 0.03 0.00
w  0.01 0.00 0.01 0.00 0.00 0.08 0.10 0.80 0.00
U 0.13 0.03 0.07 0.03 0.00 0.34 0.18 0.07 0.16
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Table A-9 Error matrix of prediction model in 2001 based on land use 1992and 1996

class 1 2 3 4 5 6 7 8 9 Total EO PA
(%) (%)
110302 0 0 0 0 52 5292 186 3 115835 4.78 95.22
? 1 30179 0 11 0 6064 288 0 1 36544 1742 8258
§ : 46 0 40022 0 0 2 332 0 30 40432 1.01 98.99
E ! 1656 358 0 29873 0 5123 674 0 16 37700 2076 79.24
_g ° 0 262 0 715 7878 201 21 0 0 9077 13.21 86.79
S ° 6573 2114 4345 972 71 350664 133994 7329 205 506267 3074 69.26
.‘S ! 1207 107 166 105 0 882 1737263 0 25 1739755 0.14 99.86
E 8 0 0 0 0 0 20 4005 210833 91 214949 1.91 98.09
8 ) 0 0 2 0 0 0 9 0 6424 6435 0.17 99.83
Total
119785 33020 44535 31676 7949 363008 1881878 218348 6795 | 2706994
(E/E) 7.92 8.60 10.13 569  0.89 3.40 7.68 3.44 5.46
(%A)AS 92.08 91.40 89.87 94.31 99.11 96.60 92.32 96.56 94.54

Overall accuracy = (110302+30179+4002+29873+7878+350664+1737263+
210833+6424) /2706994 =0.93 =93%

Kappa coefficient = (0.93-0.48)/(1-0.48) = 0.45/0.52 = 0.87 = 87%

Table A-10 Error matrix of prediction model in 2006 based on land use 1996 and 2001

Reference Data

class 1 2 3 4 5 6 7 8 9 Total EO PA
(%) (%)
1 100651 2 36 0 0 69 3811 142 4 104715 3.88 96.12
2 457 29086 0 157 0 3325 451 0 0 33476 13.11 86.89
31 3 2265 0 25387 0 0 1323 33 0 145 29153 12.92 87.08
®
— 4 433 189 0 15959 21 927 3537 0 16 21082 24.30 75.70
c
< 5 39 118 0 17 4701 239 138 0 0 5252 10.49 89.51
]
'g 6 9672 8310 8778 3762 38 390377 204733 14904 1487 642061 39.20 60.80
o
'trg 7 23 94 93 68 0 81 1740039 0 20 1740418 0.02 99.98
(&S]
= 8 0 1 148 0 0 38 1415 114355 90 116047 1.46 98.54
(7))
[%2]
R 9 0 0 171 0 0 7026 12 0 7581 14790 48.74 51.26
O
Total 113540 37800 34613 19963 4760 403405 1954169 129401 9343 = 2706994
EC 11.35 23.05 26.65 20.06 1.24 3.23 10.96 11.63 18.86
(%)
CA 88.65 76.95 73.35 79.94  98.76 96.77 89.04 88.37 81.14
(%)

Overall accuracy = (100651+29086+25387+15959+4701+390377+1740039
+114355+7581)/ 2706994 =0.90 =90%

Kappa coefficient = (0.9-0.5)/(1-0.5) = 0.80 = 80%
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APPENDIX B

DATA OF AGRICULTURAL LAND USE CHANGE

Table B-1 Data of agricultural land change at sub district (or Tambon) level

Area coverage (rai)

Area coverage (rai)

Sub Sub
District 1992-  1996-  2001- 1992 District 1992-  1996-  2001- 1992
1996 2001 2006 2006 1996 2001 2006 2006
Aulok Sri Min 27.27 7.14 1333 5455 NongRoung -38.24 33.33 -32.14 -44.12
Ban Kao -22.55 5633  -4494 -33.33 Nong Sarai 50.00 -33.33  100.00 100.00
Ban Mai 75.00 -46.43 100.00 87.50 Nong Son 20.00 116.67 -84.62 -60.00
Nong Tak
Bo Phlo 55.41 -0.82  -56.61 -33.12 Ya 0.00  -3333 -50.00 -66.67
Bong Ti -47.33  56.52  35.65 11.83 Nong Ya 636  -3333 16.67 -17.27
Cha Lae 25.00 118.42 -25.06 104.61 Pak Plak -4.55 40.48  27.12 7045
Chong Dan 29.55 6.14 34.71 85.23  Panomton 172.73  40.00 -33.33 154.55
Chong Sadao -13.62  18.61 38.83 4223  Phang Thu 50.00 -5.88  -66.67 -52.94
Chorakha
Phuak -17.56  37.04 -3243 -23.66 Phong Tuk 50.00 -33.33  -50.00 -50.00
Dan Mae
Chaleap -1.36  20.27 19.71  42.03  Phran Than 100.00 -81.25 266.67 37.50
Dan Makham
Tia -24.05  46.67 -38.64 -31.65 Pilok 2289 196.15 -62.54 36.32
Don Cha-Am 50.00  -50.00 500.00 350.00 Plang Pha 186.43 -1447 1395 179.15
Don Chadi 50.00 0.00 3333 100.00 Rang Sali 1538  -13.33 -42.31 -42.31
Don Khamin -58.06  15.38 0.00  -51.61 Rang Wai 30.00 3846  -22.22  40.00
Don Saleap 70.00 11.76  -1579 60.00 SaLongRua -80.95 75.00 1429 -61.90
Sahakhon
Hin Dat 8246  -4279 1597 21.05 Nikom 7342 2044  -30.30 45.57
Huai Kha Yeng -32.05 56.03 -40.91 -37.35 Sai Yok -0.29 23420 -70.25 -0.87
Khang Sian -46.67 -54.17 0.00  -75.56 SanTo -44.44  30.00 -69.23 -77.78
Khao Chop -76.32  610.00 -22.85 29.74 Sanam Yhae -75.00 -33.33 350.00 -25.00
Khao Noi -741  -18.00 -48.78 -61.11 Sing -41.80 -9.86 -15.63 -55.74
Khao Samsip Somdat
Hap 26.09 0.00  -58.62 -47.83 Charaen -4745  -896 118.03 431
Sri Mong
Kho Samrong -7.84  -25.53 571 -27.45 Khon -46.64 129.83 -49.18  -37.67
Kok Tha Bong  44.44 7.69  -85.71 -77.78 Tha Kanun 13.39 10.42 7.23 34.25
Tha Kham-
Kron Do 3571 -15.79  -25.00 -1429 En -27.66  -11.76  53.33 -2.13
Lai Wo 22122 -60.88 53.25 9258 ThaKradan -16.01 52.19 2485  59.58
Lao Kwan -9.09 30.00 -23.08 -9.09 ThaLo -28.00 -11.11 118.75  40.00
Lat Ya -43.86 4375 -47.83 -57.89 Tha Mai -64.29 100.00 -70.00 -78.57
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Table B1-1 (Continued)

Area (rai) Area (rai)
Sub Sub
District 1992-  1996-  2001- 1992 District ~1992-  1996- 2001- 1992
1996 2001 2006 2006 1996 2001 2006 2006
Lin Tin 50.82 7.61 -18.69 31.97 Tha Maka 80.95 -76.32 133.33 0.00
Tha
Lum Rung 37.50 25.45 -55.07  -22.50 Makham -70.00 216.67 -47.37  -50.00
Lum Sum -22.82 71.74 -49.11 -32.55 ThaMuang -10.00 77.78 81.25 190.00
Mae Kra
Bung -12.68 33.87 -22.09 -8.92  ThaRua -20.00  75.00 -85.71 -80.00
Muang
Chum 57.14 9.09 -8.33 57.14  Tha Sao 5.73 12.27 16.08 37.79
Tha Ta
Na Sun -47.80 72.96 0.59 -9.19  Khro 85.71  -30.77 2222 57.14
Thung Kra
Nng Bua -19.67 -26.53 -22.22 -54.10  Pum 3.85 -40.74  37.50 -15.38
Thung
Nong Fai 74.81 -7.42 -42.92 -7.63  Samo 100.00 0.00 -50.00 0.00
Thung
Nong Khao -40.00 -53.33 185.71  -20.00 Thong 66.67 0.00  280.00 533.33
Nong Krang 33.33 -37.50 -40.00 -50.00 Wai Nieo -50.00 0.00 -50.00 -75.00
Wang
Nong Kum 16.67 15.18 -31.01 -7.29  Dong 5.50 11.40 -48.54  -39.52
Wang
Nong Lan -14.29 -41.67 -1429  -57.14 Kanai -18.18 -44.44 640.00 236.36
Wang Kra
Nong Lu 7.79 102.21 -42.77 2475  Choe -58.17  165.49  -8.09 2.06
Nong Pat -65.82 114.81 27.59 -6.33  Wnag Phi 41.18 -4.17  -28.99 -3.92
Nong Pha
Du -40.91 65.38 -72.09  -72.73 Wang Sala 5.00 -42.86  233.33  100.00
Nong Phi -25.00 -20.00 -50.00 -70.00 Wang Yan 36.67 -20.73 -49.23  -45.00
Wong Kok
Nong Phu -16.31 -14.41 84.16 3191 Kaeo 64.71 91.07 -45.79 70.59
Wong Pla
Nong Pling -64.00 155.56 -19.57  -26.00 Lai 28.85 11.94  -32.00 -1.92
Yang

Nong Ri 60.48 -42.54 207.14 183.23 Muang 125.00 -44.44 -60.00 -50.00




APPENDIX C

STATISTICAL DATA FROM THE REGRESSION

ANALYSIS

Table C-1 Regression analysis for the 1992-1996 period

2

Standard Error

Model R R Adjusted R2 of the Estimate
1 0.629" 0.396 0.379 44.16133
2 0.703" 0.494 0.464 41.02229
3 0.805" 0.649 0.617 34.68948
4 0.858" 0.736 0.703 30.55759

(a) . . s
Predictors: constant, electrical availability

(b) . . g
Predictors: constant, electrical availability, slope

(©) . . . . . .
“ Predictors: constant, electrical availability, slope, population density

(d) . . o1 g e . . .
Predictors: constant, electrical availability, slope, population density, crop price

Unstandardized

Standardized

Model I n\?;rpigg(ljeesm Coefficients Coefficients t Sig.
B Std. Error Beta B Std. Error

| constant 28.884 9.830 2.938 0.006
electrical 0.077 0.016 0.629 4792 0.000
constant 12.536 11.141 1.125 0.268

p  clectrical 0.088 0.016 0.721 5.671 0.000
slope 1.298 0.507 0.326 2.562 0.015
constant 26.919 10.148 2.653 0.012
electrical 0.092 0.013 0.756 7.005 0.000

3 slope 1.779 0.447 0.446 3.984 0.000
population -0.334 0.088 -0.410 -3.814 0.001
constant 2.631 11.659 0.226 0.823
electrical 0.092 0.012 0.752 7.914 0.000

4 slope 2.119 0.407 0.532 5.204 0.000
population -0.278 0.079 -0.342 -3.520 0.001
crop price 00.001 0.000 0.320 3.245 0.003

Note: Dependent variable - agricultural area



Table C-2 Regression analysis for the 1996-2001 period
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Standard Error

2 H 2
Model R R Adjusted R of the Estimate
1 0.983@ 0.966 0.966 191.58637
2 0.985® 0.971 0.970 178.80987
3 0.987© 0.974 0.973 169.13114
4 0.988@ 0.976 0.975 163.26662
5 0.989© 0.978 0.976 158.54866

@ predictors:
® predictors:
© Predictors:
@ predictors:
© Predictors:

constant, annual temperature
constant, annual temperature, slope
constant, annual temperature, slope, annual rainfall
constant, annual temperature, slope, annual rainfall, distance from road
constant, temperature, slope, rainfall, distance from road, small tractor

Model Independent Unstan(_ja_rdized Standa_lr_dized t Sig.
variables Coefficients Coefficients

B Std. Error Beta B Std. Error

| constant 17.354 19.982 .868 0.387
annual temperature 344.731 6.779 0.983 50.852 0.000
constant 51.389 20.685 2.484 0.015

»  annual temperature 347.037 6.356 0.989 54.600 0.000
slope -3.055 0.803 -0.069 -3.804 0.000
constant 59.362 19.705 3.013 0.003

3 annual temperature 344.470 6.059 0.982 56.852 0.000
slope -2.697 0.767 -0.061 -3.517 0.001
annual rainfall 0.092 0.027 0.059 3.405 0.001
constant 71.487 19.529 3.661 0.000
annual temperature 344921 5.851 0.983 58.948 0.000

4 slope 2717 0.740 -0.061 -3.669 0.000
annual rainfall 0.089 0.026 0.057 3.398 0.001
distance from road -0.008 0.003 -0.045 -2.740 0.007
constant 74.536 19.004 3.922 0.000
annual temperature 345.030 5.682 0.984 60.720 0.000

5 slope -2.519 0.723 -0.057 -3.483 0.001
annual rainfall 0.094 0.025 0.061 3.711 0.000
distance from road -0.008 0.003 -0.046 -2.879 0.005

small tractor -0.004 0.002 -0.041 -2.513 0.014

Note: Dependent variable - agricultural area
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Table C-3 Regression analysis for the 2001-2006 period

Standard Error

Model R R? Adjusted R? of the Estimate
1 0.990® 0.979 0.979 149.93142
2 0.991® 0.983 0.982 136.93766
3 0.992¢) 0.984 0.984 132.36385
4 0.992@ 0.985 0.984 129.68499

@ Predictors: constant, annual temperature

® predictors: constant, annual temperature, annual rainfall

© Predictors: constant, annual temperature, annual rainfall, slope

@ predictors: constant, annual temperature, annual rainfall, slope, population density

Unstandardized Standardized .
Independent . . Sig.
Model variables Coefficients Coefficients
B Std. Error Beta B Std. Error
constant -113.045 15.972 -7.078 0.000
1
annual 354497 5419 0.990 65421 0.000
temperature
constant -46.023 21.169 -2.174 0.032
,  anmnual 358.395 5.029 1.000 71.268 0.000
temperature
annual rainfall -0.140 0.032 -0.061 4369 0.000
constant -38.881 20.631 -1.885 0.063
annual 357.828 4.865 0.999 73.545 0.000
3 temperatgre
annual rainfall -0.115 0.032 -0.051 -3.575 0.001
slope -1.670 0.617 -0.038 2.707 0.008
constant -59.385 22.310 -2.662 0.009
annual 357.329 4.772 0.997 74.873 0.000
temperature
4 annual rainfall -0.113 0.032 -0.049 -3.567 0.001
slope -1.790 0.607 -0.040 -2.950 0.004
population 0.225 0.103 0.029 2.171 0.033
density

Note: Dependent variable - agricultural area



Table C-4 Regression analysis for the 1992-1996 period

Standard Error

Model R R? Adjusted R? of the Estimate
! 0.987" 0.975 0.974 162.82870
2 0.991" 0.983 0.982 134.63535
3 0.993" 0.986 0.985 124.01342
4 0.994"" 0.987 0.987 117.85815
> 0.994" 0.988 0.988 113.08444

@ predictors:
® predictors:
© Predictors:
@ predictors:
© Predictors:

constant, annual temperature
constant, annual temperature, distance from CBD

constant, annual temperature, distance from CBD, elevation
constant, annual temperature, distance from CBD, elevation, rainfall
constant, temp., distance from CBD, elevation, rainfall, land ownership
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Independent Unstanda.rdized Standardized ; Sig.
Model variables Coefficients Coefficients —

B Std. Error Beta B Erro.r

constant -120.920 17.414 -6.944  0.000

! annual temperature 347.842 5.881 0.987 59.143  0.000
constant 65.706 31.865 2.062 0.042

2 annual temperature 351.215 4.890 0.997 71.822  0.000
distance from CBD -0.003 0.000 -0.091 -6.565  0.000
constant 96.755 30.298 3.193 0.002
annual temperature 351.252 4.504 0.997 77.982  0.000

3 distance from CBD -0.002 0.000 -0.066 -4.701 0.000
elevation -0.272 0.066 -0.058 -4.132 0.000
constant 112.494 29.199 3.853 0.000

annual temperature 352.899 4311 1.002 81.866  0.000

4 distance from CBD -0.002 0.000 -0.062 4622 0.000
elevation -0.215 0.065 -0.046 -3.294 0.001
annual rainfall -0.096 0.030 -0.042 -3.246 0.002
constant 89.509 29.094 3.077 0.003
annual temperature 353.201 4.137 1.002 85.368  0.000

s distance from CBD -0.002 0.000 -0.061 4723  0.000
elevation -0.223 0.063 -0.048 -3.570  0.001
annual rainfall -0.110 0.029 -0.048 -3.830 0.000

land ownership 0.089 0.030 0.035 2.930 0.004

Note: Dependent variable - agricultural area



APPENDIX D

EXPLANTION OF REGRESSION

2
(1) “R ” (or the coefficient of determination) is the proportion (or percent) of
variance in the dependent variable that can be predicted (or explained) from the used

independent variables of the regression method,

(2) “Adjusted RZ” is more corrected value of the correlation level (Rz) when
the correlation by chance in the regression process was reduced.

(3) “Standard Error of the Estimate” is the standard deviation of error term in
the regression representing by square root of the Mean Square Residual (or Error).

(4) The “t-statistic” is used to test the significance for each of the independent
variables used in the regression model. The t-test evaluates the null hypothesis that the
unstandardized regression coefficient for the chosen predictor is zero when all other
predictors’ coefficients are fixed to zero. For example, a significance value of 0.000
indicating that the null hypothesis mentioned earlier can be rejected.

(5) The standardized regression coefficients are the coefficient that would be
obtained if the independent (predictors) and dependent variables were standardized
prior to the analysis. Since all of predictors are standardized (or in z-score form), they
are measured in the same units which are useful for comparing size of the coefficients
across variables. Since the variables are measured in standard units, a one unit change

corresponds to a one standard deviation change.



APPENDIX E
CHARACTERISTICS OF ENERGY ECONOMIC CROPS:

SUGARCANE AND CASSAVA

Characteristics of Sugarcane Cultivation

According to FAO (1986), sugarcane was originated in Asia, probably in New
Guinea. Most of the rainfed and irrigated commercial sugarcane is grown between 35°
N and S of the equator. The crop flourishes under a long, warm growing season with a
high incidence of radiation and adequate, followed by a day, sunny and fairly cool but
frost-free ripening and harvesting period.

The duration of each different growth stage is displayed in Figure 2.7. It may
slightly vary depending on crop types and the environment conditions. The principal

growth stages of sugarcane can be seen in Table 2.3 (FAO, 1986; Kuyper, 1952). The

optimum growth is achieved with mean daily temperatures between 22 and 30°C and
the optimum temperature for sprouting of stem cutting is 32 to 38 C.

The crop’s flowering is controlled by day length, but it is also influenced by
water and nitrogen supply, Flowering has a progressive deleterious effect on sucrose
content. Flowering, therefore, is normally prevented or non- flowering. Sugarcane
does not require any special types of soil. The optimum soil pH is about 6.5, but it can
be grown in soil with pH range 5 to 8.5. Sugarcane contains high nitrogen and

potassium needs and relatively low phosphate requirement. In general, for a yield of
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100 ton/ha cane, it needs 100-200 kg/ha N, 20-90 kg/ha P, and 125-160 kg/ha K, but

the rates are sometimes higher (Department of Agriculture, 2002).

Figure E-1 Feature of sugarcane, (Nadem, 2009)

Development stage of sugarcane

Development stage Days
Planting to 0.25 full canopy 30-60
0.25 to 0.50 full canopy 30-40
0.50 to 0.75 full canopy 15-25
0.75 to full canopy 45-55
Peak use 180-330
Early senescence 30-150

Ripening 30-60
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Characteristics of Cassava Cultivation

Cassava is woody shrub of the Euphorbiaceae (spurge family) native to South
America that is extensively cultivated as an annual crop in the tropical and subtropical
regions where its edible starchy is major source of carbohydrates. Common names of
cassava are manioc, sagu, yuca (Spanish), and tapioca. The scientific name is Manihot
esculenta (see Figure 2.8 for its feature).

Cassava is the third largest source of the carbohydrates for human food in the
world, with Africa as the largest center of production (Fauquet and Fargette, 1990). It
originated in western and southern Mexico, part of Guatemala and the northeast of
Brazil. It is evidence that it was grown 5,000 years ago in Columbia, 4000 years ago in
Peru, and 2000 years ago in Mexico. It was brought to Africa by the Portuguese and
was encouraged as a famine food and reserved during locust attacks. Cassava is the
most important root crop of the lowland tropics.

Ecology and Agronomy

The crop normally contains 5 to 10 tuberous roots which are induced by short

photoperiod. Its leaves are palmate and it is cross pollinated (Figure 2.8).

3 .,.' |
O i v i

Figure E-2 Feature of Cassava (Kohler, 1987)
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A lowland tropical crop cannot withstand cold or frost; however, it can stand
prolonged drought and survive in shedding leaves. It can be grown on sandy, poor
soils. Moreover, it is grown best as well with 150 inches of rainfall. Yield is sensitive
to drought or available supply water. It requires short days to tuberize. The vegetative
propagated are done by stem cuttings (8 inches long) and it is ready to be harvested at
10 to 18 months to produce 3 to 11 tons roots/acre. Tender leaves are edible and good
for livestock feed. Cassava can be divided into two broad types: short season and long
season. The first can mature in 6 months and could be harvested within 9—11 months
while the second harvested at 3 to 4 years of age. The long season types tend to be the
bitter cassava. The average global yield of cassava is about 10 ton/ha (or 4 ton/acre),
and good commercial yield is about 30—50 ton/acre, but the potential yield might be

about 40 to 90 ton/acre possible.



APPENDIX F

LAND EVALUATION

Concept of Land Evaluation

Land evaluation is defined by International Land Development Consultants
(1981) as the term used to describe the process of collating and interpreting basic
inventories of soil, vegetation, climate and other aspects of land in order to identify
and compare land use alternatives. Then, land evaluation and socio-economic analysis
provide the foundation for land use planning. They may refer to present conditions of
the land; land potentials that will materialize as a result of the implementation of land
improvement measures, or involve a comparison of both situations.

Typically, decision to make use of land depends on various factors since land
varies greatly within itself. The most important one is soil quality but it also includes
other physical environment elements which can influence the nature and usefulness of
land also e.g. water, vegetation and climate. Broadly speaking, the land evaluation is a
technique to access various land suitability for the selected alternative land use types
including physical, social, economic, and environmental aspects which are associated
with the change in land use. The assessment of land evaluation is based on a matching
of qualities of the different land units in specific areas with the requirements of actual

or potential interesting land use types, e.g. for growing some specific crops.



APPENDIX G

LAND SUITABILITY CLASSIFICATION

Land suitability classification generally refers to the fitness of a given type of
land for a defined use either in present condition or after improvement. It is a process
of appraisal and grouping of specific type of land in terms of their absolute or relative
suitability for a specified kind of use (FAO, 1976). For suitability assessment, firstly
specific requirement of the crop needs to be known or alternatively what soil and site
attributes adversely influence the crop. Secondly, the land is identified and delineated
which has the desirable attributes but without the undesirable ones. However, it seems
impossible to include all physical and socio-economic needs for a comprehensive land
evaluation purpose.

There are two main types of suitability classification recognized according to
FAO Framework (1976): qualitative and quantitative type. Qualitative classifications
are general appraisal that represents the relative suitability in qualitative terms only
based on the physical properties of land. There are 25 factors proposed by the FAO
Framework (1976) to be included in the land evaluation process but in Thailand, only
13 of them are considered which are radiation regime, temperature regime, moisture
availability, nutrient availability, nutrient retention capacity, rooting conditions, flood
hazard, excess of salts, soil toxicities, soil workability, potential for mechanization,

and erosion hazard (Srifuk and Tunsiri, 1996).
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However, in this thesis, only 7 critical factors are being considered including oxygen
available (soil drainage), nutrient retention (nitrogen, phosphorus, potassium, pH), root
available (C.E.C., B.S.), water retention (texture), erosion hazard (slope), temperature
regime (temperature), and moisture availability (rainfall). The suitability criteria for

both crops studied here are shown in Tables 2.4 and 2.5 respectively.



Table G-1 Land quality requirement of sugarcane
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Crop Requirement

Factor Suitability Rating

Land quality Diagnostic Unit High Moderate  Marginal Not
factor (S1) (S2) (S3) suit
(N)
Temperature (t) Mean temp. in °C 24-27 28-31, 32-35, >35,<
growing period 19-23 18-15 15
Moisture Availability (m) Ann. rainfall mm. 1600-2500  1200-1600  900-1200 <900
2500-3000 3000- >4000
4000
Oxygen Availability (O) Soil drainage class 5,6 34 2 1
Nutrient Availability(s) N (total) % >0.2 0.2-0.1 <0.1
P ppm >25 6-25 <6
K ppm >60 30-60 <30
Organic matter % 2.5 1.5-2.5 <l.5
Nutrient status Class VH,HM L VL
Reaction pH 5.6-7.3 7.4-7.8 7.9-8.4 >8.4
4.5-5.5 4.0-4.5 <4
Nutrient Retention (n) CE.C. Meq/100g >15 5-15 <5
B.S. % >75 35-75 <35
Rooting Condition (r) Effective soil depth cm. >100 50-100 25-50 <25
Water table depth cm. >160 50-100 25-50 <25
Root penetration class <25, 25-50 50-100 100-150
Flood Hazard (f) Frequency Yrs./time 10 yrs/1 6-9yrs/1 3-5yrs/1  1-2 yrs/1
Excess of salts (s) EC. Of saturation mmho/cm. <2.5 2.5-9 9-11 >11
Soil Toxicities (z) Depth of jarosite cm. >100 50-100 <50
Soil Workability (k) Workability class class 1,2 3 4
Potential for Slope class 0-2%, 12-20 % 20-35 % >35%
mechanization (w) 2-5%.5-12%
Rock out crop class 1 2 3 4
Stoniness class 1 2 3 4
Erosion Hazard (e) Slope class 0-2%, 5-12% 12-20 % >20%
2-5%,
Soil loss Ton/rai/yrs <2 2-4 4-12 >12

Source: Tunsiri and Srifuk (1996)



Table G-2 Land quality requirement of cassava
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Crop Requirement

Factor Suitability Rating

Land quality Diagnostic factor Unit High Moderate  Marginal  Not suit
(S1) (82) (S3) (N)
Temperature (t) Mean temp. in °C 25-29 30-32, 33-35, >35,<10
growing period 24-14 13-10
Moisture Availability Ann. rainfall mm. 1500-2500 2500- >4000
(m) 1200- 900-1200 4000 <500
1500
500-900
Oxygen Availability Soil drainage class 5,6 4 - 1,23
©)
Nutrient Availability(s) N (total) % >0.1 <0.1
P ppm >10 <10
K ppm >30 <30
Organic matter % >1 <1
Nutrient status Class VH,HM L,VL
Reaction pH 6.1-7.3 7.4-7.8 7.9-8.4 >8.4
5.1-6.0 4.0-5.0 <4.0
Nutrient Retention (n)  C.E.C. Meq/100g >10 <10
B.S. % >35 <35
Rooting Condition (r) Effective soil depth cm. >100 50-100 25-50 <25
Water table depth cm. >160 50-100 25-50 <25
Root penetration class <25 25-50 50-100 100-150
Flood Hazard (f) Frequency Yrs/time 10 yrs/1 6-9yrs/1 3-5yrs/1 1-2 yrs/1
Excess of salts (s) EC. Of saturation mmho/cm <2 2-4 4-8 >8
Soil Toxicities (z) Depth of jarosite cm. >100
Soil Workability (k) Workability class class 1 2 3 4
Potential for Slope class 0-2%, 1220%  20-35% >35%
mechanization (w) 2-5%,5-12%
Rock out crop class 1 2 3 4
Stoniness class 1 2 3 4
Erosion Hazard (e) Slope class 0-2%, 5-12% 12-20 % >20%
2-5%,
Soil loss Ton/rai/yrs <2 2-4 4-12 >12

Source: Tunsiri and Srifuk (1996)
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LIST OF ASSOCIATED EXPERTS FOR LAND

Table H-1  List for sugarcane analysis
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APPENDIX I

SOIL SUITABILITY CLASSIFICATION

Table I-1  Classification criteria in soil suitability for sugarcane

Crop Requirement

Factor Suitability Rating

Land quality Diagnostic Unit High Moderate  Marginal Not suit
factor (S1:1.0) (S2: 0.8) (S3: 0.5) (N: 0.2)
Oxygen availability ~ Soil drainage Class well, moderately - Very poorly,
excessively well poorly,
Somewhat
poorly
Nutrient availability ~ Nitrogen (N) %N >0.1 <0.1
Index Phosphorus(P) ppm >10 <10
(NAI=NxPxK) Potassium(K) ppm >30 <30
pH pH 6.1-7.3 7.4-7.8 7.9-8.4 >8.4
5.1-6.0 4.0-5.0 <4.0
Nutrient  retention C.E.C Meg/100 >10 <10
capacity gm soil
B.S. % BS >35 <35
Water retention Soil texture - L,Si,Sil, SiCL,SL, SiC,S C,G,SC,
SCL,CL LS AC

Source: Land Development Department (LDD), 1996

Table I-2  Classification criteria in soil suitability for cassava

Crop Requirement

Factor Suitability Rating

Land quality Diagnostic Unit High Moderate Marginal Not suit
factor (S1:1.0) (S2:0.8) (S3:0.5) (N:0.2)
Oxygen availability  Soil drainage Class well, Somewhat  poorly Very poorly
excessively poorly,
moderately
well
Nutrient availability ~ Nitrogen (N) %N >0.2 0.2-0.1 <0.1
Index Phosphorus ppm >25 6-25 <6
(NAI=NxPxK) P) ppm >60 30-60 <30
Potassium(K) pH 5.6-7.3 7.4-7.8 7.9-84 >84
pH 4.5-5.5 4.0-45 <4
Nutrient  retention C.E.C Meg/100 >15 5-15 <5
capacity gm soil
B.S. % BS >75 35-75 <35
Water retention Soil texture - L,scl,Si, LS SiC S.G,SC,C,
SiL,CL,S1 AC

Source: Land Development Department (LDD), 1996



Table 1-3 List of classified soil series in Kanchnaburi Province
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Great Soil Area Great Soil Area
Soil series Group Group
Classification Classification
km? % Soil series km? %
. Haplustolls

Wang Chomphu Chromusterts 18.03 0.29  Takhli 203.43 3.24
Hup Kapong Dystropepts 312.74 498  Chumsaeng Tropaquepts 119.02 1.90
Yang Talat Saraburi
Chatturat Lat Ya
Hin Son Phon Ngam
Kamphaeng Saen Haplustalfs 319.00 5.08  Phu Sana Haplustults 365.48 5.82
Li Sakon
Muak Lek Tha Yang
Pranburi
Wang Saphung

Dong Yang
Chiang Rai En
Manorom Loei
Nakhon Pathom
series Paleaquults 302.30 4.81 Sikhiu Paleustalfs 1974.99 3145
Pak Tho series Thap Khwang
Renu series Wang Hai
Roi Et series
Ban Chong Lop Buri Pellusterts 13.42 0.21
Chiang Khan Phon Phisai Plinthustults 14.21 0.23

Quartzipsamm

Dan Sai Nam Phong ents 394.09 6.27
Hang Chat Doembang
Kabin Buri Lampang Tropaqualfs 159.19 2.53

Nakhon
Korat Phanom
Mae Rim Paleustults 1930.95 30.74 Chumsaeng Tropaquepts 119.02 1.90
Mae Taen Saraburi
Pak Chong Tha Muang Ustifluvents 15.84 0.25
San Pa Tong Chuntuk Ustipsamments 137.99 2.20
Satuk
Sung Noen
Warin
Yasothon

Total area = 6,280.70 km?

Source: Adapted from Soil Survey Laboratory (1994), and Kheoruenromne (2006)



APPENDIX J
DISTRIBUTED QUESTIONAIRE TO CONTACTS

EXPERTS
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A Yy o 1 Ay Yy A Y
fl]’]ﬂllrﬂﬂﬁ@‘ﬂﬂ'liJﬂLLﬁﬂ\‘l]l')Lﬂu@jﬂfJ'Nu E\!G]'E_JL]JLL‘UUﬁ@Uﬂwuﬂgﬁ@QWﬂ'ﬁm’ﬂWﬂT

mANNEIAY ANNTINIY DDLU
= o g 1w 3 :: ES’ o w Aa =) = s o 3 1 = v
1 UANNTINYLNINY ﬂﬂﬂﬂﬂﬂﬁﬂiﬂﬂ'}ﬁﬂw‘ﬂ'ﬁmuﬂiEl“lJW]EJ‘UiJﬂ’ﬂiJﬁ'IﬂiyL'VI']L'VIEﬂJﬂu (Two
(Equal Importance) activities contribute equally to the objective)
a o 1 2 d’ o v A =) = = o @ v 2 £ é
3 UANNTIAYUINNIN ‘ﬂi]ﬁ]ﬂ‘l/lﬂ1ﬁ\11/‘ﬁ]']imuﬂiﬂ'ﬂﬁ/]8‘ﬂ Nﬂ?11]ﬁ1ﬂiyﬂ1ﬂﬂ31‘ﬂi]ﬁ]ﬂﬁ?ﬂuﬁ
wollszanm wolszum (Experience and judgements slightly favour one activity
(Moderate Importance) over another)
P o o ' ' v Ao v a = oA o ' v oA o &
5 UANUFAIAYNINNIBDYN ‘ﬂﬂﬁ]ﬂﬂﬂTﬁQWﬂWim“ﬂ5fJ‘]JW]fl‘UiJﬂ'ﬂllﬁTﬂfQN1ﬂﬂ]1ﬂﬁ]ﬂﬂﬂﬂﬁ]ﬁu\1
IUTA 061UAUTR (Experience and judgements strongly favour one activity
(Strong Importance) over another)
7 fianudidgannniede | fhvsihamnsandSeuiiou Tanuddguinniileiedndamiie
IUFANIN 261UAUTANN ( An activity is favoured very strongly over another and
(Very strong or dominance is demonstrated in practice)
demonstrated importance)
o w o A , o w ! g A o v o
9 Hanuddgunniednas | manudinygeganoziullla lumsinsannlSouieuiledens
(Extreme Importance) @03 (The evidence favouring one activity over another is of the highest
possible order of affirmation)
IS J o 1 1 o W (= = @ a 1 3 4 1
2,4,6,8 Wumanudgsznin | annvdidglumsnlSeunenilads gninsaniimsiluasenin
A vy v A vy v
ﬂmwmﬂmmn%ﬂnmu ﬂﬁNﬂlﬂQﬂTﬂﬂﬁTJVl’J’lﬂ\WIH

o - v d‘ = = o U o o d‘ 1 U 1 1
anudiagvesiladeion/seumennuilaveardnluunazunivesnisns dredrumsy
msnnsanlimanudngueddadelunomsnvesnsn Muazdesinsagnilete Al dl
o Ql 1 o Ql Y =S
ANudAYuINnNilady A2 nneeiiela
9 1 a 1 @ = o [ 1 Y] ] 1 [ 1 < Y
amuaanilave A1 ianudaguinniiileds A2 egruauganin nunlvan
o 1< v J ] 1
anudgdly 7 Tuaoduivesres 1NN TumsuuToUNINNT0
9 1 a 1 [ =\ o W 9 1 Y] 1 1 I~ 9
omiunadilave Al Uanwdiagiesniiilede A3 egranelssuia unliam
o I v J 1 v
anudinarilu 3 Tuaeduiivestes desnin lumstwuuudeunw
9 1 a 1 [ =1 o W 9 1 [ 1 4Q‘ 1 <3 Y o @ I~
omuaaniade A2 Ianudrgiosniiilede A3 edea Munlaamanudaadly

9 Gluﬂﬂﬁjﬂﬂ’ﬂlﬂﬁsﬁﬂ\iﬁﬂﬂﬂ’h Tumsuuuaauny

ilade msnfSeuieumazuuunasgivuilode ilade
AN iy Hoand
Al 9 8 @ 6 5 4 3 2 1 2 3 4 5 6 7 8 9 A2
Al 9 8 7 6 5 4 3 2 1 2 ® 4 5 6 7 8 9 A3
A2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 ©) A3
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mesetadednsunosanmsliminiin (Weighting Score) tazmnztuy (Rating)

a8

AOBLEY

1. Jodemuzmeamn

(Biophysical)

a

1.1 Yaduanuad

u

szna (Topography)

1. ANUAATY (Slope)

o o A =3 1 @ o Y g ~ a
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Py & o ' a4 4 a & /3 o
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2. ANl (Elevation)
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(Climate)
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2. Qmﬁgumammﬂ (Mean Annual Temperature) f49& 3 NaneNY 11¥ 19D
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298 Ae51Le

' s a a dy A o 1 oy a a @ A &
(2) UHaIHINIAY (Water Body) wunnwauwaahmau luanyae ity
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Padenegnamanvesussia@eriulag X vuninemuainzuuuauaszau 1 — 9 0
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1. ghidszina

1.1 ANuaATY (slope): % slope

HINBIN: A:0-2% = 5105 vurudaneud G ey B:2-5% = gnaduasuaindl C:> 5-12%=gnaau

aourulIu

AaN D:>12-20% = HUQA

E>20-35%= FUNTOIHUINT  F:>35% =gaauuin

ilade msnlSaumaumazuuuinasgiulady tlade
finnudngannn Wiy finnudngyiesnd

S1(0-2>2-5,>5- 706 |5 |4 1 34| s |6 |7 2 (>12-
12) 20)
s 706 |5 | 4 1 34| s |6 |7 $3 (>20-
(0-2,2-5,>5-12) 35)
si 706 | s | 4 1 34| s |6 |7 N (>35)
(0-2,>2-5,>5-12)
2 706 |5 |4 1 34| s |6 |7 $3 (>20-
(>12-20) 35)
$2 (>12-20) 706 |5 |4 1 34| s |6 |7 NG35)
S3 (>20-35) 706 |5 |4 1 34| s |6 |7 NG35)




2. 301M# (Climate)

2.1 Qm‘ﬁ{]ﬁ (Temperature): A E I (°cC)

203

(19-23,28-31)

ilode msnSeusumaznuanasgiulad ilade
finnudingannn Wiy finnmdnnyiiesnd

S1 (24-27) 9 8176 |5 4 3 2 1 2 3 4 5 6 7 8 9 | S2
(19-23,28-31)

S1(24-27) 9 81716 |5 4 3 2 1 2 3 4 5 6 7 8 9 | S3
(15-18,32-35)

S1(24-27) 9 8176 |5 4 3 2 1 2 3 4 5 6 7 8 9 | N(<15),>39)

S2 9 81716 |5 4 3 2 1 2 3 4 5 6 7 8 9 | S3

(15-18,32-35)

S2 9 |8 |76 |54 3 2 1 2 3 4 5 6 7 8 9
(19-23,28-31)

N (<15),(>35)

S3 91876 |54 |3 2|1 2|3 [4]|5]|]6]|7]|8]09

(15-18,32-35)

N (<15) ,(>35)

2.2 YSnanielundesiell (Mean Annual Rainfall): 3a@iuins (mm.) Aol

ilade msnfSeuieuenazsumanasgiuilode lade
fianudagannnn miuy fianudagieann
S1 9 | 8|76 S5 4 3 2 1 2 3 4 5 6 7 8 9 | S2(>1200-
(>1600-2500) 1600),

(>2500-3000)

S1 9187165 |4 |3 |21 2|3 |4]|5]|6|7|8]|9

(>1600-2500)

S3 (900-
1200),
(>3000-4000)

(>2500-3000)

S1 91871615 4 3 2 1 2 3 4 5 6 7 8 9 | N(<900),(>40
(>1600-2500) 00)

S2 9 8 |76 5 4 3 2 1 2 3 4 5 6 7 8 9 | S3(900-
(>1200-1600), 1200),

(>3000-4000)

S2 918 |7]6]|5|4]| 3|2 1 2 13|45 6 | 71 8 | 9 | N(<900),>40
(>1200-1600), 00)
(>2500-3000)

S3(900-1200), | 9 | 8 [ 7|6 | 5 | 4|3 | 2 1 2 13|45 6 | 71 8 | 9 | N(<900),>40
(>3000-4000) 00)




3. uvasar Uiy (Water Supply)

3.1 52ELHIINEUIMAN: (MAT (m.)

204

ilad msnlSaunaumazuuunasgiuilady ilode
finnudngannn i finnwdngyriesnd
S1(<500) 9 | 8| 7|65 4 132 1 2 4 5 6 |7 S2 (500-1000)
S1 (<500) 9 8| 7|65 4 132 1 2 4 5 6 |7 S3 (>1000-
1500)
S1 (<500) 9 8| 7|65 4 132 1 2 4 5 6 |7 N (>1500)
S2 (500-1000) 9 (8| 7|65 4 132 1 2 4 5 6 |7 S3 (>1000-
1500)
S2 (500-1000) 9 8| 7|65 4 132 1 2 4 5 6 |7 N (>1500)
S3 (>1000- 9 8| 7|65 4 132 1 2 4 5 6 |7 N (>1500)
1500)
v
\ \ o A A
3.2 STHUZHINANUKAIHINIAU: INAT (m.)
ilad msnlSauiaumaznuumnasgiuilady ilade
finnudngannn i finnwdngyriesnd
S1 (<500) 9 8| 7|65 4 132 1 2 4 5 6 |7 S2 (500-1000)
S1 (<500) 9 8| 7|65 4 132 1 2 4 5 6 |7 S3 (>1000-
1500)
S1 (<500) 9 8| 7|65 4 132 1 2 4 5 6 |7 N (>1500)
S2 (500-1000) 9 (8| 7|65 4 132 1 2 4 5 6 |7 S3 (>1000-
1500)
S2 (500-1000) 9 8| 7|65 4 132 1 2 4 5 6 |7 N (>1500)
S3 (>1000- 9 | 8| 7|65 4 132 1 2 4 5 6 |7 N (>1500)
1500)
\ a
33 5$ﬂzmﬁmmmﬂ‘mﬂ§$mu: ﬂiﬁluﬂﬁ (Km.)
ilad msnlSauiaumazuuumnasgiuilady ilade
finnudngannn i finnwdngyiesnd
st 9o |s|7|6| 5|4 |3]2 1 2 45|67 s2
luvaralsznmu (UBNUAO-1 km.)
si 9o |8|7|6| 5|4 ]|3]2 1 2 45|67 3
Tuwvaradszmu (UonNWR>1-5)
si o |8|7|6| 5|4 |3]2 1 2 4| s 6|7 N
Tuvasatlszniu (uonuA >5)
s2 9o |s|7|6| 5|4 |3]2 1 2 45| 6|7 3
(UoNWAO-1 km.) (Uonwa>1-5)
$2 o |8|7|6| 5|4 |3]2 1 2 4 s |6 |7 N
(UONYAO-1 km.) (uonIuA >5)
s3 o |8|7|6| 5|4 |3]2 1 2 4| s 6|7 N
(HonA>1-5) (uonuA >5)
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4. 195HgNITINN

41  528TH1DNOUY: DIANAST (km.)

ilad msnlSaunaumazuuunasgiuilady ilode

[YIR ) J

fanusdgannh iy finnudiAyiioans

]

S1 (<1 km.) 9 18(7]6]|5 4 132 1 2 3 4 5 6 | 7] 8|9 S2(1-5km.)

S1 (<1 km.) 918|716 5| 4|32 1 2 (34|56 |7]8|9]S3(>510km.)

S1 (<1 km.) 91817165 ]| 4|32 1 2 (3 (4|56 |7]|8|9|N(CE10km)

S2 (1-5km.) 9 18(7]6]| 5 4 [3]2 1 2 13| 4 5 6 [7]8]9] S3(>5-10km.)

S2 (1-5km.) 918176 5]| 4|32 1 2 (3 (4|56 |7]8|9|NE10km)

S3 (>5-10 km.) 9 (8| 7|65 4 132 1 2 3 4 5 6 [7]8|9| N(>10km.,)

4.2 5282419910591 (km.)

lade msnfSeuieumazsumuinasgivuilode ilade

a

finnudAgannnn iy finnudAgeann

S1 (<50 km.) 9181716 5| 4|32 1 2 (3 (4|5 |6 |7]8]|9] S2(>50-75km.)

S1 (<50 km.) 9 817161 5 4 312 1 2 3 4 5 6 7181 9| S3(>75-100
km.)

S1 (<50 km.) 9 1817]6]|5 4 132 1 2 3 4 5 6 [ 7]8|9]| N(100km.)

S2 (>50-75km.) 9 | 87|65 4 132 1 2 3 4 5 6 | 718 9]| S3(>75-100
km.)

S2(>50-75km.) | 9 | 8| 7| 6| 5 4 (312 1 2 13| 4 5 6 | 7]8|9]| N(100km.)

S3 (>75-100 918176 5]| 4|32 1 2 (3 (4|56 |7]|8|9]|N(>100km.)

km.)

VolauaNU

00 00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000scscscsssscscoss
© 66 000000000000000000000000000000000000000000000000000000000000600000000000000000000000600000000600000000000000000
€00 00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000sccsssssscsrs
00 0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000sscsccessssccoss
© 660 0000000000000000000000000000060000000000000000000000000000006000000000000000000000000000000000000000000000000

vovounszam luaNuoYATIEH
o ~ 4
NAYT INYUIA
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PadeilFlumsiszdivgaumwiidudrvsunuiivianzandmsumsilgndes

ANURBIMIVRINY (Crop Requirement) syAumaznuuvesifods  (Factor Rating) fian
qmmwmmﬁau tadeItiany e Manzau manzan | manzan lai (Reference)
(Land Quality) (Diagnostic (Unit) (8,:1.0) thunang 1iog [§iEXREA: £V

factor) (8,:0.8) (8,:0.5) (N:0.2)
Lilodaduia )
NINNAIU
e y fiau.2539
1.1 giikszima - ANUAINTY Fui AB C D >D (LDD,1996)
(Slope) (Class)
- wgvesif 03 0-100 >100- | >200300 | >300 | Wnsennm
(Elevation) (m.) 200 ‘l‘i?u'lﬂ 'fﬂ”ﬁ”ﬁ
ANH
1.2 gileimn Wsinanhruinds a3 >1600- 1200- 900-1200 | <900 | LDD.19%6
3181 (Mean (mm.) 2500 1600 3000- > 4000
Annual Rainfall) 2500- 4000
3000
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APPENDIX K

DETERMINATION OF AHP FACTOR WEIGHT AND

CLASS WEIGHT
Step I:  Parewise comparison of the criteria factors (1% order)
Raw Water
Criteria Topography material Proximity supply Environment
Topography 1.00 1.63 2.32 1.10 1.37
Raw material 0.86 1.00 1.54 1.17 1.28
Proximity 0.78 0.65 1.00 1.28 1.10
Water supply 0.91 0.89 0.78 1.00 1.08
Environment 0.73 0.78 0.91 0.93 1.00
SUM 4.28 4.95 6.55 5.48 5.83
Step I1: Determination of the factor weights
Raw Water
Criteria Topography material Proximity supply Environment SUM Weight
Topography 0.23 0.33 0.35 0.20 0.23 1.35 0.27
Raw material 0.20 0.20 0.24 0.21 0.22 1.07 0.21
Proximity 0.18 0.13 0.15 0.23 0.19 0.89 0.18
Water supply 0.21 0.18 0.12 0.18 0.19 0.88 0.18
Environment 0.17 0.16 0.14 0.17 0.17 0.81 0.16
SUM 1.00 1.00 1.00 1.00 1.00 5.00 1.00
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Step I11: Determination of the consistency factors
Topography Raw Proximity =~ Water Environ- Consistency

Physical material supply ment SUM vector

Topography 0.27 0.35 0.41 0.19 0.22 1.45 5.35

Raw material 0.23 0.21 0.27 0.21 0.21 1.13 5.29

Proximity 0.21 0.14 0.18 0.23 0.18 0.93 5.24

Water supply 0.25 0.19 0.14 0.18 0.17 0.93 5.26

Environment 0.20 0.17 0.16 0.16 0.16 0.85 5.27
sum 26.40

Compute value for lambda (L) = consistency vector / n =26.40/5 = 5.28

Compute consistency index (CI) = (A- n)/(n-1) = (5.28-5)/(5-1) = 0.07

Calculate the consistency ratio (CR) = CI/RI=0.07/1.12 = 0.06

CR < 0.1 indicates the accepted validity of the comparison results.



APPENDIX L
SERVICES AREA ZONING OF CANDIDATE ETHANOL

PLANT LOCATIONS

Service area zoning for crops cultivation in 2006 (district level)

Data of area coverage for sugarcane and cassava plantations in 2006 within
each classified service zone of candidates 1 to 5 are shown in Tables L-2 to L-3. And
if consider only within the first 50 km (or 0-50 km zone), it can be concluded that each
candidate is suitable to serve observed sugarcane/cassava farming at different districts
(Table B.1), for examples, candidate 1 is preferred by Tha Muang and Muang District
the most (for sugarcane farming) and by Tha Ma Ka the most (for cassava farming)
and candidate 2 is also needed by Tha Muang and Muang District the most (for the
sugarcane farming) and Tha Ma Ka the most (for cassava farming). Note that, some
districts located outside the service area of each candidate points are not listed in the

table (mostly in mountain areas like Sang Ka Buri, Sri Sa Wat, or Thong Pha Phum).

Table L-1 District favor for the candidate locations (within 0-50 km zone)

Most benefited districts

Candidate : -
Sugarcane farming Cassava farming
1 Tha Muang , Muang Kanchanaburi Tha Ma Ka, Tha Muang
2 Tha Muang, Muang Kanchanaburi Tha Ma Ka, Dan Ma Kham Tia
3 Tha Muang, Muang Kanchanaburi Bo Ploi, Dan Ma Kham Tia
4 Bo Ploi, Muang Kanchanaburi Bo Ploi, Lao Kwan
5 Bo Ploi, Muang Kanchanaburi Bo Ploi, Lao Kwan

Existing ~ Tha Muang, Tha Ma Ka Tha Ma Ka, Tha Muang
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TableL-2 Service area zoning and sugarcane plantation in 2006 for candidate site 1

. . 2
Crop area in each service zone (km )

District
0-25km  25-50 km 50-75 km 75-100 km > 100 km

Bo Phloi 0.16 74.44 132.33 55.39 0.32
Dan Ma Kham Tia 0.30 56.67 18.53 0.41 0
Huai Kra Chao 0 12.23 69.52 1.46 0
Lao Kwan 0 0 20.93 136.72 40.47
Muang Kanchanaburi 23.84 131.00 18.69 0.00 0
Nong Phu 0 0 0 20.52 3.48
Pha Nom Tuan 3.96 79.69 0.34 0 0
Sai Yok 0 0.66 18.91 0.27 0
Sri Sa Wat 0 0 46.33 575.23 510.11
Tha Ma Ka 15.92 32.87 0.11 0 0
Tha Muang 159.95 8.21 0 0 0
Thong Pha Phum 0 0 0 0 204.15

Total 204.13 395.79 325.70 789.99 785.53

Table L-3 Service area zoning and cassava plantation in 2006 for candidate site 1

. . 2
Crop area in each service zone (km )

District
0-25km  25-50km  50-75 km 75-100km > 100 km

Bo Phloi 0.00 18.43 54.66 43.37 1.39
Dan Ma Kham Tia 0.00 27.60 11.27 0.17 0.00
Huai Kra Chao 0.00 3.92 37.72 1.14 0.00
Lao Kwan 0.00 0.00 10.35 81.12 96.46
Muang Kanchanaburi 1.41 15.53 0.86 0.00 0.00
Nong Phu 0.00 0.00 0.00 16.56 1.22
Pha Nom Tuan 0.02 15.12 0.00 0.00 0.00
Sai Yok 0.00 0.33 1.97 0.08 0.01
Sri Sa Wat 0.00 0.00 46.33 575.23 510.11
Tha Ma Ka 109.31 115.64 0.23 0.00 0.00
Tha Muang 10.46 11.84 0.00 0.00 0.00
Thong Pha Phum 0.00 0.00 0.00 0.00 0.05

Total 121.21 189.98 108.73 674.29 607.86
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TableL-4 Service area zoning and sugarcane plantation in 2006 for candidate site 2

. . 2
Crop area in each service zone (km )
District

0-25km  25-50km  50-75km 75-100 km > 100 km

Bo Phloi 3.04 85.13 97.33 15.93 0.28
Dan Ma Kham Tia 1.98 64.24 10.28 0.00 0.00
Huai Kra Chao 0.00 13.80 52.53 0.00 0.00
Lao Kwan 0.00 0.00 20.87 117.14 18.88
Muang 59.26 83.94 1.06 0.00 0.00
Pha Nom Tuan 4.85 76.44 0.01 0.00 0.00
Sai Yok 0.00 6.14 941 0.00 0.00
Sri Sa Wat 0.00 0.00 0.00 0.00 88.24
Tha Ma Ka 15.92 32.84 0.00 0.00 0.00
Tha Muang 160.65 7.55 0.00 0.00 0.00

Total 245.70 370.08 191.47 161.15 109.64

Table L-5 Service area zoning and cassava plantation in 2006 for candidate site 2

. . 2
Crop area in each service zone (km )

District
0-25km  25-50km 50-75km  75-100 km > 100 km

Bo Phloi 0.21 21.52 35.46 11.17 0.90
Dan Ma Kham Tia 0.29 35.77 3.19 0.00 0.00
Huai Kra Chao 0.00 4.05 26.23 0.00 0.00
Lao Kwan 0.00 0.00 11.20 53.11 52.72
Muang 4.78 0.00 0.00 0.00 0.00
Sai Yok 0.00 0.87 1.19 0.00 0.00
Tha Ma Ka 109.37 115.76 0.00 0.00 0.00
Tha Muang 11.20 11.11 0.00 0.00 0.00

Total 125.85 215.95 77.28 75.12 54.14
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Table L-6 Service area zoning and sugarcane plantation in 2006 for candidate site 3

. . 2
Crop area in each service zone (km )

District 0-25km  25-50 km 50-75 km 75-100 km > 100 km
Bo Phloi 808 12981 11076  15.08 0.00
Dan Ma Kham Tia 6.84 65.79 0.11 0.11 0.21
Huai Kra Chao 0.00 2445 5157 0.12 0.00
Lao Kwan 0.00 0.00 2808 13211 16.66
Muang 6761 9864 086 0.01 0.01
Nong Phu 0.00 0.00 8.39 16.19 0.42
Pha Nom Tuan 1094 7063  0.00 0.00 0.00
Sai Yok 0.00 14.26 132 0.09 0.07
Tha Ma Ka 1615 3241 0.00 0.00 0.00
Tha Muang 103.48 543 0.00 0.00 0.00

Total 213.10 44142 20111 163.72 17.38

Table L-7 Service area zoning and cassava plantation in 2006 for candidate site 3

. . 2
Crop area in each service zone (km )

District 025km _ 25-50km _ 50-75km _ 75-100 km > 100 km
Bo Phloi 2.59 35.68 65.15 2073 0.00
Dan Ma Kham Tia 1.6 32.58 0.03 0.03 0.07
Huai Kra Chao 0.00 5.74 36.95 0.01 0.00
Lao Kwan 0.00 0.00 18.69 75.59 50.18
Muang 8.32 9.40 0.00 0.00 0.00
Nong Phu 0.00 0.00 3.45 10.54 0.23
Pha Nom Tuan 1.56 13.47 0.00 0.00 0.00
Sai Yok 0.00 1.94 0.14 0.03 0.01
Sri Sa Wat 0.00 0.00 204.28 21926 430.48
Tha Ma Ka 0.11 0.06 0.00 0.00 0.00
Tha Muang 6.40 5.01 0.00 0.00 0.00
Thong Pha Phum 0.00 0.00 0.00 0.00 27.62

Total 20.62 103.89 328.69 32719 508.59
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Table L-8 Service area zoning and sugarcane plantation in 2006 for candidate site 4

. . 2
Crop area in each service zone (km )

District
0-25km  25-50km  50-75km  75-100km > 100 km

Bo Phloi 209.00 54.72 0.00 0.00 0.00
Dan Ma Kham Tia 0.00 0.00 65.94 26.40 0.00
Huai Kra Chao 30.92 45.37 0.00 0.00 0.00
Lao Kwan 0.00 101.08 73.44 0.01 0.00
Muang Kanchanaburi 0.00 109.39 63.95 0.28 0.02
Nong Phu 5.58 18.76 0.50 0.00 0.00
Pha Nom Tuan 4.24 73.69 3.35 0.01 0.00
Sai Yok 0.00 0.00 18.57 0.08 0.00
Tha Ma Ka 0.00 0.00 39.09 9.58 0.00
Tha Muang 0.00 19.93 113.14 35.27 0.00

Total 249.76 422.96 377.98 71.63 0.018

Table L-9 Service area zoning and cassava plantation in 2006 for candidate site 4

. . 2
Crop area in each service zone (km )

District
0-25km  25-50km  50-75km  75-100 km > 100 km
Bo Phloi 89.79 35.36 0.00 0.00 0.00
Dan Ma Kham Tia 0.00 0.00 38.56 7.81 0.00
Huai Kra Chao 14.68 28.01 0.00 0.00 0.00
Lao Kwan 0.00 78.77 63.23 0.04 0.00
Muang Kanchanaburi 0.00 15.47 2.34 0.34 0.00
Nong Phu 0.99 12.94 0.25 0.00 0.00
Pha Nom Tuan 1.13 13.90 0.01 0.00 0.00
Sai Yok 0.00 0.00 2.22 0.07 0.00
Sri Sa Wat 0.00 57.08 204.68 370.94 187.09
Tha Ma Ka 0.00 0.00 0.00 0.00 0.00
Tha Muang 0.00 1.14 9.77 11.52 0.00

Total 106.58 242.65 321.05 390.71 187.09
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Table L-10 Service area zoning and sugarcane plantation in 2006 for candidate site 5

. . 2
Crop area in each service zone (km )

District
0-25 km 25-50 km 50-75km  75-100 km > 100 km

Bo Phloi 208.36 55.37 0.00 0.00 0.00
Dan Ma Kham Tia 0.00 0.00 64.73 27.69 0.00
Huai Kra Chao 31.37 44.96 0.00 0.00 0.00
Lao Kwan 0.00 102.81 71.65 0.01 0.09
Muang 0.00 107.59 65.74 0.12 0.02
Nong Phu 5.80 17.13 0.46 0.00 0.01
Pha Nom Tuan 3.78 74.09 3.42 0.00 0.00
Sai Yok 0.00 0.07 18.05 0.00 0.00
Tha Ma Ka 0.00 0.00 38.97 9.66 0.00
Tha Muang 0.00 19.29 112.99 36.03 0.00

Total 249.30 421.32 376.01 73.52 0.12

Table L-11 Service area zoning and cassava plantation in 2006 for candidate site 5

. . 2
Crop area in each service zone (km )

District
0-25 km 25-50km  50-75km  75-100km > 100 km
Bo Phloi 89.77 35.38 0.00 0.00 0.00
Dan Ma Kham Tia 0.00 0.00 38.16 8.12 0.00
Huai Kra Chao 15.02 27.67 0.00 0.00 0.00
Lao Kwan 0.00 79.91 62.10 0.04 0.13
Nong Phu 1.43 12.48 0.23 0.00 0.00
Pha Nom Tuan 1.10 13.92 0.01 0.00 0.00
Sai Yok 0.00 0.00 2.07 0.00 0.00
Sri Sa Wat 0.00 57.15 204.81 371.61 186.44
Tha Ma Ka 0.00 0.00 149.71 26.76 0.00
Tha Muang 0.00 1.14 9.39 11.88 0.00

Total 107.32 227.64 466.47 418.41 186.57
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Table L-12 Service area zoning and sugarcane plantation in 2006 for existing plant

. . 2
Crop area in each service zone (km )

District
0-25 km 25-50 km  50-75km 75-100km > 100 km

Bo Phloi 0.00 0.48 27.16 55.08 0.00
Dan Ma Kham Tia 0.00 7.09 35.95 0.07 0.00
Huai Kra Chao 0.00 0.00 30.44 12.35 0.00
Lao Kwan 0.00 0.00 3.65 76.71 107.14
Muang 0.00 4.30 12.46 0.00 0.00
Nong Phu 0.00 0.00 0.00 0.66 16.20
Pha Nom Tuan 8.72 6.32 0.00 0.00 0.00
Sai Yok 0.00 0.00 0.87 1.57 0.04
Tha Ma Ka 216.48 8.65 0.00 0.00 0.00
Tha Muang 0.87 21.14 0.00 0.00 0.00

Total 226.07 47.98 110.53 146.44 123.38

Table L-13 Service area zoning and cassava plantation in 2006 for existing plant

. , 2
Crop area in each service zone (km )

District
0-25km  25-50km  50-75km  75-100km > 100 km
Bo Phloi 0.00 3.54 103.75 109.85 0.00
Dan Ma Kham Tia 0.00 6.68 75.16 0.77 0.00
Huai Kra Chao 0.00 0.45 69.33 7.61 0.00
Lao Kwan 0.00 0.00 9.50 139.31 49.46
Muang 0.00 54.28 88.65 1.37 0.00
Nong Phu 0.00 0.00 0.00 4.16 0.00
Pha Nom Tuan 1.37 62.61 17.54 0.00 0.00
Sai Yok 0.00 0.00 6.20 11.78 0.05
Tha Ma Ka 46.95 34.35 0.00 0.00 0.00
Tha Muang 28.26 139.87 0.00 0.00 0.00

Total 76.57 301.78 370.14 274.84 49.52




APPENDIX M
SERVICES AREA ZONING FOR CLASSIFIED LAND

SUITABILITY AREA (FOR EACH CROP)

Likewise, the service zoning system can be applied with the land suitability
maps for sugarcane and cassava developed in Chapter 5 (Figures 5.6 and 5.7) to find
the most suitable sites located within these maps and results are shown in Figures 6.6
to 6.11 and Tables B.15 to B.26. And if consider only within the first 50 km (or in the
0-50 km zone) and only highly/moderately suitable areas are considered (S1+S2 area),
it can be concluded that each candidate is having different area cover for this defined
class (Table B.14). In general, the higher the S1/S2 area covers, the more preferred of

the candidate location the plant should be. Here, in case of sugarcane, it is candidate

site 3 (1454.06 kmz) and for cassava, it is also candidate point 3 (1166.85 kmz).

Table M-1 Amount of classified S1+S2 area within 0-50km zone for each candidate

Amount of S1+S2 area (km?2)

Candidate
Sugarcane Cassava
1 1279.40 350.37
2 1296.21 705.4
3 1454.06 1166.85
4 964.76 907.74

5 957.34 944.90
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Table M-2 Service area zoning and sugarcane’s land suitability for candidate site 1

Amount of area (kmz)
Suitable class

0-25km 25-50km 50-75km 75-100km > 100 km

Highly suitable 46.06 79.56 62.79 7.16 32.23
Percent 6.56 6.03 5.32 1.56 15.77
Moderately suitable 464.97 688.81 423.30 123.03 63.71
Percent 66.21 52.21 35.84 26.72 31.18
Marginally suitable 167.75 536.62 671.42 312.66 102.86
Percent 23.89 40.68 56.85 67.92 50.34
Not suitable 16.91 14.25 23.49 17.52 5.53
Percent 241 1.08 1.99 3.80 2.71
Total 702.31  1,319.24  1,180.99 460.37 204.33

Table M-3 Service area zoning and cassava’s land suitability for candidate site 1

Amount of area (kmz)
Suitable class

0-25km  25-50km  50-75km  75-100km > 100 km

Highly suitable 46.64 49.38 23.03 36.28 76.41
Percent 7.68 10.85 20.82 51.04 42.62
Moderately suitable 175.88 78.47 40.26 13.80 58.93
Percent 28.98 17.24 36.40 19.42 32.87
Marginally suitable 367.11 317.82 45.28 19.85 38.83
Percent 60.49 69.83 40.94 27.93 21.66
Not suitable 17.22 9.47 2.04 1.15 5.13
Percent 2.84 2.08 1.84 1.62 2.86

Total 606.85 455.14 110.61 71.07 179.30
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Table M-4 Service area zoning and sugarcane’s land suitability for candidate site 2

Amount of area (kmz)

Suitable class
0-25km 25-50km  50-75km 75-100km > 100 km

Highly suitable 63.74 66.95 26.38 0.40 0.06
Percent 7.66 5.53 3.49 0.14 0.35
Moderately suitable 533.13 632.39 220.64 29.39 1.80
Percent 64.07 52.24 29.17 10.44 10.54
Marginally suitable 209.24 491.13 493.21 242.18 14.22
Percent 25.15 40.57 65.21 86.01 83.15
Not suitable 25.99 20.05 16.16 9.62 1.02
Percent 3.12 1.66 2.14 3.42 5.96
Total 832.09 1,210.52 756.39 281.59 17.10

Table M-5 Service area zoning and cassava’s land suitability for candidate site 2

Amount of area (kmz)

0-25km  25-50km  50-75 km 75-100 km > 100 km

Suitable class

Highly suitable 96.46 189.77 150.33 39.70 2.70
Percent 11.59 15.68 19.88 13.30 14.59
Moderately suitable =~ 293.72 407.58 66.51 8.15 0.81
Percent 35.30 33.68 8.79 2.73 4.38
Marginally suitable ~ 412.67 603.08 469.01 201.07 13.76
Percent 49.59 49.83 62.01 67.35 74.46
Not suitable 29.23 9.81 70.53 49.61 1.22
Percent 3.51 0.81 9.33 16.62 6.58

Total 832.09 1,210.24 756.39 298.53 18.48
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Table M-6 Service area zoning and sugarcane’s land suitability for candidate site 3

Amount of area (kmz)

Suitable Class
0-25km  25-50km  50-75km  75-100km > 100 km

Highly suitable 63.80 79.78 23.70 2.65 29.11
Percent 7.35 5.59 2.81 0.82 33.73
Moderately suitable ~ 551.84 758.64 268.78 70.98 31.15
Percent 63.56 53.16 31.84 22.03 36.10
Marginally suitable =~ 234.45 575.93 541.30 239.10 24.81
Percent 27.01 40.36 64.13 74.20 28.75
Not suitable 18.06 12.61 10.35 9.51 1.22
Percent 2.08 0.88 1.23 2.95 1.42
Total 868.15 1,426.97 844.14 322.23 86.30

Table M-7 Service area zoning and cassava’s land suitability for candidate site 3

Amount of area (kmz)

Suitable Class
0-25 km 25-50km  50-75km  75-100 km > 100 km

Highly suitable 105.52 269.56 183.98 63.39 77.77
Percent 12.11 18.72 22.82 19.69 72.52
Moderately suitable 309.73 482.04 35.19 11.57 19.79
Percent 35.53 33.47 4.37 3.59 18.46
Marginally suitable 433.22 669.62 495.64 201.94 8.11
Percent 49.70 46.49 61.48 62.74 7.57
Not suitable 23.17 19.12 91.31 44.99 1.56
Percent 2.66 1.33 11.33 13.98 1.45

Total 871.63 1,440.35 806.12 321.89 107.23
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Table M-8 Service area zoning and sugarcane’s land suitability for candidate site 4

Suitable class

Amount of area (kmz)

0-25km  25-50km  50-75km  75-100km > 100 km

Highly suitable 21.19 78.32 83.09 17.90 0.82
Percent 2.88 5.50 6.54 10.02 4.77
Moderately suitable ~ 294.54 570.71 727.17 78.92 10.54
Percent 40.02 40.09 57.24 44.17 61.52
Marginally suitable 407.59 729.20 445.40 81.23 5.74
Percent 55.38 51.22 35.06 45.46 33.53
Not suitable 12.70 45.31 14.79 0.64 0.03
Percent 1.73 3.18 1.16 0.36 1.44

Total 736.03 1,423.55 1,270.46 178.68 17.13

Table M-9 Service area zoning and cassava’s land suitability for candidate site 4

Suitable class

Amount of area (kmz)

0-25 km 25-50 km 50-75km 75-100km > 100 km
Highly suitable 143.06 282.67 193.15 35.09 10.79
Percent 21.52 42.52 29.05 5.28 1.62
Moderately suitable 150.97 331.03 379.02 44.00 2.16
Percent 16.64 36.49 41.78 4.85 0.24
Marginally suitable 526.99 588.49 650.19 97.86 3.99
Percent 28.22 31.51 34.82 5.24 0.21
Not suitable 25.70 110.67 47.95 1.60 0.04
Percent 13.82 59.51 25.78 0.86 0.02
Total 846.73 1,312.86 1,270.31 178.55 16.98
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Table M-10 Service area zoning and sugarcane’s land suitability for candidate site 5

Amount of area (kmz)

Suitable Class
0-25 km 25-50km  50-75km  75-100 km > 100 km
Highly suitable 21.08 76.42 83.78 18.38 0.82
Percent 2.86 5.39 6.63 10.01 4.71
Moderately suitable 294.20 565.64 725.98 82.12 10.74
Percent 39.93 39.91 57.42 44.75 61.56
Marginally suitable 408.90 729.59 440.01 82.39 5.86
Percent 55.49 51.48 34.80 44.90 33.59
Not suitable 12.66 45.52 14.63 0.63 0.03
Percent 1.72 3.21 1.16 0.35 0.15
Total 736.85 1,417.16 1,264.40 183.52 17.44

Table M-11 Service area zoning and cassava’s land suitability for candidate site 5

Amount of area (kmz)

Suitable Class
0-25 km 25-50 km  50-75km  75-100km > 100 km
Highly suitable 144.37 311.82 220.00 35.58 11.16
Percent 19.59 22.02 17.40 19.40 63.95
Moderately suitable 149.23 339.28 385.11 45.31 2.26
Percent 20.25 23.96 30.46 24.71 12.93
Marginally suitable 417.31 698.21 644.93 100.84 4.00
Percent 56.64 49.31 51.02 54.99 22.92
Not suitable 25.93 66.64 14.12 1.66 0.04
Percent 3.52 4.71 1.12 0.90 0.21

Total 736.85 1415.95 1264.16 183.38 17.45




APPENDIX N

LIST OF CORRESPONDING EXPERTS ON ETHANOL

INDUSTRY LOCATION

Table N-1 List of experts who gave opinions through distributed questionnaires

4
yo-ana

AU

1.57.95. 118 WINYATIEH

2. SRLGINYT 33¥VIINA

3. 57.A5.2%8 AR

4. wetoaAn ugassa
[l @ 4
5.93.99979 WRIANHD

6. WA T30
I o
7.93.9NO Y OVYI5

8. WOANTNG udlgNINg

9. wgandan Teaa

10. WonIna wonH i
11. wegns auandgna

12. U9BYFA BaNIaNTNA

13. WIIUUAT BUNU

14 weduiia Wnlsziasy

o

150 T T501 35205 Tneysd

16. WgU315Y Suuag

Ao A o
17. a5.0%8 asidthnsal

5OIAEANTITY T2AU9

s
TONFMITATI019Y

i@ﬂﬁWﬁ@liﬁ]ﬁgigﬁ‘U 9

femans1nsdszan 7
AMZNTTUMIIONILOD
¥ Y o
AiFermydudisan
HagdUNAY (8.)

9o [
nssumsgoans g

o w

Y
vigmhmadszys 1na

o

9
Avans Tsaau

wanthiheTssnugaavngsu

7INT 8 7.

AINT 79.

WnInemaas 7.

Yo
Qmuwmﬂswm

Y g A
WIMEINATI9 15990

% Y
Wantrhelsanugaavmnasy

amnaungur l5don

Ao

AUENINGINTTITUMAUAZHUNARDN 1.
uring

madvunalulagyuun U, s35umans
MaAngiimans auzdnuimans u.

fadns

NILNTNMINAY

dnindiFerm nsuiannnau

v3Em Ineiuyugaavnssy $1ia (ngu

1A
Ineguse)
v

vs¥mihealnslemuea $1fia

dninnugam I TUTINIagNI TS

ﬁ1ﬁﬂﬂ1uq@ﬁ'1ﬁﬂiiuﬁ'}ﬂﬁ1"lﬂl NIy

Tﬁﬂﬂu’q@lﬁ"l‘ﬂﬂiﬁil

v Y
Fuyanymai dninauma Tulagi
gazMsdamsvany 159911 a5y 15anu
PAAMNTTY

T3 lneez Insduimess 91ia

AninNUATINNITUTINIANYIULYT

mnaungur lsdooua7 Jania
=)
MYINYS

v
VTHN KSL 3109 (Nguilimaveuunu)




APPENDIX O
DISTRIBUTED QUESTIONAIRE TO CONTRACTED

EXPERTS

¥ A
HUVTBUDNNITYIVIYIION

v
U

MINAZANAINHNZ ANV SINUNAAPN LA

Fou MudaounDdoUN N

A ] ] Y ~ A= o a v Y
LHUBIIINVINLIT U WNAINAYT INYUINA uﬂﬁﬂ‘]ﬂ’li?ﬁﬂﬂﬂiiyﬂﬁl@ﬂ ﬁ']"ll']ﬂ']iﬁllz"lnﬂigﬂgulﬂa

a a

o o @ o a P 4
dnindninenans uminodomaluladgius mashineidwusises midszgndinalulad

A

giissaumalumsdsziuaunmiaudmsuinasygnanldwasuluniaaz fuan &0

*9
' Y

g g y s Ay & Adda o o A
Lmuﬁa‘umumﬂm/iuﬂumqﬂizmmwaﬂmmimwu‘vmmmmmmz’duﬂummﬂiwmwam@

Y
muea Tudsndamaoauys TaeldinaTuTadnedugiiarsaumns (Geoinformatics) Tunisfidms

4

= o & A 9 ' v AA
nmmmmummmimmmay_aiu 2 93U ANUAND

1. ms ldanhminnIemazuuuaudiiyvoailads (Weighting Score)

2. m3lmazuuuseauilitensemnzuuuanuinz auves¥139il99e (Rating Score) 1o

[R]
aAaA

4
sy 'I’i‘Vi”I'iwﬂU‘U’é]\i‘WllﬂﬂﬁJﬂ’NiJmiﬂwﬁiJfT‘Uﬂ”Iiﬁ\ﬂSN”luﬁﬂﬂﬁ]’)

Y k4
Tﬂ&flumimﬂmuummmmmmam11'imﬁmmzﬂmuuimmazmwmﬂﬂﬁaﬁu i

9

o & A Y VY A
ﬂ'JHJ"MLﬂH‘Wl]Z@I@\ﬂWWLGUEJ'J%'I‘EULLE‘]?;N 1]5 ﬁ'Uﬂ1im‘ﬂLﬂEJ'J"lJENﬂ”]_lIi\’l\i'lu@ﬂﬁ'lﬂﬂiimulﬂwfﬂ'lim1

u

Tumsimvuanl msig amuﬂuﬁ‘ﬁdmmg ﬂ’NiJLG]fEJ’JGIﬂﬂJ %Q%ZNNﬁﬁBWﬁﬁW‘ﬁﬂgﬂﬁ03@]1Nﬂ5ﬂ

U

a 1

1 d 1 1 @ 1
M3 mdalasveanueyaszdnnmudaeuuuuaeuowlumsldmaziuuais q danan

A 1 v
dnnaiadenne 9 MhwAnsaiug Solddnunanss ¢ iyaa Yeinuaa 9 fRerdeaiy

U

v
v o 9

Y [
M3iAns 159971 NOBf tazauIteNineIdos quum‘w1mf|mﬂ@:mJiﬁlﬂ%ﬂﬁnuaﬂmuamﬂuﬂ;mﬂw

ya o

YBLFAUBDLIUS fTﬁJN’J%EJﬂ’JfJ

U

=2 = A L o ' A o
leLiEluiJ’]LW’E]"'U'E]ﬂ'l']llﬁHlﬂi'lgwGlUﬂ'liﬁf)‘ULLUﬂﬁﬁﬂﬂ']ﬁJﬂ\?ﬂﬁ']') LW@ﬂi%Tﬂ%uiuﬂ”ﬁ
= Aav 09)1 dyal v & a
ANHIIVYATIUAIY ﬂﬂlﬂu‘v\ﬁgﬂﬂ!ﬂﬁ
ﬂl@ﬂlﬂﬂWi%ﬂm@Ei’Nﬁﬂ

Iy v

flaegn  Neund (HI99)



225

¥

suugeuMNgAi 3 (MsmnunimInzaniunslssnundnien1uea)

Y :1 v o v YA ' A A Y A = av
fﬂ'5114ﬂTL!Tﬁ"HﬂﬁTVi5‘]JI§L“]58’J“I)’1E1JUGI,1!!L@]§1$€T1GIJ1%LﬂEJ’JGUfNLW’E)‘]Jigﬂ’EJ‘Uﬂﬁ‘ﬁﬂfHTJEﬂEl
A
NN

S A a v A a

4 a ~ o A
ﬂ'liﬂi%fgﬂ@llﬂﬂiuiﬁﬂﬂﬂJﬁWﬁﬁumﬁGlUflTiﬂﬁ&iJuﬂmﬂWWﬂﬂuﬁWﬂﬁUW‘]ﬂﬁﬁ‘Hﬂﬂﬁ]ﬂ

U

Tndsnulumanziuanvesdsemalne

[

111 Iag

UNTNINAY Lﬁﬂu’Nﬁ

a3 mNmMssu3anszes Ina

a

ninminemnans unanedomalulaggius

Do

E YR Ty 01 YOO R ITC Y T
A (A wa

TEAU oo ADMUNUGUANIU s

B8 e 12 I TR

L VOO A EEA 11 N

4
@

o A a ¢ Ao 4 o a v o ad o o ¢
ANV ﬂ’]i'\llﬂi'lgw“H’]'ﬂ@]\i'ﬂlﬂil’]:fﬁllﬂuTi\?\ﬂuwaiﬂl@‘ﬁ’]uﬂﬁ 1u%ﬁﬂ3ﬂﬂ’liy§]uu§ G]fﬁl,ﬂu’;@lqﬂizﬁﬁﬂ

]
@

=& o Aa a o A 4 L) a dy A
Pszmaninlumsinineinusises malssgnama Tulaggiarsaumalumsdseiumnunmnzan
9 o A a Aq Y @
dmSulgniimeasugnan Iiwasnulumaez Juanveslszms Ine

4 4 v

TaguuuaeunwgaiiaudsINsdoyanimInzIuuYeIANMIN  (Weight) AN 1AYv0q

Yot azAnzuuuANUMINEaNY095911938 (Rating) Favzai 116 m1ev Taeldmaiianszuaums
o w 09/’ a a Jd A . . . &£ g £ as v A

HUVAAUFUIBIUATIEH 119D Analytical Hierarchical Process (AHP) Fatlunialudasmsaaaulauuvaie

-4 C e .. 9 A = = o g oA L. .
1NN (Multicriteria Decision Method) taz Ismatianisn/Toumsuiladeilusiog #3e Pairwise Comparison

]
~

== Y o o = :zl a @ @ ~ a ~
i]\illﬂunﬂﬂimEgﬂiﬂﬂlJﬂﬁW']‘V'l@l\i‘V‘lLﬁiJ']&’ﬁiJ"UﬁNIiN'luwaﬁl,f)'lﬁ'luﬁ)ﬁ Glu%iﬁﬂ]ﬂﬂﬁy%uui LAZUAIASLUUUN

9 Y a2 ' :; @ J 3 ' @ ' H
@L%’Jﬁmmmwmsmmmmummzmmuuumgm 1-9 ﬂ\iﬁﬁNﬁﬂllﬂﬁ

Equal Moderate Strong b’ery strk b{treme l
6 7 8 9

1 2 3 4 5

Importance



226

d d‘ = = o v \ 3,' %
wammasgnldlumsnlSsusuanudifgyvesnimiin

mAnudIng ANNTINIY BB
El ]
1 Hanud RNy flatenaesnhasiinsuulouisulinnudanmuiiey
(Equal Importance) iU (Two activities contribute equally to the objective)
a o ! 3 E!I o v Aa =) a IS o 3 ! (3
3 llﬂ'J'IiJﬁ']ﬂﬂJiﬂﬂﬂ'J‘le]ﬂi&’lﬂm fagentaesnnsunlouney ilﬂ’J'IﬂJﬁ']ﬂiyiJ']ﬂﬂ'J'lﬂi]i]U
(Moderate Importance) Fmilanetlszunm (Experience and judgements slightly
favour one activity over another)
a o o ' ' "o - = 2 o o ' o a
5 UANUAIAYNINNIDITUAUTA {Iﬁ]‘l)fJ‘VIfﬂﬁQWﬁniilﬂ!‘]Jifl‘UWlEl‘UﬂJﬂ31uﬁ1ﬂifglﬂﬂﬂ'ﬂ‘ﬂﬂﬁ]ﬂﬂﬂ
(Strong Importance) fmilsatiuauda (Experience and judgements strongly
favour one activity over another
a o _ w 1 1 1 % @ 14' o v Aa (= = ) 9w v 3
7 UANNTIAYUINNIDYNUAUTA favensasnnsandSounou 1Jﬂ'ﬂllﬁ']ﬂiyil"lﬂﬂ'ﬂ‘ﬂﬂﬁ]ﬂ
(Very strong or demonstrated ndanileeduauFaiin ( An activity is favoured very
importance) strongly over another and dominance is demonstrated in
practice)
= o oA ' o w = < v A (= a
9 IANNHAYNINNIBE1E manudrygeganzinllld lumsinsalSouion
v
(Extreme Importance) {1999%19@04 (The evidence favouring one activity over
another is of the highest possible order of affirmation)
IS v o_ v v v 0w = a o a v |
2,4,6,8 Lﬂuﬂ']ﬂ'ﬂllﬁ']ﬂiyi%ﬁ?']ﬂanﬂ]ﬂﬁ ﬂ1ﬂ?1ﬂﬁ1ﬂ@1uﬂ1ﬂﬂifJ‘UL“I/'IEJ'U’ﬂi]ﬂfJ gﬂwmimmmnﬂu
A vy 9 ' ' = vy 9
ﬂTV]ﬂ?ITJyl'J“UTQﬂu f’ﬂig‘l"iQTQﬂﬁNﬂJf’J\iﬂTﬂﬂaTJyl'J“ln\iﬂu

0L 1M IAD VBT DN
~ Y @ [l dy ) v a Y1 0w

nnuuuaeunwitdad iludedil daounuudeunwzdssinsanliannudiAyves
aiuiionSouieuiuiladodroulundazinlvesnse AMedaugumsinsan ldmnnudirgvesilio
Tunpausnueans e muvzdssiinsang Nilede Al ianudwguinniilads A2 mniloaiiosls

Y a @ a o 1 @ [l 1 @ 1 9 Y1 o w I<f

omaailade Al anudaguinnilade A2 edraaugauin mudliamanudidgiv 7
Tupedivesred 1nani lumnawudeunmnse

Y a ' o = o @ Y ' o ] J 39 Y1 o w 1<

amhuaaniade A1 ianudrngdesnnilate A3 egrnelszana munldmanuddaniv 3
Tunedmivesres esnin lumsuuuaouay

oA o o W ' o A g ' o v J
mufanilede A2 Tanudwydesniiileds A3 ed1es munldmanudinaiu o Tu

ﬂﬂﬁhﬁﬂlﬂﬁﬁﬁﬂﬁﬁ}ﬂﬂﬂiW Tumsruudouniy

lade msnfSeufsumazuuienasgiuileds lade
\J L £’ \
1NN i Hounn
Al 9 8 @ 6 5 4 3 2 1 2 3 4 5 6 7 8 9 A2
Al 9 8 7 6 5 4 3 2 1 2 @ 4 5 6 7 8 9 A3
A2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 @ A3




o a U o U A Al Z U o w \ \J U
ﬂ]ﬂﬁ‘iﬂﬂ‘ﬂiﬁ]ﬂﬁ1ﬁiﬂﬂﬂ1ﬁm]ﬂ1§‘11’iﬂ11-!11114!ﬂﬂfﬂ&liﬂﬂmu!!ﬁzﬂ]ﬂm!uuﬂlﬂﬂ’b’?@ﬂ%ﬁm

agaili

=
MIANH

anudAyveifady

a

1.029saun N

u

a

v
anbazgilszmaliont wanemseniAwwe15s U IMNTIN 191 TR

Q

szina myausiansazgiilsamalsznouludae 3 dnvuzfowaguuazigeog
Y ~ A a v o a
(Topography) | MweMHTiaNAzNAzIUAN waTs gy R LR UIFIaEUR T
v ] v
Ao ) ogN 1A TUDBNIRBUNTIBYDW I IALazIvAN T egUILIT Dz BRI NI
v v v o o v A o o a A
lavewaida auiuilavenitudwnuimnlseneumsnosanae
o ] v
mmqwmﬁuﬁ (Elevation): 391 3amMayan13 sz unnugaanszauti memhunan
Y Y v
Faug 100 A3 IUNIADUA VRN M IALEZIINNTT 1,000 W5 TN UNABUAANNDY
0 9 v v Y
ADULUVRITIMIA LAz INUUIAAR LA DI s we U HaneNAwea 53011
1 v v
2iladud | unadiagauMinnlFlumssaaesiueaiiv ieanndaniamgauysi
v @ A ¥ I 9
Nfaveanrias | Anenmaemstanilssnuainaintiesniniingauidinyaefonniiaia
v a o o Aa g v Ao a d' o
ngAy mziluimiaiitilsanudsedun Useneufuiianuazglidszmeaininzfu
v o o o & g 1 o a Ao LY a
(Raw Mygndee Ty uaziudilznas suiluuvasiagavininnlslumskan
PR ' v o o A o PN A
Material Tadluegaunn auiuildeninniinsanie
F
Sources) 2.1 3282H19910 15911199

2
2.2 5zEzrannaUsUFe Uy maa
dy A @ Y
2.3 NuimnzaunumIlgnose

k4 '
2.4 Wuimunzaunumsigaiudilevds

3.1aduou
v
analnd
(Proximity)
H501la98

mumsaaa

v = A v o A
ﬂﬂ?ﬂiﬂﬂiuﬂWﬁﬁﬂ‘H1uﬂglﬂUﬂ15LL‘V]u@1uﬂ?ﬁ(“lﬁnﬂE]“L!Luﬁ]\ﬁJ']ﬁ]'lﬂﬂ’JTlJﬁxﬂ'Jﬂﬂ'ﬁ

1 Y v 1w -ﬁy a o Y 1A Y Y < o
YU mnflﬂaﬂmmmﬁu%wawawﬂwmmmmumaum%azmn 33AL33IM

9
[ Y

Vo o Ao I @
Ifdunumsvudsdguiniliionindudunude
3.1 5202119NEUNIANUIAY (Distance to Transport Network) A13eAd181uns

! A Y 9 4 P~ ' '
mumeanmﬂiiwmwama‘ﬁmaa I@ﬂ“lﬂfmummumﬂuwaﬂ %QMWﬁﬂ’ﬂyjﬁﬂﬁTﬂ”l

@

i 3 Y
msvuadudeazidryfeansovuasdus lldumasTssnunduminiunie

5]

nanGasohol

4.dav8mu
imaain
arvayu
(Water

Supply)

o w

3} <3 o Aa @ a o
Wiiluildeniianuddyiunszuiumsnaarzdriinnuazoianay lunmsu
=} o Y 91:’ a
gaamnssulianusuiudesns linlsuaunn
a oy a I @ U oy o y
4.1 YSmanihldauwnaasuani) Wudwmuveaurauirdrseanlalu

PATINNITITY

v
o

' a a oA o v 9 g A o EY a S
4.2 LURAUINIAY L‘BULﬂEJ’JﬂU’ﬂi]i]EJGUNG]‘L!‘Wﬁ?il'liﬂ%'lilﬂ‘ﬂuﬂﬁﬂﬁﬁ LAZNITAN

A ' A A =< o Y
Tiwmmwacsmmiwyﬂ%”lwmu'lﬂwmmm

winewg: iosanlundvealse TomineTsaam

227



228

tadeiililu anudngyvesilade
MIANY
v Y ' 1 o A ' J Y A A = g
5.1ladeau 6.1 szazvinmnnuiihiinasenunnveniuns s liasisfannsodu lduazms
a v v A
Funadew aseninde
1 X~ 1 o <3 1 o
(Environment) | 6.2 52821199 n0UY Felinaneniationn msueuiiu ANudzaINaomsdns
wnemg: Nsanlunansznuaoduadoy
Y 1 A L= A @
6.1JodAu 6.3 uvasgurunIelaiegorruuanege doveiszanau
Q' I ] cs'o’zl £ 3 A 9 Ea) v 3
Funadew 6.4 528U NNNNAIE B I Ua s s a0 e Fudunnlslss Tewiswnudlu
o o &£ g o Aa o ' a o Y =
(Environment) | 1338lumsdslssnu guiluilidentanuduiulumsdaasu-msssnuianiui

o da

A g A ' a wva I A
n3edagnilszTomi wieguamudalnssy aoilaenssu Useiamens viso

A

Tusiuaa c’f;amasgaTswmi}zéfm'hifiaslﬁ’gﬁﬂmms"mmuwi@m'ﬁﬁmﬁmu
Usgnoudie

- T595ounTeanumsAnyIA1g

- EAUADIUNTD IR

—@UNTI¥NS

@ I

d‘ 1 a 1 [ 1 v A o @ 3 ya =) IS o
fAdUN 1 1’]11!?]@’31‘ﬂ%%ﬂLL@]ﬁ%ﬂfﬂﬁ]EJJJﬂ?HJﬁ1ﬂﬂJE]fJNM1§"UENﬂ%ﬂﬂﬂﬁﬂ wazldnnsanlSeunouszauves

5]

o o & ' o o A v Y A = =~ Y o o A v
ﬂ’ﬂilﬁ?ﬂﬂg!ﬂui?ﬂﬂﬂ]@ﬂixﬂﬂﬂﬁ]%fJT]E‘JQ“V]Nﬂﬂ!"]ﬂEJiJEVU@QLm’Jlﬂiﬂﬂlﬂﬂﬂﬂﬂﬁgﬂﬁﬂﬂ%EJ‘V]E‘JQ‘V]NF”L!GU’N

Y '
yoaussnameInulae Xl vunmneamumazuuuduaszay 1 -9 Admualiouasunnguesilede

ilod msnlSauaumaznuuinasgiuvesifade lade
finnudingannnn i finnmdniiesnd
oiilszna 91876 |5]4]3]|2 1 203 (4|5 6] 78|09 ﬁﬁymmiﬁmqﬁu
sz 91876 |5]4]3]2 1 203 4] 5 |6] 7 |8]9]amwlndnsama
sz 91876 |5]4]3]2 1 203 (4|5 |6]7 (8|9 Lmﬁqﬁ”mﬁuﬁuu
sz 91876 |5]4]3]2 1 2| 3 |4l s 6| 7|89 dundow
ﬁé’anmdﬁmqau 98|76 5|43 |2 1 203 (4|5 6] 7]8]9]|muladminaa
ﬁéfuma’qmqﬁu 91876 |5]4]3]|2 1 203 (4|5 |6] 7|89 Lma'u‘iwﬁﬁuﬁgu
ﬁﬁymwa'qmqﬁu 91876 |5]4]3]|2 1 23 4|5 |6|7|8]9] dunden
ﬁcé?yuma'nmqﬁu 91876 |5]4]3]|2 1 203 (4|5 6] 7 |8]|9] dwan
anulndy 91876 |5]4]3]|2 1 203 (4|5 |6] 7|89 Lma'u‘iwﬁﬁuﬁgu
MInaIn
A lnd/ 98|76 |5|4|3]|2 1 2|3 |4l s 6|7 |s]|o9] dunadon
MIna1n
wrdai ols|7]6 |5]4]|3]2 1 2|3 |4l s 6|7 |s]|o9] dunadon
iy




229

@ [}

,.—,; J a J @ 1 =t 9 @ 4 o Y a = =
ADUN 2 ‘1/]1’1!?’]ﬂ’ﬂ’ﬂ"ﬂi]Ellmﬁzﬂi]ﬁ]Elllﬂ’ﬂll’d1ﬂﬂlﬁ)UNllﬁﬂlf]ﬁﬂi]i]ﬂiuﬂq&lﬁﬁﬂ wagldnnsaundSeuneu

o

@ 9 o < 1 @ v A T =) = o @ o A
i$ﬂUﬂJ@Qﬂl?Nﬁ1ﬂﬂJLﬂuﬁ1ﬂﬂ"UE]\'Iﬁzﬂﬂﬂ%%ﬂ‘ﬂ@gﬂ?ﬂﬁ1u41ﬂﬁ@6ﬂﬂﬂlmilﬂﬁﬂﬂWIﬂUﬂUizﬂUﬂ%%ﬂ“ﬂ@ﬂ

U

o

P4 v A @ J 3 ! o ~ Y U
NNATUVNVBIUTTNAREINU Tag VUANYRAVAASUUUAUATEAD 1 — 9 Wﬂ1ﬂuﬂ1ﬁﬂuﬂiﬂﬂﬂﬂﬂlﬂﬁ

o
lode
v Y £
1. flhdamhudnuazgiivszina (Topography)
ilade msnfSaumaumaznuninasgiuvesilode ilad
a o \J v w a o Y \J
finnudngannn Wy finndngrioand
—
—anwgees |98 |7 | 6]5]4 |3]2 1 20314]5 [6]7]8 |9]-anugvesiui
& 4
i

2. Joduiunnasingdu (Material Sources)

lade msnfSeufeumaznumnnsgiuvesiode lade
= o w \J Vv a oY 4 \
anud 1NN L fanudiiioans
-gzezven [ 9| 8| 7| 6 [ 5] 4 |32 1 20345 6] 7 |8]|09] -szazHannausy
ks 4 o o o
Tsaanhena Fosiudnlgnd
Fl ]
- ITYTHINN 918 7] 6 514 3] 2 1 21314 5 61 17 8| 9| - Wuhmanzauny
s )
Tsanmina myilgndeny
—
-szgzrRn | 9| 8| 7| 6 | 5| 4|3 2 1 213(4]5|6]| 7 |8]|9]-wuimmzeaudu
y
Tsanmina madgniudilznas
—
-szgzrn | 9| 8| 7| 6 | 5| 4|3 2 1 213(4]5|6]| 7 |8]|9]-wuimmzeaudy
o & o 9
auTuFeIY m3ilgndes
GRITFATEN
—
-sgogrIn | 9| 8| 7| 6 | 5| 4|3 2 1 203|4| 5 |6| 7 |8]09]-Auiimunzauiy
o 3 o Y o
ausuFey mslgniiudilends
dlenda
-Wuiinzay | 9| 8| 7] 6 | 5] 4 |32 1 20345 (6|7 |8]9]|-wuimuzauiv
flumsigndes malgniudnlznds
3. thdsdunnulng vsedumsnain (Proximity/Marketing)
lade msnfSeuieumazsumnnsgiuvesiade lade
= o w \J Vv a oY 4 \
nnud 1NN AL fanudiyrioans
- 3289zH190I0 -szEzHIIAIN
tdunia|9 s 716154 3 2 1 213|145 6 7 81 9| idumananau
ANUIAN

4. Tadaduumasrharivayu (Water Supply)

ode msnfSeufisumazsuminasgiuvesilade lade

v Y

finnudagnnnn mnu finnudagieann

unaaihifAY 9‘8‘7‘6|5‘4‘3‘2 1 2|3‘4‘5‘6‘7‘8|9uwa‘qu‘?ﬁﬁu




5. adamuaanInasi (Environment)

230

lade msnfSeufeumazsumnasgiuvesiade lade
a o T 5 oV
nnudinn i Hanudiiey
5388MI9IN | 9| 8 [ 7] 6| 54|32 1 2345 |6| 7 |8]|9]| szezvian
i
i auu
unasgurum [ 9| 8 | 7|6 5]4|3]2 1 2034 5|6 7]8]9] szezvinnn
ogefE MHITVADIMY

v [ 4
@oud 2 M3 A AzIUY (Rating Score) ANUdIRRvEIeilatenTnanom At lTsIUnNGR

Y a 09/’ 1 ' ' A o 9 A <
B51UDN Iﬂﬂiﬁﬂ”lﬂl@]ﬂﬁﬂ'\ﬂlﬁ"’llﬁﬂll@ 1-9 ﬁ\‘]61‘11!%ﬂﬂ?WQWﬂWWuﬂiﬁﬂ’]Nﬂﬂ’]utﬂ1!

W

anudnyvoduaazilade

v 14
Uagnga

QA
MNNGA

adenlylumsanen

szaUvedtade

AMAZUHU(1-9)

Liodeugiilszima

(Topography)

&4
L1 ANUGIVOINUN

0-100 tNm?

> 100 - 500 tNm?
> 500 - 1000 WNRAT
>1000 — 1500 tNRT

> 1500 tmg 3uly)

..................

..................

..................

Q

a

2. Joduaunriasngdy

(Raw Material Sources)

v
2.1 5282119910 15euiiiag

<50 NlAaMAT
> 50-75 NIALNAT
> 75-100 NlalNAT

>100 Alawwms Auld

..................

..................

22 szezvannansudeud L Hds
<50 Alalumg

> 50-75 NIANAT

>75-100 AlalAT

>100 Alawuns Tuld




adeildlumsanmn

U >
szAUveIavy

AMATUHU(1-9)

\ 4 A v
2.3 igﬂzﬁ_l\ﬁ]']ﬂwumﬂﬁﬂﬂﬂﬂ

<50 Alalumg
> 50-75 NLANAT
>75-100 AlALNAT

>100 Alawuns auld

2. adadmmummasingiu

(Raw Material Sources)

2.4 ﬁu“ﬁ'ﬂQﬂﬁuﬁwﬂwﬁa
<50 NlAAT

> 50-75 Nlalumg
>75-100 Alawmng

>100 Alawwms 1wl

3. fdadaduanalnd/msnain

(Proximity/ Marketing)

3.1 528N UNIANIAY
<0-5nlawns

>5-10 Nlalums

>10-50 Alawms

> 50— 100 Nlalumg

> 100 Alawms

4. Jadpdumraainativayu

4.1 5282¥amINUENITIAY
100-200 LUAT

>200— 300 LNAT

>300 — 500 AT

> 500 — 1000 LNAT

> 1000 Auly

6.dadamudanden

(Environment)

£
°

6.1 TrelzUIIINUELN
0-50 AT

> 50 — 150 LuAT
>150-300 LHAT
>300-500 LUAT

> 500-1000 LUAT

> 1000 nsly

6.2 3LAZUNAINEUNINANUI AN
0-50 1umT

>50 - 150 LWAT

>150-300 LNRT

>300-500 LHRAT

>500-1000 AT

> 1000 wnsly

231



adeildlumsanmn

U >
szAUveIavy

AMATUHU(1-9)

6.3 32HEUNVINUHA NS
0-100 Lum?

>100-500 LNAT

>500-1000 LNAT

>100 s 11l

6.4 SZOLHNVINAIBITUADIU

0-100 Lm?
>100-500 LHRAT
>500-1000 LHAT

>100 A7 Tl

232

YDV UNILAWDENGY

o = 4
NAYT INYUIHA

98 Aav
HANHIIVY



CURRICULUM VITAE

Kanlaya Tienwong was born on March 22, 1976. She obtained BA in major of
social study from the Faculty of Education, Silpakorn University in 1998, and MA in
Industry Geography from the Faculty of Arts, Silpakorn University in 2003. She has
received a scholarship for her Ph.D. from The Royal Thai Government Scholarship
(The Commission on Higher Education). Her main research interests lies in land

use/land cover change and land evaluation for energy economic crops.





