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CHAPTER I

INTRODUCTION

In the classical continuous wavelet transform, as first introduced by Gross-

mann, Morlet, and Paul (1985, 1986), one begins with a square integrable function

ψ defined on the real line, and considers the 2-parameter transforms of functions

f ∈ L2(R) given by

(Wψf)(t, x) = 2−t/2
∫

R
f(y)ψ(2−ty − x) dy. (1.1)

In the language of applications, if the function ψ is suitably well localized, then

(Wψf)(t, x) is understood to yield information of the signal f at location deter-

mined by x and at scale 2t. Grossmann, Morlet, and Paul (1985, 1986) realized

that this wavelet transform is connected to the term of group representations, and

using the Duflo-Moore theorem for square integrable representations, classified

those functions ψ which allow for the reconstruction of f ,

f(y) =

∫
R

∫
R
(Wψf)(t, x)2−t/2ψ(2−ty − x) dxdt

as a weak integral in L2(R). Mallat and Zhong (1992) considered such transforms

with discrete dilation parameter k,

(Wψf)(k, x) = 2−k/2
∫

R
f(y)ψ(2−ky − x) dy.

The natural extension of this concept to functions f in L2(Rn) is as follows.

Given an invertible n × n matrix A and a fixed vector ~x ∈ Rn, consider the

2-parameter transform

(Wψf)(t, ~x) = | det(A)|−t/2
∫

Rn
f(~y)ψ(A−t~y − ~x) d~y (1.2)
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(t ∈ R, ~x ∈ Rn), called the continuous wavelet transform. Similarly we may

consider the 2-parameter transform

(Wψf)(k, ~x) = | det(A)|−k/2
∫

Rn
f(~y)ψ(A−k~y − ~x) d~y (1.3)

(k ∈ Z, ~x ∈ Rn), called the semi-discrete wavelet transform. In the continuous

case, At must be defined for all real t, which requires that A is an exponential,

that is, At = etB for all t.

More generally, let H be a closed subgroup of GLn(R), called a dilation

group. The continuous wavelet transform associated with H is defined by

(Wψf)(h, ~x) = 〈f, ψh,~x〉 = | det(h)|−1/2

∫
Rn
f(~y)ψ(h−1~y − ~x) d~y

for h ∈ H,~x ∈ Rn and f ∈ L2(Rn), where ψh,~x(~y) = | det(h)|−1/2ψ(h−1~y − ~x).

In order to be able to reconstruct the function f from its wavelet transform,

one wants the map Wψ to be a multiple of a partial isometry of L2(Rn) into

L2(H × Rn), in which case one calls the vector ψ admissible or the group H

admissible. In fact, if

‖Wψf‖2
L2(H×Rn) = cψ‖f‖2

L2(Rn) (1.4)

(cψ a positive constant) for all f ∈ L2(Rn), then by the polarization identity,

〈Wψf,Wψg〉L2(H×Rn) = cψ〈f, g〉L2(Rn)

for all f, g ∈ L2(Rn), that is

〈f, g〉 =
1

cψ

∫
Rn

∫
H

(Wψf)(h, ~x)〈g, ψh,~x〉 dµ(h)d~x

or

〈f, g〉 =
1

cψ

∫
Rn

∫
H

〈(Wψf)(h, ~x)ψh,~x, g〉 dµ(h)d~x

so that

f =
1

cψ

∫
Rn

∫
H

(Wψf)(h, ~x)ψh,~x dµ(h)d~x (1.5)
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as a weak integral in L2(Rn). Here, µ denotes the left Haar measure on H and d~x

integration with respect to the Lebesgue measure λ on Rn.

It is useful to formulate the wavelet transform in the language of group

representations. Let G = H o Rn denote the semi direct product of H and Rn

so that G is a closed subgroup of the affine group. It turns out that the Haar

measure dν on G is simply the product measure, that is dν = d(µ × λ). Then

π : (h, ~x) 7→ ψh,~x constitutes a unitary representation of G on L2(Rn). It follows

from Duflo-Moore’s theorem that if π is square integrable, then plenty of admissible

functions exist. This idea was first used by Grossmann, Morlet, and Paul (1985,

1986) and Heil and Walnut (1989) for the one-dimensional wavelet transform (1.1).

To investigate properties of the wavelet transform, one usually works in

Fourier space. The Fourier transform F : f 7→ f̂ is a Hilbert space isomorphism

from L2(Rn) onto L2(R̂n) (R̂n denoting Euclidean space with elements written as

row vectors) taking the representation π to the representation ρ = F ◦ π ◦ F−1 of

G on L2(R̂n), in fact

ρ(h,~x)ψ̂(~γ) = | deth|1/2e−2iπ~γh~xψ̂(~γh).

The wavelet transform becomes thus

(Wψf)(h, ~x) = | det(h)|1/2
∫

Rn
f̂(~γ)ψ̂(~γh)e2iπ~γh~x d~γ.

Bernier and Taylor (1996) showed that if R̂n decomposes into essentially

a finite union of open, free H-orbits, then L2(R̂n) decomposes into a correspond-

ing direct sum of ρ-invariant subspaces on which ρ is square integrable, so that

admissible vectors exist by Duflo-Moore’s theorem. Führ (1996) and Fabec and

Ólafasson (2003) generalized this observation to non-free open orbits, under the

condition that the stabilizers of the orbit points are compact.

In many choices for H, the representation ρ is not square integrable, and
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one must use other means to find admissible functions, that is functions for which

(1.4) holds. By Fourier transform arguments (Führ (1996), Weiss, and Wilson

(2001)), one can show that ψ is admissible if and only if∫
H

|ψ̂(~γh)|2 dµ(h) = cψ = constant (1.6)

for almost all ~γ ∈ Rn. Laugesen et al.(2002) have given a nearly complete char-

acterization of groups H possessing admissible functions ψ. However, their con-

struction is abstract, and does not yield an easy to understand function ψ. Larson

et al.(2006) showed that in the particular cases (1.2) and (1.3), admissible func-

tions ψ exist if and only if | det(A)| 6= 1. They constructed ψ̂ explicitly as the

characteristic function of some measurable cross-section, so that ψ vanishes only

very slowly at infinity.

For practical applications, however, one often requires admissible functions

ψ with good localization properties. That is, one wishes ψ to be smooth and vanish

rapidly at infinity. In the case of open orbits as discussed in Bernier and Taylor

(1996) and Fabec and Ólafasson (2003), it is easy to construct such a function by

choosing a ψ̂ in class C∞
c (R̂n) whose support is contained in the union of all open

orbits and then averaging the value of ψ̂ over each orbit. For the cases (1.2) and

(1.3), Schulz and Taylor have shown that there exists a ψ in the Schwartz space if

and only if all eigenvalues of the matrix A lie either inside or outside of the unit

circle, and they have presented a simple construction for ψ̂. In the general case,

however, this question is not solved yet.

An important problem is the discretization of the wavelet transform. In-

stead of reconstructing the function f from its wavelet transform by means of the

weak integral (1.5) which is difficult to compute, one searches for discrete subsets
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P of H and Γ of Rn so that

f =
∑
k∈P

∑
~x∈Γ

(Wψf)(k, ~x)ψk,~x (1.7)

with convergence in L2(Rn). Such a collection of functions {ψk,~x : k ∈ P, ~x ∈ Rn}

is a particular case of a wavelet frame. The existence and construction of wavelet

frames has attracted considerable attention, mainly, when H is a 1-parameter

matrix group, or a group in low dimensions (Dai, Larson, and Speegle (1997),

Wang (2002), Benedetto and Sumetkijakarn (2002), Laugensen (2002), Dai, Diao,

Gu, and Han (2003), and Speegle (2003)). ψ̂ is usually of the form χ
Ω

for some

measurable set Ω, so that ψ vanishes only slowly at infinity.

Bernier and Taylor (1996) and Fabec and Ólafasson (2003) have shown how

to choose the sets P, Γ and the function ψ, in case of open orbits of H in R̂n. On

the other hand, Heinlein (2003) has shown how to modify an admissible function

ψ, given a partition {Hj} of H and Γ = Zn, in order to obtain wavelet frames,

using a construction called integrated wavelets.

In this thesis, we discuss the concrete construction of admissible functions,

in particular of admissible functions with good smoothness and vanishing prop-

erties, for dilation groups with arbitrary orbit structure. The starting point is

a generalized notion of cross-section, which we call an N -section. We show how

to obtain admissible functions from an N -section S. If S is compact, the orbit

map (S,H) 7→ S ·H is open, and orbits intersect S in some regular fashion, then

smooth, bandlimited admissible functions exist. In order to apply this construc-

tion to p-parameter groups of diagonal matrices, we show that for these groups,

there exist compact N -sections with open orbit map. We then present examples

of smooth, bandlimited functions for some of these groups.

In the second part of the thesis, we show how the techniques of discretiza-

tion discussed by Bernier and Taylor (1996), and also by Heinlein (2003) can also
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be adapted to the case of dilation groups with arbitrary orbit structure. In partic-

ular, if S is an N -section having the properties stated above, then the topological

structure of H and that of the Euclidean space on which H acts are suitably com-

patible, and we can specify conditions on P, Γ and ψ so that {ψk,~x : k ∈ P, ~x ∈ Γ}

is a wavelet frame. In the special case where P is a co-compact, discrete subgroup

of H we obtain smooth and bandlimited Parseval frames, and reconstruction for-

mula (1.7) holds directly. In general, one has the reconstruction

f =
∑
k∈P

∑
~x∈Γ

〈f, ψk,~x〉ψ̃k,~x

where {ψ̃k,~x} is obtained from {ψk,~x} by a positive operator, called the frame

operator. We also show that the techniques of integrated wavelets can be applied

to arbitrary dilation groups H; we even can allow that finitely many of the sets

{Hj} overlap.

This thesis is organized as follows. In chapter II the basic notation is in-

troduced and the concepts from Fourier analysis, topological groups and their

representations used in this thesis are reviewed. In chapter III, the continuous

wavelet transform is reviewed from the group theoretic point of view, and those

aspects of wavelet frames which are required for our work are discussed. Chapter

IV is devoted to the discussion of N -sections, the construction of admissible func-

tions from N -sections, and the construction of N -sections for p-parameter groups

of diagonal matrices. In chapter V, the various methods for obtaining wavelet

frames are discussed.



CHAPTER II

BASIC BACKGROUND

In this chapter, we review the mathematical concepts used in this thesis. We

begin by discussing the Fourier transform in L2(Rn) and its properties. We then

review the basics of locally compact groups, and their applications. Throughout,

it is assumed that the reader is familiar with the foundations of real analysis, such

as measure theory and function spaces. Details can be found in Folland (1999).

2.1 Fourier Analysis

We begin by introducing the basic notations and reviewing the basic prop-

erties of the Fourier transform.

2.1.1 Preliminaries

Throughout this thesis, we shall be working on Rn, and n will always refer

to the dimension. If k is an n× n real matrix and ~x ∈ Rn, then k~x is the column

vector obtained by the usual matrix multiplication of k by ~x regarded as a column

vector; while ~γk denotes the product of a row vector ~γ with the n × n matrix

k. We will consider the elements ~x in Rn as column vectors and we will use R̂n

for n-dimensional Euclidean space with the elements written as row vectors. If

~x, ~y ∈ Rn, we set

~x · ~y =
n∑
j=1

xjyj, ‖~x‖ =
√
~x · ~x.

If ~γ is a row vector, then ~γ · ~x is just matrix multiplication, ~γ · ~x = ~γ~x.
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It will be convenient to have a compact notation for partial derivatives. We

shall write

∂j =
∂

∂xj
,

and for higher-order derivatives we use multi-index notation. A multi-index is an

ordered n-tuple of nonnegative integers. If α = (α1, ..., αn) is multi-index, we set

|α| =
n∑
j=1

αj, α! =
n∏
j=1

αj!, ∂α = (
∂

∂x1

)α1 · · · ( ∂

∂xn
)αn ,

and if ~x = (x1, ..., xn) ∈ Rn,

~xα =
n∏
j=1

x
αj
j .

(The notation |α| =
∑
αj is inconsistent with the notation ‖~x‖ = (

∑
x2
j)

1/2, but

the meaning will always be clear from the context.) Thus, for example, Taylor’s

formula for a function f ∈ Cp(Rn) reads

f(~x) =
∑
|α|≤p

(∂αf)(~x0)
(~x− ~x0)

α

α!
+Rp(~x), lim

x→x0

|Rp(~x)|
|~x− ~x0|p

= 0,

and the product rule for derivatives becomes

∂α(fg) =
∑

β+γ=α

α!

β!γ!
(∂βf)(∂γg).

One subspace of C∞(Rn) will be of particular importance for us. That is

the subspace C∞
c (Rn) of C∞(Rn) functions with compact support. The existence

of nonzero functions in C∞
c (Rn) is not quite obvious; the standard construction

is based on the fact that the function f(t) = e−1/tχ(0,∞)(t) is C∞(R) even at the

origin. If we set

ψ(x) = f(1− |x|2) =

 exp[(|x|2 − 1)−1] if |x| < 1,

0 if |x| ≥ 1,
(2.1)

it follows that ψ ∈ C∞(R), and supp(ψ) is the closed unit ball.
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We next investigate the continuity of translations on various function

spaces. The following notation for translations will be used throughout this chap-

ter and the next one. If f is a function on Rn and ~y ∈ Rn, let

T~yf(~x) = f(~x− ~y).

We observe that ‖T~yf‖p = ‖f‖p for 1 ≤ p ≤ ∞. A function f is called uniformly

continuous if ‖T~yf − f‖∞ → 0 as ‖~y‖ → 0.

Lemma 2.1. If f ∈ Cc(Rn), then f is uniformly continuous.

Proof. Given ε > 0, for each ~x ∈ supp(f) there exists δ~x > 0 such that |f(~x−~y)−

f(~x)| < 1
2
ε if ‖~y‖ < δ~x. Since supp(f) is compact, there exist x1, ..., xN such that

the balls of radius 1
2
δxj about xj cover supp(f). If δ = 1

2
min{δxj}, then one easily

sees that ‖T~yf − f‖∞ < ε whenever ‖~y‖ < δ.

Proposition 2.1. If 1 ≤ p < ∞, then translation is continuous in the Lp(Rn)

norm; that is, if f ∈ Lp(Rn) and ~z ∈ Rn, then lim~y→0‖T~y+~zf − T~zf‖p = 0.

Proof. Since T~y+~z = T~yT~z, by replacing f by T~zf it suffices to assume that ~z = 0.

First, if g ∈ Cc(Rn), for ‖~y‖ ≤ 1 the functions T~yg are all supported in a common

compact set K, so by Lemma 2.1,∫
Rn
|T~yg(~x)− g(~x)|pd~x ≤ ‖T~yg − g‖p∞λ(K) → 0 as ‖~y‖ → 0.

Now suppose f ∈ Lp(Rn). Given ε > 0, there exists g ∈ Cc(Rn) with ‖g − f‖p <

ε/3, so

‖T~yf − f‖p ≤ ‖T~y(f − g)‖p + ‖T~yg − g‖p + ‖g − f‖p <
2

3
ε+ ‖T~yg − g‖p,

and ‖T~yg − g‖p < ε/3 if ‖~y‖ is sufficiently small.



10

Proposition 2.1 is false for p = ∞, as one should expect since the L∞(Rn)

norm is closely related to the uniform norm.

In chapter V, we will deal with multiply periodic functions in Rn, and for

simplicity we shall take the fundamental period in each variable to be 1. That is,

we define a function f on Rn to be periodic if f(~x+ ~m) = f(~x) for all ~x ∈ Rn and

~m ∈ Zn. Every periodic function is thus completely determined by its values on

the unite cube

Q = [−1

2
,
1

2
)n.

Periodic functions may be regarded as functions on the space Rn/Zn ∼= (R/Z)n

of cosets of Zn, which we call the n-dimensional torus and denote by Tn. (When

n = 1 we write T rather than T1.) Tn is a compact Hausdorff space; it may be

identified with the set of all ~z = (z1, ...zn) ∈ Cn such that |zj| = 1 for all j, via the

map

(x1, x2..., xn) 7→ (e2πix1 , e2πix2 , ..., e2πixn).

On the other hand, for measure-theoretic purpose we identify Tn with the unit cube

Q, and when we speak of Lebesgue measure on Tn we mean the measure induced

on Tn by the Lebesgue measure on Q. In particular, λ(Tn) = 1. Functions on Tn

may be considered as periodic functions on Rn or as functions on Q; the point of

view will be clear from the context when it matters.

Proposition 2.2. C∞
c (Rn) is dense in Lp(Rn) (1 ≤ p <∞) and in C0(Rn).

Proposition 2.3. (The C∞(Rn) Urysohn Lemma (Wade (1999)))

If F ⊂ Rn is compact and U is an open set containing F , then there exist f ∈

C∞
c (Rn) such that 0 ≤ f ≤ 1, f = 1 on F , and supp(f) ⊂ U .
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2.1.2 The Fourier Transform

One of the fundamental principles of harmonic analysis is the exploitation

of symmetry. To be more specific, if one is doing analysis on a space on which a

group acts, it is a good idea to study functions (or other analytic objects) that

transform in simple ways under the group action, and then try to decompose

arbitrary functions as sums or integrals of these basic functions.

The spaces Rn and Tn are Abelian groups (Tn is a group under componen-

twise additive mod 1) under addition on Tn and act on themselves by translation.

The building blocks of harmonic analysis on these spaces are the functions that

transform under translation by multiplication by a factor of absolute value one,

that is, functions f such that for each ~x there is a number φ(~x) with |φ(~x)| = 1 such

that f(~y + ~x) = φ(~x)f(~y). If f and φ have this property, then f(~x) = φ(~x)f(~0),

so f is completely determined by φ once f(~0) is given; moreover,

φ(~x)φ(~y)f(~0) = φ(~x)f(~y) = f(~x+ ~y) = φ(~x+ ~y)f(~0),

so that (unless f = 0) φ(~x+~y) = φ(~x)φ(~y). In short, to find all f ’s that transform

as described above, it suffices to find all φ’s of absolute value one that satisfy the

functional equation φ(~x+ ~y) = φ(~x)φ(~y). Upon imposing the natural requirement

that φ should be measurable, we have a complete solution to this problem.

Theorem 2.1. If φ is a measurable function on Rn (resp. Tn) such that φ(~x+~y) =

φ(~x)φ(~y) and |φ| = 1, there exists ~γ ∈ Rn (resp. ~γ ∈ Tn) such that φ(~x) = e2πi~γ·~x.

The idea now is to decompose more or less arbitrary functions on Tn or Rn

in terms of the exponentials e2πi~γ·~x. In the case of Tn this works out very simply

for square integrable functions.

Theorem 2.2. Let e~m(~x) = e2πi~m·~x. Then {e~m : ~m ∈ Zn} is an orthonormal

basis of L2(Tn).
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Proof. By Fubini’s theorem it boils down to the fact that
∫ 1

0
e2πimtdt equals 1 if

m = 0 and equals 0 otherwise. Next, since e~me~l = e~m+~l, the set of finite linear

combinations of the e~m’s is an algebra. It clearly separates points on Tn; also,

e0 = 1 and e~m = e−~m. Since Tn is compact, the Stone-Weierstrass theorem implies

that this algebra is dense in C(Tn) in the uniform norm and hence in the L2(Tn)

norm, and C(Tn) is itself dense in L2(Tn). It follows that {e~m}~m∈Zn is a Hilbert

space basis of L2(Tn).

To restate this result: If f ∈ L2(Tn), we define its Fourier transform f̂ , a

function on Zn, by

f̂(~m) = 〈f, e~m〉 =

∫
Tn
f(~x)e−2πi~m·~xd~x,

and we call the series ∑
~m∈Zn

f̂(~m)e~m,

the Fourier series of f . The term Fourier transform is also used to denote the

map f 7→ f̂ . Theorem 2.2 then implies that the Fourier transform maps L2(Tn)

onto l2(Zn), that ‖f̂‖2 = ‖f‖2 (Parseval’s identity) and that the Fourier series of

f converges to f in the L2(Tn) norm.

The definition of f̂(~m) makes sense if f is merely in L1(Tn), and |f̂(~m)| ≤

‖f‖1, so the Fourier transform extends to a norm-decreasing map from L1(Tn) to

l∞(Zn). (The Fourier series of an L1(Rn) function may be quite badly behaved, but

there are still methods for recovering f from f̂ when f ∈ L1(Rn)). Interpolating

between L1(Rn) and L2(Rn), one has the following result.

Theorem 2.3. (The Hausdorff-Young Inequality) Suppose that 1 ≤ p ≤ 2 and q

is the conjugate exponent to p. If f ∈ Lp(Tn), then f̂ ∈ lq(Zn) and ‖f̂‖q ≤ ‖f‖p.

The situation on Rn is more delicate. The formal analogue of Theorem 2.2
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should be

f(~x) =

∫
cRn
f̂(~γ)e2πi~γ~xd~γ, where f̂(~γ) =

∫
Rn
f(~x)e−2πi~γ~xd~x.

These relations turn out to be valid when suitably interpreted, but some care

is needed. In the first place, the integral defining f̂(~γ) is likely to diverge if

f ∈ L2(Rn). However, it certainly converges if f ∈ L1(Rn). We therefore begin by

defining the Fourier transform of f ∈ L1(Rn) by

Ff(~γ) = f̂(~γ) =

∫
Rn
f(~x)e−2πi~γ~xd~x.

(We use the notation F for the Fourier transform only where it is needed for

clarity.) Clearly ‖f̂‖∞ ≤ ‖f‖1, and f̂ is continuous, thus, from the theorem below,

F : L1(Rn) → C0(R̂n).

We summarize the elementary properties of F in a theorem.

Theorem 2.4. Suppose f, g ∈ L1(Rn).

(a) If ~xαf ∈ L1(Rn) for |α| ≤ k, then f̂ ∈ Ck(R̂n) and ∂αf̂ = [ ̂(−2πi~x)αf ].

(b) If f ∈ Ck(Rn), ∂αf ∈ L1(Rn) for |α| ≤ k, and ∂αf ∈ C0(Rn) for |α| ≤ k− 1,

then (∂̂αf)(~γ) = (2πi~γ)αf̂(~γ).

(c) The Riemann-Lebesgue Lemma: F(L1(Rn)) ⊂ C0(R̂n).

Parts (a) and (b) of Theorem 2.4 point to a fundamental property of the

Fourier transform: Smoothness properties of f are reflected in the rate of decay

of f̂ at infinity, and vice versa. Parts (b) and (c) of this theorem are valid also on

Tn. We are now ready to invert the Fourier transform. If f ∈ L1(Rn), we define

f̌(~x) = f̂(−~x) =

∫
cRn
f(~γ)e2πi~γ~xd~γ.
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Note that f̂ need not be integrable. However, if f̂ ∈ L1(R̂n) then we can recon-

struct f from f̂ as follows

(f̂)∨(~x) =

∫
cRn

∫
Rn
f(~y)e−2πi~γ~ye2πi~γ~xd~yd~γ.

Theorem 2.5. (The Fourier Inversion Theorem) If f ∈ L1(Rn) and f̂ ∈ L1(R̂n),

then f agrees almost everywhere with a continuous function f0, and (f̂)∨ = (f̌)∧ =

f0.

Corollary 2.6. If f ∈ L1(Rn) and f̂ = 0, then f = 0 a.e.. That is, the Fourier

transform F is a one-to-one mapping.

At last we are in a position to derive the analogue of theorem 2.2 on Rn.

Theorem 2.7. (The Plancherel Theorem) If f ∈ L1(Rn) ∩ L2(Rn), then f̂ ∈

L2(R̂n); and F|(L1(Rn)∪L2(Rn)) extends uniquely to a unitary isomorphism of L2(Rn)

onto L2(R̂n).

Theorem 2.8. (The Hausdorff-Young Inequality) Suppose that 1 ≤ p ≤ 2 and q

is the conjugate exponent to p. If f ∈ Lp(Rn), then f̂ ∈ Lq(R̂n) and ‖f̂‖q ≤ ‖f‖p.

If f ∈ L1(Rn) and f̂ ∈ L1(R̂n), the inversion formula

f(~x) =

∫
cRn
f̂(~γ)e2πi~γ~xd~γ

exhibits f as a superposition of the basic functions e2πi~γ~x; it is often called the

Fourier integral representation of f . This formula remains valid in spirit for all

f ∈ L2(Rn), although the integral (as well as the integral defining f̂) may not

converge pointwise.

2.2 Topological Groups and Haar Measure

The spaces (Rn,+) and (Tn,+) discussed above are typical representatives

of locally compact groups which we will introduce now.
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Definition 2.1. A topological group is a group G endowed with a topology such

that the group operations (h, k) 7→ hk and h 7→ h−1 are continuous from G × G

and G to G. Examples include topological vector spaces (the group operation being

addition), groups of invertible n×n real matrices (with the relative topology induced

from R(n×n)) and all groups equipped with the discrete topology. If G is a topological

group, we denote the identity element of G by e, and for A,B ⊂ G and h ∈ G we

define

hA = {hk : k ∈ A}, Ah = {kh : k ∈ A},

A−1 = {k−1 : k ∈ A}, AB = {kh : k ∈ A, h ∈ B}.

We say that A is symmetric if A = A−1.

Here are some of the basic properties of topological groups:

Proposition 2.4. Let G be a topological group.

(a) The topology of G is translation invariant: If U is open and h ∈ G, then Uh

and hU are open.

(b) For every neighborhood U of e there exists a symmetric neighborhood V of e

with V ⊂ U .

(c) For every neighborhood U of e there exists a neighborhood V of e with V V ⊂

U .

(d) If H is a subgroup of G then so is H.

(e) Every open subgroup of G is also closed.

(f) If K1, K2 are compact subsets of G then so is K1K2.
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Proof. (a) is equivalent to the continuity in each variable of the map (h, k) 7→ hk,

and (b) and (c) are equivalent to the continuity of h 7→ h−1 and (h, k) 7→ hk at

the identity. For (d), if h, k ∈ H, there exist nets {hα}α∈A, {kβ}β∈B in H that

converge to h and k. Then h−1
α → h−1 and hαkβ → hk, so h−1 and hk belong to

H. For (e), if H is an open subgroup, the cosets hH are open for all h, so that

G\H = ∪h/∈HhH is open and hence H is closed. Finally, (f) is true because K1K2

is the image of the compact setK1×K2 under the continuous map (h, k) 7→ hk.

If f is a continuous function on the topological group G and k ∈ G, we

define the left and the right translates of f through k by

Lkf(h) = f(k−1h), Rkf(h) = f(hk).

(The point of using k−1 on the left and k on the right is to make Lkl = LkLl and

Rkl = RkRl.) f is called left (resp. right) uniformly continuous if for every ε > 0

there is a neighborhood V of e such that ‖Lkf − f‖∞ < ε (resp. ‖Rkf − f‖∞ < ε)

for k ∈ V . (Some authors reverse the roles of Lk and Rk in this definition.)

Proposition 2.5. If f ∈ Cc(G), then f is left and right uniformly continuous.

Proof. We shall consider right uniform continuity; the proof on the left is the same.

Let K = supp(f) and ε > 0. For each h ∈ K there is a neighborhood Uh of e

such that |f(hk) − f(h)| < 1
2
ε for k ∈ Uh, and by Proposition 2.4(b,c) there is a

symmetric neighborhood Vh of e with VhVh ⊂ Uh. Then {hVh}h∈K covers K, so

there exist h1, . . . , hn ∈ K such that K ⊂ ∪nj=1hjVhj . Let V = ∩nj=1Vhj ; we claim

that |f(hk)− f(h)| < ε if k ∈ V . On the one hand, if h ∈ K, then for some j we

have h−1
j h ∈ Vhj and hence hk = hj(h

−1
j h)k ∈ hjUhj ; therefore,

|f(hk)− f(h)| ≤ |f(hk)− f(hj)|+ |f(hj)− f(h)| < ε.
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On the other hand, if h /∈ K, then f(h) = 0, and either f(hk) = 0 (if hk /∈ K) or

h−1
j hk ∈ Vhj for some j (if hk ∈ K); in the latter case h−1

j h = h−1
j hkk−1 ∈ Uhj , so

that |f(hj)| < 1
2
ε and hence |f(hk)| < ε.

A locally compact group is a topological group whose topology is locally

compact and Hausdorff.

Suppose thatG is a locally compact group. A Borel measure µ onG is called

left-invariant (resp. right-invariant) if µ(hE) = µ(E) (resp. µ(Eh) = µ(E)) for

all h ∈ G and E a Borel subset of G. A left (resp. right) Haar measure on G is a

nonzero left-invariant (resp. right-invariant) Borel measure µ on G. For example,

the Lebesgue measure is a (left and right) Haar measure on Rn. The following

proposition summarizes some elementary properties of Haar measures; in it, and

in the sequel, we employ the notation

C+
c = { f ∈ Cc(G) : f ≥ 0 and ‖f‖∞ > 0}.

Proposition 2.6. Let G be a locally compact group.

(a) A Radon measure µ on G is a left Haar measure if and only if the measure

µ̃ defined by µ̃(E) = µ(E−1) is a right Haar measure.

(b) A nonzero Radon measure µ on G is a left Haar measure if and only if∫
f(k−1h)dµ(h) =

∫
f(h)dµ(h) for all f ∈ C+

c , k ∈ G if and only if∫
f(k−1h)dµ(h) =

∫
f(h)dµ(h) for all f ∈ L1(G), k ∈ G.

(c) If µ is a left Haar measure on G, then µ(U) > 0 for every nonempty open

U ⊂ G and
∫
f(h)dµ(h) > 0 for all f ∈ C+

c .

(d) If µ is a left Haar measure on G, then µ(K) <∞ for every K ⊂ G compact.

Theorem 2.9. Every locally compact group G possesses a left Haar measure. The

left Haar measure is essentially unique, that is, if µ and ν are left Haar measures
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on G, there exists c > 0 such that µ = cν. By symmetry, similar statements hold

for a right Haar measure.

If µ is a left Haar measure on G and h ∈ G, the measure µh(E) = µ(Eh) is

again a left Haar measure, because of the commutativity of left and right transla-

tions (i.e., the associative law). Hence, by theorem 2.9 there is a positive number

∆(h) such that µh = ∆(h)µ. The function ∆ : G → (0,∞) thus defined is in-

dependent of the choice of µ by theorem 2.9, it is called the modular function of

G.

Proposition 2.7. ∆ is a continuous homomorphism from G into the multiplicative

group of positive real numbers. Moreover, if µ is a left Haar measure on G, then

for any f ∈ L1(G) and k in G we have∫
f(hk)dµ(h) = ∆(k−1)

∫
f(h)dµ(h). (2.2)

Proof. For any h, k ∈ G and a Borel subset E of G of positive measure,

∆(hk)µ(E) = µ(Ehk) = ∆(k)µ(Eh) = ∆(k)∆(h)µ(E),

so ∆ is a homomorphism from G to (0,∞). Also, since χ
E
(hk) = χ

Ek−1 (h),∫
χ
E
(hk)dµ(h) = µ(Ek−1) = ∆(k−1)µ(E) = ∆(k−1)

∫
χ
E
(h)dµ(h).

This proves (2.2) when f = χ
E
, and the general case follows by the definition of

the integral. Finally, it is an easy consequence of proposition 2.5 that the map

k 7→
∫
f(hk)dµ(h) is continuous for any f ∈ Cc(G), so the continuity of ∆ follows

from (2.2).

Evidently, the left Haar measures on G are also right Haar measures pre-

cisely when ∆ is identically 1, in which case G is called unimodular. Of course,

every Abelian group is unimodular.
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Proposition 2.8. If G is compact, then G is unimodular.

Proof. For any h ∈ G, obviously G = Gh. Hence if µ is a right Haar measure,

we have µ(G) = µ(Gh) = ∆(h)µ(G), and since 0 < µ(G) < ∞ we conclude that

∆(h) = 1.

We observed above that if µ is a left Haar measure, µ̃(E) = µ(E−1) is a

right Haar measure. We now show how to compute it in terms of µ and ∆.

Proposition 2.9. dµ̃(h) = ∆(h)−1dµ(h).

Proof. By (2.2), if f ∈ Cc(G),∫
f(h)∆(h)−1dµ(h) = ∆(k)

∫
f(hk)∆(hk)−1dµ(h)

=

∫
f(hk)∆(h)−1dµ(h).

Thus the Radon measure ∆−1dµ is right-invariant, so by theorem 2.9, ∆−1dµ =

cdµ̃ for some c > 0. If c 6= 1, we can pick a symmetric neighborhood U of e in G

such that |∆(h)−1 − 1| < 1
2
|c− 1| on U . But µ̃(U) = µ(U), so

|c− 1|µ(U) = |cµ̃(U)− µ(U)| =
∣∣∣∣ ∫

U

(∆(h)−1 − 1)dµ(h)

∣∣∣∣ < 1

2
|c− 1|µ(U),

a contradiction. Hence c = 1 and dµ̃ = ∆−1dµ.

Corollary 2.10. Left and right Haar measures are mutually absolutely continuous.

Definition 2.2. Let G be a locally compact group, H a Hilbert space, and F :

G→ H continuous. If there exists a vector f ∈ H such that

〈f, ψ〉 =

∫
G

〈F (g), ψ〉dµ(g) ∀ψ ∈ H (2.3)

then we say that f =
∫
G
F (g)dµ(g) as a weak integral in H.
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2.3 Group Representations

Definition 2.3. Let G be a locally compact group and H be a Hilbert space. A

representation π of G on H is a mapping satisfying:

(a) π : G→ U(H). ( U(H) is the group of unitary operators on H.)

(b) π is a homomorphism: πhk = πhπk for all h, k ∈ G.

(c) π is continuous with respect to the strong operator topology of U(H), that is

h 7→ πhψ is continuous for each ψ ∈ H.

Definition 2.4. A representation π is called irreducible if {0} and H are the only

closed subspaces of H which are invariant under πh for each h ∈ G.

Definition 2.5. A representation π of a locally compact group G on a Hilbert

space H is called square integrable if

(a) π is irreducible.

(b) There exists a vector ψ ∈ H\{0} such that
∫
G
|〈ψ, πhψ〉|2dµ(h) <∞ where µ

is the left Haar measure on G. That is, the function h 7→ 〈ψ, πhψ〉 is square

integrable. Such a vector ψ is called admissible.

Theorem 2.11. (Duflo-Moore Theorem) If π is a square-integrable representation

of a locally compact group G on H, then there exists a unique densely defined

operator K on H, self adjoint and positive which satisfies the following :

(a) The set of admissible vectors in H coincides with the domain of K, that is

dom K = {ψ ∈ H : ψ is admissible}.

(b) If ψ is an admissible vector and f is an arbitrary vector in H, then

‖Wψf‖2
L2(G) = cψ‖f‖2

H

where cψ = ‖Kψ‖2
H and Wψf(h) = 〈f, πhψ〉H.
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(c) If the group G is unimodular, then K is a multiple of the identity.



CHAPTER III

CONTINUOUS WAVELETS

In this chapter, we review the continuous wavelet transform from the group

theoretic point of view. We also review the concept of frames which is essential

for discretization of the continuous wavelet transform. Details can be found in

Laugesen et al. (2002) and Hernandez and Weiss (1996).

3.1 The Continuous Wavelet Transform

In the most general sense, wavelets are defined by group representations

as we explain now. Let G] be the group which consists of all pairs (h, ~x) ∈

GLn(R)× Rn together with the group operation

(h, ~x) · (k, ~y) = (hk, k−1~x+ ~y)

and the product topology. G] is called the affine group. Then Rn is a closed

normal subgroup of G], and G]/Rn is isomorphic to GLn(R). This kind of group

construction is called a semi-direct product, so G] is called the semi-direct product

of GLn(R) and Rn, written GLn(R) o Rn. Given a closed subgroup H of GLn(R),

we consider the corresponding closed subgroup G of G],

G = {(h, ~x) ∈ G] : h ∈ H,~x ∈ Rn}.

We identifyH with the subgroup {(h, ~x) ∈ G : h ∈ H,~x = 0} and refer to it as the

dilation subgroup of G, and Rn with the subgroup {(h, ~x) ∈ G : h = e, ~x ∈ Rn},

and call it the translation subgroup of G. Thus G is the semi-direct productHoRn.
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One easily checks that if µ is a left Haar measure forH and λ the Lebesgue measure

on Rn, then ν = µ× λ is a left Haar measure for G.

Next given h ∈ H and a vector ~x ∈ Rn, define dilation, translation and mod-

ulation operators on L2(Rn) by (Dhf)(~y) = | deth|−1/2f(h−1~y), (T~xf)(~y) = f(~y −

~x) and E~xf(~y) = e2πi~y·~xf(~y) for f ∈ L2(Rn) and ~y ∈ Rn. The corresponding opera-

tors on L2(R̂n) are defined similarly. For example, (Dhf)(~γ) = | deth|−1/2f(~γh−1)

for all f ∈ L2(R̂n). As for the modulation operator on L2(R̂n), if ~x ∈ L2(Rn), we

define E~xf(~γ) = e2πi~γ~xf(~γ). Using techniques from group representations (see Fol-

land (1999), for example), it is easy to show that the mappings h 7→ Dh, ~x 7→ T~x

and ~x 7→ E~x are strongly continuous homomorphisms of the respective groups into

the group of unitary operators on L2(Rn) (respectively L2(R̂n) ), that is, they are

group representations (Continuity of ~x 7→ T~x was shown in proposition 2.1).

Proposition 3.1. For f ∈ L2(Rn), h ∈ H and ~x ∈ Rn

(a) D̂hf = Dh−1 f̂

(b) T̂~xf = E−~xf̂ .

Proof. For f ∈ L1(Rn) ∩ L2(Rn),

D̂hf(~γ) =

∫
Rn
| deth|−1/2f(h−1~y)e−2πi~γ~yd~y

=

∫
Rn
| deth|1/2f(~y)e−2πi~γh~yd~y

= | deth|1/2f̂(~γh)

= Dh−1 f̂(~γ)
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and also

T̂~xf(~γ) =

∫
Rn
f(~y − ~x)e−2πi~γ~yd~y

=

∫
Rn
f(~y)e−2πi~γ(~y+~x)d~y

= e−2πi~γ~x

∫
Rn
f(~y)e−2πi~γ~yd~y

= e−2πi~γ~xf̂(~γ)

= E−~xf̂(~γ).

The assertion follows from density of L1(Rn) ∩ L2(Rn) in L2(Rn) and continuity

of all operators involved.

Since T~xDh = DhTh−1~x, it follows that

π(h,~x) = DhT~x

defines a representation of G on L2(Rn).

Given ψ ∈ L2(Rn) and (h, ~x) ∈ G, let us set

ψh,~x(~y) := (π(h,~x)ψ)(~y) = | deth|−1/2ψ(h−1~y − ~x).

Since the Fourier transform F : L2(Rn) → L2(R̂n) is unitary, it induces a repre-

sentation ρ of G on L2(R̂n) by ρ = F ◦ π ◦ F−1. Computing, we obtain

ρ(h,~x)ψ̂ = (F ◦ π(h,~x) ◦ F−1)(ψ̂)

= (F ◦ π(h,~x))(ψ)

= F(π(h,~x)(ψ))

= F(DhT~xψ)

= Dh−1E−~xF(ψ)

= Dh−1E−~xψ̂

i.e. ρ(h,~x)ψ̂(~γ) = | deth|1/2ψ̂(~γh)e−2πi~γh~x.



25

Definition 3.1. Given ψ ∈ L2(Rn), the (continuous) wavelet transform Wψ in-

duced by ψ and the group H is defined by

Wψf(h, ~x) = 〈f, π(h,~x)ψ〉 = | deth|−1/2

∫
Rn
f(~y)ψ(h−1~y − ~x)d~y

for f ∈ L2(Rn) and (h, ~x) ∈ G.

The adjective continuous refers to the continuity of the translation group,

consisting of all ~x ∈ Rn. The dilation group H, in contrast, is permitted to carry

the discrete topology.

A goal in wavelet theory is to find a condition for ψ that guarantees that

the mapping Wψ is a multiple of a partial isometry,

‖Wψf‖2
L2(G) = cψ‖f‖2

L2(Rn) (3.1)

for all f ∈ L2(Rn) and some constant cψ > 0. That is, one wants that∫
G

|〈f, ψh,~x〉|2dν(h, ~x) =

∫
G

|(Wψf)(h, ~x)|2dν(h, ~x) = cψ

∫
Rn
|f(~y)|2d~y (3.2)

for all f ∈ L2(Rn). If this identity holds, then ψ is called admissible, and one has

the Calderón reproducing formula

f =

∫
G

(Wψf)(h, ~x)ψh,~xdν(h, ~x)

=

∫
Rn

∫
H

(Wψf)(h, ~x)ψh,~xdµ(h)d~x (3.3)

as a weak integral in L2(Rn), as shown in (1.5)

Theorem 3.1. (The admissibility condition, Laugesen et al. (2002)).

Equality (3.1) is valid for all f ∈ L2(Rn) if and only if there exists cψ > 0 such

that ∫
H

|ψ̂(~γh)|2dµ(h) = cψ (3.4)

for a.e. ~γ ∈ R̂n.
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Observe that by scaling ψ we may assume that cψ = 1. We want to identify

all those groups H that possess a wavelet satisfying (3.4):

Definition 3.2. We say that H is admissible if there exists a Borel measurable

g ∈ L1(R̂n) such that g ≥ 0 and∫
H

g(~γh)dµ(h) = 1 (3.5)

for a.e. ~γ ∈ R̂n.

In terms of (3.4), if H is admissible, we pick ψ such that |ψ̂|2 = g. Then ψ

is an admissible function. Conversely, given an admissible ψ, we set g = 1
cψ
|ψ̂|2 to

see that H is admissible.

The fundamental result on admissibility given by Laugesen et al. (2002)

involves the notation of the ε-stabilizer. Given ~γ ∈ R̂n and ε > 0, the set

Hε
~γ = {h ∈ H : ‖~γh− ~γ‖ ≤ ε}

is called the ε-stabilizer of ~γ. Similarly, the set H~γ ≡ H0
~γ = {h ∈ H : ~γh = ~γ} is

referred to as the stabilizer of ~γ. It is clear that H~γ and Hε
~γ are closed subsets of

H, that H~γ = ∩
ε>0
Hε
~γ , and that Hε1

~γ ⊂ Hε2
~γ when ε1 ≤ ε2.

Theorem 3.2. (Laugesen et al. (2002))

(a) If H is admissible, then ∆ 6≡ | det | and the stabilizer of ~γ is compact for a.e.

~γ ∈ R̂n.

(b) If ∆ 6≡ | det | and for a.e. ~γ ∈ R̂n there exists an ε > 0 such that the

ε-stabilizer of ~γ is compact, then H is admissible.

This theorem is quite useful for determining the admissibility of particular

groups H. For example it is clear that no compact group H can be admissible

since in this case ∆ ≡ | det | ≡ 1.
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The above discussion applies more generally to σ-compact, locally compact

groups H possessing a representation ϕ : H → GLn(R). The wavelet transform of

f ∈ L2(Rn) is then defined by

(Wψf)(h, ~x) = 〈f, π(ϕ(h),~x)ψ〉

and the Calderón reproducing formula becomes

f =

∫
Rn

∫
H

〈f, ψh,~x〉ψh,~xdµ(h)dλ(~x)

where ψh,~x = π(ϕ(h),~x)ψ.

We will apply this generalization to the case where H = Rp. Recall that

given an exponential matrix A = eM , one defines As = esM for each real number s.

Then that the mapping s 7→ As is a continuous homomorphism of R into GLn(R).

Thus, if we fix commuting n × n matrices A1 = eM1 , A2 = eM2 , ..., Ap = eMp and

set ϕ(s1, s2, ..., sp) = As11 A
s2
2 · · ·A

sp
p , then ϕ is a continuous homomorphism of Rp

into GLn(R), called a p-parameter group of matrices or a p-parameter subgroup

of GLn(R).

We finish this section by reviewing some fundamental concepts of transfor-

mation groups. (For further details, see for example Kawakubo (1991)).

Definition 3.3. Let X be a set, H a group. By a (right) H-action we mean a

map

ϕ : X ×H → X

satisfying

(a) ϕ(x, e) = x ∀x ∈ X where e denotes the identity of H

(b) ϕ((x, h1), h2) = ϕ(x, h1h2) ∀x ∈ X, h1, h2 ∈ H.

The triple (X,H,ϕ) is also called a transformation group, and X is called a H-set.
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It is often convenient to denote ϕ(x, h) by x · h. Then (a) and (b) become

(a′) x · e = x ∀x ∈ H

(b′) (x · h1) · h2 = x · (h1h2) ∀x ∈ X, h1, h2 ∈ H.

If X is a topological space and H a topological group, then one also requires that

the map ϕ be continuous, and calls X a H-space. In this case,

(a) ϕ is an open map

(b) for fixed h ∈ H, the map x 7→ x · h is a homeomorphism of X onto X.

Given x ∈ X, the set O(x) = x ·H = {x · h : h ∈ H} is called the orbit of x. The

stabilizer of x ∈ X is the set Hx = {h ∈ H : x · h = x}. It is a closed subgroup

of H provided that X is a T1-space. The orbit O(x) is called free if Hx = {e}.

Example 3.1. Let X = R̂n, and H a closed subgroup of GLn(R). Then the map

ϕ : R̂n ×H → R̂n

given by matrix multiplication,

ϕ(~γ, h) = ~γ · h := ~γh

turns R̂n into an H-space. We have O(~γ) = {~γh : h ∈ H}.

Example 3.2. Let X = R̂n, and H = Rp and M a fixed n× p matrix. Then the

map

ϕ : R̂n × Rp → R̂n

given by

ϕ(~γ, s) = ~γ · s = ~γ +Ms

turns R̂n into an Rp-space. The action is free if and only if rank M = p
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Example 3.3. Every topological group H is itself an H-space through the action

ϕ(h1, h2) = h1 · h2 := h1h2 (h1, h2 ∈ H)

determined by group operation. Note that there exists only one orbit which is

free.

We will make use of the following observation :

Lemma 3.1. Let X be an H-space, and S ⊂ X be given.

(1) Let U ⊂ H be open, and h0 ∈ H. Then S ·U is open if and only if S ·Uh0 is

open.

(2) Let {Bα}α∈Λ be a neighborhood base of e. Then S · U is open for all open

subsets U of H if and only if S ·Bα is open for all α ∈ Λ.

Proof. (1) Note that

S · (Uh0) = {x · hh0 : x ∈ S, h ∈ U}

= {(x · h) · h0 : x ∈ S, h ∈ U}

= (S · U) · h0.

Since the map x 7→ x · h0 is a homeomorphism, the assertion follows.

(2) Suppose, S · Bα is open for all α ∈ Λ. Let U ⊂ H be open. Since for each

h0 ∈ H, the collection {Bαh0}α∈Λ is a neighborhood base of h0, we can write

U = ∪
h∈U

Bαhh

where αh ∈ Λ. Then

S · U = ∪
h∈U

S · (Bαhh) = ∪
h∈U

(S ·Bαh) · h.

Since each S · Bαh is open, it follows that S · U is open. The reverse implication

is obvious.
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3.2 Frames

In practical computations, it is much easier to work with series than with

integrals. Thus we would like to replace the integral (3.3) by

f =
∑
k∈P

∑
~x∈Γ

〈f, ψk,~x〉ψk,~x (3.6)

for some discrete subsets P and Γ of H and Rn respectively, with convergence in

L2(Rn). As the functions {ψk,~x}k∈P,~x∈Γ need not be orthogonal, one needs to use

the concept of frames, which is a generalization of Hilbert space bases.

Definition 3.4. Let H be a Hilbert space. A collection of elements {ψj : j ∈ J}

in H is called a frame if there exist constants a and b, 0 < a ≤ b <∞, such that

a‖f‖2 ≤
∑
j∈J

|〈f, ψj〉|2 ≤ b‖f‖2 for all f ∈ H.

The constants a and b are called frame bounds. If a = b then we say that the frame

is tight. If a = b = 1, then it is called a Parseval frame.

Note : Any orthonormal basis in a Hilbert space is a Parseval frame. On the

other hand, even a Parseval frame need not be a basis:

Example 3.4. Let H = C2 and take

ψ1 = (0,

√
2

3
), ψ2 = (

1√
2
,

1√
6
), ψ3 = (

1√
2
,− 1√

6
).

Then, for f = (f1, f2) ∈ C2 we have

3∑
j=1

|〈f, ψj〉|2 =
2

3
|f2|2 + | 1√

2
f1 +

1√
6
f2|2 + | 1√

2
f1 −

1√
6
f2|2

= ‖f‖2.

Therefore, {ψj}3
j=1 is a Parseval frame, but obviously is not a basis for C2.
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Theorem 3.3. Let {ψj : j ∈ J} be a frame for a Hilbert space H with frame

bounds a and b. Then there exists a frame {ψ̃j : j ∈ J}, called the dual frame,

which allows reconstruction of f ∈ H by

f =
∑
j∈J

〈f, ψj〉ψ̃j.

In fact, ψ̃j = S−1ψj for all j, where S is some positive bounded linear

operator on H, called the frame operator. In case where {ψj : j ∈ J} is a tight

frame, S is a multiple of the identity, S = aI.



CHAPTER IV

EXISTENCE OF SMOOTH ADMISSIBLE

FUNCTIONS

Given an admissible group H, the problem of finding admissible wavelets

ψ with desired properties, such as smoothness for example, remains. One way of

obtaining an admissible function is through the use of a cross-section for the action

of H on R̂n. In this chapter, we introduce a generalized concept of cross-section,

which we call an almost cross-section or an N-section. We then discuss the ex-

istence of N -sections for p-parameter groups of diagonal matrices with various

properties, such as boundedness or compactness, for example. We show how to

obtain smooth, bandlimited admissible functions from N -sections which are suffi-

ciently well behaved with respect to the topology of R̂n. Throughout this chapter,

we will work in R̂n, that is, vectors will be written as row vectors. For any set

J, ]J will denote the cardinality of J .

4.1 Generalized Cross-Sections

Definition 4.1. A Borel set S ⊂ R̂n is called an almost cross-section or an N-

section for the action of H on R̂n if

(a)
⋃
h∈H

Sh = R̂n \ E where E is a set of measure zero.

(b) N := sup
~γ∈S

(]{k ∈ H : ~γk ∈ S}) <∞.

If N = 1 then S is called a cross-section.
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The first property says that almost every orbit intersects the set S, while

the second property states that an orbit intersects the set S at most N times.

Notation : Let S be a subset of R̂n. For ~γ0 ∈ R̂n, we set

Sε(~γ0) = {~γ ∈ S : ‖~γ − ~γ0‖ < ε} = Bε(~γ0) ∩ S.

Furthermore, Sε(~γ0) will denote the closure of Sε(~γ0) in S. Recall that by theorem

3.2, a sufficient, although not necessary condition for admissibility of a group H

is that ε-stabilizers be compact, for almost all ~γ ∈ R̂n. The groups discussed in

this chapter have this property :

Proposition 4.1. Let H be a closed subgroup of GLn(R). Suppose there exists

an N-section S such that the map Θ : S ×H → R̂n defined by Θ : (~γ, h) 7→ ~γh is

open. Then for every ~γ ∈ SH, there exists ε > 0 such that the ε-stabilizer Hε
~γ is

compact.

Proof. First let ~γ0 ∈ S. By assumption, S ∩ O(~γ0) is a finite set, say

S ∩ O(~γ0) = {~γ0, ~γ1, ..., ~γm}. (4.1)

Choose ε′ > 0 such that

~γi /∈ Bε′(~γ0) (4.2)

for all i = 1, 2, ...,m. Now as the map Θ is continuous, there exist δ > 0 and a

compact neighborhood U of e in H, such that

Sδ(~γ0)U ⊂ Bε′(~γ0).

Note that δ < ε′, and by choice of ε′,

Sδ(~γ0)U ∩ O(~γ0) = ~γ0U, (4.3)

for if ~η0 ∈ Sδ(~γ0), u0 ∈ U are such that ~η0u0 ∈ O(~γ0), then by (4.1) ~η0 = ~γi for

some i, and hence by (4.2), i = 0. Now as Θ is an open map, we can pick ε > 0
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such that

Bε(~γ0) ⊂ Sδ(~γ0)U.

Observe that by (4.3), if ~γ ∈ Bε(~γ0) ∩O(~γ0), then ~γ is of the form ~γ0u0, for some

u0 ∈ U . So if h ∈ Hε
~γ0

, that is, ~γ0h ∈ Bε(~γ0), then

~γ0h = ~γ0u

for some u ∈ U or

~γ0hu
−1 = ~γ0.

That is, hu−1 ∈ H~γ0 , or h ∈ H~γ0u. It follows that

Hε
~γ0

= {h ∈ H : ‖~γ0h− ~γ0‖ ≤ ε} ⊂ H~γ0U.

Now as Hε
~γ0

is closed, and H~γ0U is compact, it follows that Hε
~γ0

is compact in H.

Next let ~γ0 ∈ SH be arbitrary. Pick ~η0 ∈ S, h0 ∈ H such that

~η0 = ~γ0h0.

By the above, there exists ε̃ > 0 such that H ε̃
~η0

= {h ∈ H : ‖~η0h − ~η0‖ ≤ ε̃} is

compact. Set ε = ε̃
‖h0‖ . Now if ‖~γ0h− ~γ0‖ ≤ ε then

‖~γ0h0h
−1
0 hh0 − ~γ0h0‖ ≤ ‖~γ0h0h

−1
0 h− ~γ0‖ ‖h0‖ ≤ ε̃.

That is

‖~η0h
−1
0 hh0 − ~η0‖ ≤ ε̃

so that h−1
0 hh0 ∈ H ε̃

~η0
, or equivalently, h ∈ h0H

ε̃
~η0
h−1

0 . We have shown that Hε
~γ0
⊂

h0H
ε̃
~η0
h−1

0 , which is a compact set. Thus, Hε
~γ0

is itself compact.

In particular case, if S is a cross-section, the next proposition says ε-

stabilizers of close points lie in a common compact set, for ε sufficiently small.
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Proposition 4.2. Let H be a closed subgroup of GLn(R). Suppose there exists an

N-section S such that

(a) the map Θ : S ×H → R̂n given by (~γ, h) 7→ ~γh is open

(b) for each ~γ ∈ S, there exist δ > 0 and a compact neighborhood V of the identity

e in H such that if ~η0, ~η1 ∈ Sδ(~γ) and ~η1 = ~η0v for some v ∈ H, then v ∈ V .

Then for each ~γ ∈ SH there exist an open neighborhood Bε(~γ), ε̃ > 0 and D ⊂ H

compact such that

H ε̃
~η ⊂ D

for all ~η ∈ Bε(~γ).

Proof. Suppose first that ~γ ∈ S, and let δ and V be as in the assumption. Since Θ

is continuous and open, there exist δ1, δ2 > 0 and compact neighborhoods U and

W of e in H, and ε, ε2 > 0 such that

Sδ1(~γ) ⊂ Sδ2(~γ)

W ⊂ U

Bε(~γ) ⊂ Sδ1(~γ)W ⊂ B ε2
2
(~γ) (4.4)

and

Bε2(~γ) ⊂ Sδ2(~γ)U ⊂ Bδ(~γ). (4.5)

Note that δ1 <
ε2
2

and δ2 < δ.

Set ε̃ = ε
2M

where M = sup
w∈W

‖w−1‖ < ∞. Now let ~η ∈ Bε(~γ) be fixed but

arbitrary, and h ∈ H ε̃
~η . Then

‖~ηh− ~η‖ < ε̃.
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Now by (4.4), ~η = ~η0w for some ~η0 ∈ Sδ1(~γ), w ∈ W . Then

‖~η0whw
−1 − ~η0‖ = ‖~η0whw

−1 − ~η0ww
−1‖

≤ ‖~η0wh− ~η0w‖ ‖w−1‖

≤ ‖~ηh− ~η‖M

< ε̃M =
ε

2

so that

‖~η0whw
−1 − ~γ‖ ≤ ε

2
+ ‖~η0 − ~γ‖ <

ε

2
+ δ1 <

ε

2
+
ε2

2
≤ ε2.

It follows from (4.5) that

~η0whw
−1 = ~η1u

where ~η1 ∈ Sδ2(~γ) ∩ O(~η0), u ∈ U . By assumption (b), whw−1u−1 ∈ V or

h ∈ W−1V UW =: D.

We have shown that

H ε̃
~η ⊂ D ∀ ~η ∈ Bε(~γ)

where D is compact in H.

Next let ~γ ∈ SH be arbitrary, say ~γ = ~γ0h0 for some ~γ0 ∈ S, h0 ∈ H. Let

ε, ε̃, D be as above, for ~γ0. Pick ε1 > 0 such that Bε1(~γ)h
−1
0 ⊂ Bε(~γ0) and set

ε̃1 = ε̃
‖h−1

0 ‖ . Now let ~η ∈ Bε1(~γ) be arbitrary. If h ∈ H is such that

‖~ηh− ~η‖ < ε̃1,

then

‖~ηh−1
0 h0hh

−1
0 − ~ηh−1

0 ‖ ≤ ‖~ηh− ~η‖ ‖h−1
0 ‖ < ε̃.

Now since ~ηh−1
0 ∈ Bε(~γ0) it follows from the first part that h0hh

−1
0 ∈ D, or

equivalently, h ∈ h−1
0 Dh0 =: D1. We have shown that

H ε̃1
~η ⊂ D1 ∀~η ∈ Bε1(~γ)
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hence the proposition follows.

If H contains an expanding matrix, then every N -section may be modified

to be bounded, and bounded away from zero:

Proposition 4.3. Let H be a closed subgroup of GLn(R). Suppose

(a) there exists an N-section S for the action of H on R̂n,

(b) H contains an expanding matrix.

Then there exist an N-section S ′ and M > 1 such that

1 < ‖~γ‖ < M (4.6)

for all ~γ ∈ S ′.

Proof. Let A ∈ H be expanding. We partition R̂n\{0} into annuli Bm = {~γ ∈ R̂n :

2m < ‖~γ‖ ≤ 2m+1 , m ∈ Z}. Then Bm = {~γ ∈ R̂n : 2m ≤ ‖~γ‖ ≤ 2m+1 , m ∈ Z} is

compact. Next we split each Bm into small pieces, and translate each piece into

the annulus {~ξ ∈ R̂n : 1 < ‖~ξ‖ ≤ ‖A‖}. In fact, for ~γ ∈ Bm, as A is expanding,

lim
k→∞

‖~γAk‖ = ∞ (k ∈ Z).

Thus, there exists a smallest k = km~γ such that ‖~γAk‖ > 1 for all k ≥ km~γ . Then

‖~γAk
m
~γ −1‖ ≤ 1, and hence

1 < ‖~γAk
m
~γ ‖ ≤ ‖~γAk

m
~γ −1‖ · ‖A‖ ≤ ‖A‖,

i.e.

1 < ‖~γAk
m
~γ ‖ ≤ ‖A‖.

Pick any M > ‖A‖. Since the annulus {~ξ ∈ R̂n : 1 < ‖~ξ‖ < M} is open, there

exists a neighborhood V~γ of ~γAk
m
~γ such that V~γ ⊂ {~ξ ∈ R̂n : 1 < ‖~ξ‖ < M}. Let
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U~γ = V~γA
−km~γ . Then U~γ is an open neighborhood of ~γ. Now {U~γ}~γ∈Bm is an open

cover of Bm, hence there exists a finite subcover {U~γi(m)}lmi=1 of Bm. Set

Um
1 = Bm ∩ U~γ1(m)

Um
2 = [Bm ∩ U~γ2(m)] \ U~γ1(m)

...

Um
lm = [Bm ∩ U~γlm (m)] \ ∪lm−1

i=1 U~γi(m).

Then {Um
i }lmi=1 is a partition of Bm into disjoint Borel sets, and Um

i A
km
~γi(m) ⊂

V~γi(m) ⊂ {~ξ ∈ R̂n : 1 < ‖~ξ‖ < M}. By this process, we obtain a countable

collection of disjoint Borel sets {Um
i : m ∈ Z, i = 1, 2, ..., lm}, and numbers km~γi(m)

such that

1. ∪
m∈Z

lm∪
i=1

Um
i = R̂n \ {0}

2. Um
i A

km
~γi(m) ⊂ {~ξ ∈ R̂n : 1 < ‖~ξ‖ < M} for all i = 1, 2, ..., lm and m ∈ Z.

Finally, we set

S ′ = ∪
m∈Z

lm∪
i=1

(S ∩ Um
i )A

km
~γi(m) .

It is easy to check that S ′ is an N -section, and by construction, S ′ ⊂ {~ξ ∈ R̂n :

1 < ‖~ξ‖ < M}.

Remark: It is natural to think that in order for bounded N -sections to exist, the

group H must contain an expanding matrix. Example 5.2 shows that this is not

the case.

We want a compact N -section S which has the property that the orbit map

Θ : S ×H → R̂n is open. In the remainder of this section, we will construct such

a section for p-parameter groups of diagonal matrices.

Let Hp be a p-parameter group of diagonal n × n matrices, i.e. Hp =

{As11 As22 · · ·A
sp
p : si ∈ R ∀i} satisfying
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1. p ≤ n

2. Aj is diagonal, say Aj = diag[a1j, a2j, ..., anj] where aij > 0.

The condition aij > 0 is equivalent to every matrix Aj being exponential, while

the first condition is necessary for admissibility of Hp, as will be made clear below.

Observe that since Rp has no non-trivial compact subgroups, Hp admissible will

imply that stabilizers are trivial for almost all ~γ ∈ R̂n, in particular, the map

s ∈ Rp 7→ As is one-to-one. We thus may identify Hp with Rp. Furthermore,

detA > 0 for all A ∈ Hp.

Notation : For s = (s1, s2, ..., sp) ∈ Rp, As will mean As11 A
s2
2 · · ·A

sp
p . (Below, si

may denote an element in Rp, or a scalar in R. The correct meaning will be clear

from the context).

Let ~γ ∈ R̂n. For ~η ∈ O(~γ) there exists s = (s1, s2, ..., sp) ∈ Rp such that

~η = ~γAs11 A
s2
2 · · ·Aspp .

Preferring to write vectors in column form,

~ηT = As11 A
s2
2 · · ·Aspp ~γT

i.e. 

η1

η2

...

ηn


=


as111a

s2
12 · · · a

sp
1p . . . 0

. . .

0 . . . as1n1a
s2
n2 · · · a

sp
np





γ1

γ2

...

γn


.

That is, for each i = 1, 2, ..., n,

ηi = as1i1a
s2
i2 · · · a

sp
ipγi. (4.7)

Thus, corresponding components of ~γ and ~η have the same sign. Assume first that

~γ lies in (R̂+)n. Then ~η ∈ (R̂+)n and we can linearize equation (4.7) by taking the
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natural logarithm,

ln ηi =

p∑
j=1

bijsj + ln γi where bij = ln aij.

In matrix notation,

ln η1

ln η2

...

ln ηn


=



b11 . . . b1p

b21 . . . b2p

...
. . .

...

bn1 . . . bnp


︸ ︷︷ ︸

M


s1

...

sp

 +



ln γ1

ln γ2

...

ln γn


.

Or in short,

ln ~η = Ms+ ln~γ.

(So by convention, ln~γ will always be a column vector). It is now clear that

stabilizers are trivial a.e. if and only if kerM = {0}, hence necessarily p ≤ n.

Observe that the mapping Ψ : (R̂+)n → Rn given by ~γ 7→ ln~γ is a homeomorphism.

If ~γ lies in any other octant, then we can linearize in a similar way. However, by

symmetry we may always assume in what follows that ~γ lies in the first octant

(R̂+)n. (Strictly speaking, the word octant is only correct if n = 3, we will however

use it for general n).

Notation : For 1 ≤ i1 < i2 < · · · < ip ≤ n, let ~i = (i1, i2, ..., ip). M~i will denote

the p × p matrix containing rows i1, i2, ..., ip of M , ~γ~i the p-vector containing the

entries i1, i2, ..., ip of an n-vector ~γ and ∆~i = detM~i. Set

J = {~i = (i1, i2, ..., ip) : 1 ≤ i1 < i2 < ... < ip ≤ n and ∆~i 6= 0}.

Also, given ~γ ∈ Rn, ~γ[s,t] will denote the vector consisting of the s-th to t-th

components of ~γ, i.e. if ~γ = (γ1, γ2, ..., γn), then ~γ[s,t] = (γs, γs+1, ..., γt) for 1 ≤

s ≤ t ≤ n. Similarly, M[s,t] will denote the [(t− s) + 1]× p matrix containing rows

s to t of M .
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After linearization, we obtain the following proposition.

Proposition 4.4. The following are equivalent:

(a) Hp is admissible.

(b) There exists j such that detAj 6= 1, and rank(M) = p.

(c) There exists j such that detAj 6= 1, and J 6= ∅.

Proof. (b) ⇔ (c)

rank(M) = p⇔M has p linearly independent rows, say rows i1, i2, ..., ip

⇔ ∆(i1,i2,...,ip) 6= 0.

(a) ⇒ (b) Suppose Hp is admissible. Then by theorem 3.2,

1. there exists Ã ∈ Hp such that det Ã 6= 1

2. the stabilizer of ~γ, H~γ, is trivial a.e. ~γ ∈ R̂n.

Let s = (s1, s2, ..., sp) ∈ Rp be such that Ã = As = As11 A
s2
2 · · ·A

sp
p . Since det Ã 6= 1

then detAj 6= 1 for some j. Now choose a point ~γ ∈ (R̂+)n with trivial stabilizer.

Then

~γAs = ~γ implies s = 0

equivalently, Ms+ ln~γ = ln~γ implies s = 0

hence Ms = 0 implies s = 0

which is equivalent to rank(M) = p.

(b) ⇒ (a) By theorem 3.2 it is enough to show that for every ~γ ∈ R̂n whose entries

are nonzero, there exists ε > 0 such that the ε-stabilizer Hε
~γ is compact. Since Ψ
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is a homeomorphism, this is equivalent to compactness of

H̃ε
~γ := {s ∈ Rp : ‖Ψ(~γAs)−Ψ(~γ)‖ ≤ ε}

= {s ∈ Rp : ‖(Ms+ ln~γ)− ln~γ‖ ≤ ε}

= {s ∈ Rp : ‖Ms‖ ≤ ε}

for some ε > 0 and every ~γ ∈ Rn.

Let ε > 0 be arbitrary. Because M has rank p, M defines an invertible

linear transformation of Rp onto a closed subspace V of Rn, hence M defines a

homeomorphism of Rp onto V . Since {y : ‖y‖ ≤ ε} is compact in V , so is its

pre-image {s : ‖Ms‖ ≤ ε}. Hence Hp is admissible.

The next theorem shows the existence of unbounded cross-sections.

Theorem 4.1. Let Hp be as above. Given ~i ∈ J , set

T~i := {~γ = (γ1, γ2, ..., γn) ∈ R̂n : γij = ±1 for j = 1, 2, ..., p}.

Then

(a) T~i is a cross-section for the action of Hp (or equivalently, of Rp) on R̂n

(b) the map Θ : (~γ, s) 7→ ~γAs is a homeomorphism of T~i × Rp onto {~ξ ∈ R̂n :

ξij 6= 0, j = 1, 2, ..., p}.

Proof. After suitably exchanging basis vectors in R̂n, we may assume that i1 =

1, i2 = 2, ..., ip = p. Since (R̂ \ {0})p × R̂n−p is the disjoint union of open sets of

the form S1×S2× ...×Sp× R̂n−p, where Sk = R̂+ or Sk = R̂−, k = 1, 2, ..., p, and

orbits stay in each of these sets, by symmetry we only need consider the set

T ◦~i := {(1, 1, ..., 1, γp+1, ..., γn) : γi ∈ R}. (4.8)

We need to show that
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1. T ◦~i is a cross-section for the action of Hp on W0 := (R̂+)p × R̂n−p.

2. Θ is a homeomorphism of T ◦~i × Rp onto W0.

Define a mapping Φ : W0 → Rn by

Φ(~γ) = (ln γ1, ln γ2, ..., ln γp, γp+1, ..., γn)
T.

Then

Φ(~γ) = ln~γ[1,p] ⊕ ~γ[p+1,n]

where ~γ[p+1,n] consists of the last n−p entries of ~γ, now written as a column vector.

Note that Φ is a homeomorphism. Thus the action of Hp on W0 induces an action

~ξ 7→ ~ξ · s of Rp on Rn given by

~ξ · s = Φ(~γ) · s := Φ(~γAs)

where ~ξ = Φ(~γ). Then

~ξ · s = Φ(~γAs)[1,p] ⊕ Φ(~γAs)[p+1,n]

=


M[1,p]s+



ln γ1

ln γ2

...

ln γp




⊕ As0



γp+1

γp+2

...

γn


that is,

~ξ · s = (M[1,p]s+ ~ξ[1,p])⊕ As0
~ξ[p+1,n] (4.9)

where As0 is the (n−p)×(n−p) matrix obtained from As by cutting the first p rows

and columns. By assumption, M[1,p] is invertible. Since Φ is a homeomorphism, it

is enough to show :

1. Φ(T ◦~i ) = {(0, 0, ..., 0, γp+1, ..., γn)
T : γi ∈ R} is a cross-section for the action

θ : (~γ, s) 7→ ~γ · s of Rp on Rn.
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2. θ is a homeomorphism of Φ(T ◦~i )× Rp onto Rn.

First we show that Φ(T ◦~i ) is a cross-section. Let ~η ∈ Rn be given. Set

s = M−1
[1,p]~η[1,p], and let ~ξ be the vector given by ~ξ[1,p] = [0, 0, ..., 0], and ~ξ[p+1,n] =

A−s
0 ~η[p+1,n]. Then by (4.9)

~ξ · s = (M[1,p]s+ ~ξ[1,p])⊕ As0
~ξ[p+1,n]

= (M[1,p](M
−1
[1,p]~η[1,p]))⊕ As0(A

−s
0 ~η[p+1,n])

= ~η[1,p] ⊕ ~η[p+1,n] = ~η.

In particular, θ is surjective.

On the other hand, suppose there exist ~ξ,~γ ∈ Φ(T ◦~i ) and s ∈ Rp such that

~ξ · s = ~γ. Then

M[1,p]s+ ~ξ[1,p] = ~γ[1,p],

As0
~ξ[p+1,n] = ~γ[p+1,n].

Since ~ξ[1,p] = ~γ[1,p] = ~0, and M[1,p] is invertible, the first identity gives s = 0. Then

the second identity gives ~ξ[p+1,n] = ~γ[p+1,n], hence ~ξ = ~γ, that is θ is one-to-one. It

follows that Φ(T ◦~i ) is a cross-section for the action of Rp on Rn.

Since θ is continuous, one-to-one and surjective, we are left to show that

θ is an open map. Since basic neighborhoods in Φ(T ◦~i ) × Rp are of the form

Sδ(~γ0) × Bε(s0), it suffices to show that Sδ(~γ0) · Bε(s0) is open in Rn, for each

basic open neighborhood Sδ(~γ0) of ~γ0 ∈ Φ(T ◦~i ) and open ball Bε(s0) in Rp. Since

Bε(s0) = Bε(0) + s0, we may assume by lemma 3.1 that s0 = 0. So let ~γ0 ∈

Φ(T ◦~i ), δ > 0 and ε > 0 be given. Then

(~γ0)[1,p] = ~0

and

Sδ(~γ0) = {~γ ∈ Rn : ~γ[1,p] = ~0, ‖~γ[p+1,n] − (~γ0)[p+1,n]‖ < δ}.
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Next let ~ξ ∈ Sδ(~γ0) · Bε(0) be arbitrary. We need to find an open neighborhood

Bδ̃(
~ξ) in Rn which is contained in Sδ(~γ0) ·Bε(0).

Now

~ξ = ~γ1 · s1

for some ~γ1 ∈ Sδ(~γ0), s1 ∈ Bε(0). That is,

~ξ[1,p] = M[1,p]s1 and ~ξ[p+1,n] = As10 (~γ1)[p+1,n].

Now let δ1 = δ − ‖(~γ1)[p+1,n] − (~γ0)[p+1,n]‖ > 0. It follows that if ~η ∈ Rn−p and

‖~η − (~γ1)[p+1,n]‖ < δ1, then

‖~η − (~γ0)[p+1,n]‖ ≤ ‖~η − (~γ1)[p+1,n]‖+ ‖(~γ1)[p+1,n] − (~γ0)[p+1,n]‖ < δ. (4.10)

Similarly, we let ε1 = ε− ‖s1‖. It follows that if s ∈ Rp and ‖s− s1‖ < ε1, then

‖s‖ ≤ ‖s− s1‖+ ‖s1‖ < ε. (4.11)

Now as the map (~η, s) 7→ A−s
0 ~η from Rn−p×Rp into Rn−p is continuous, there exist

δ̃ > 0 and ε̃ > 0 such that

‖~η − ~ξ[p+1,n]‖ < δ̃ and ‖s− s1‖ < ε̃

imply

‖A−s
0 ~η − A−s1

0
~ξ[p+1,n]‖ < δ1

that is

‖A−s
0 ~η − (~γ1)[p+1,n]‖ < δ1

so that by (4.10) with ~η replaced by A−s
0 ~η,

‖A−s
0 ~η − (~γ0)[p+1,n]‖ < δ. (4.12)

Reducing ε̃ if necessary, we may assume that ε̃ < ε1. Now as M[1,p] is an invertible

matrix, it defines a homeomorphism of Rp onto Rp, so reducing δ̃ if necessary,

‖M(s− s1)‖ < δ̃ implies ‖s− s1‖ < ε̃. (4.13)
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Now let ~η ∈ Bδ̃(
~ξ) be arbitrary. Then

‖~η[1,p] − ~ξ[1,p]‖ < δ̃ and ‖~η[p+1,n] − ~ξ[p+1,n]‖ < δ̃. (4.14)

As M[1,p] is invertible, ~η[1,p] = M[1,p]s for some s ∈ Rp. Then

‖M[1,p](s− s1)‖ = ‖~η[1,p] − ~ξ[1,p]‖ < δ̃,

so that by (4.13), ‖s− s1‖ < ε̃ < ε1, hence by (4.11), ‖s‖ < ε. Then by (4.12),

‖A−s
0 ~η[p+1,n] − (~γ0)[p+1,n]‖ < δ.

So if we set ~η0 := ~0[1,p] ⊕ A−s
0 ~η[p+1,n], then ~η0 ∈ Sδ(~γ0). It now follows that

~η0 · s = M[1,p]s⊕ ~η[p+1,n] = ~η,

and hence ~η ∈ Sδ(~γ0) ·Bε(0). We have shown that

Bδ̃(
~ξ) ⊂ Sδ(~γ0) ·Bε(0).

This shows that θ is an open mapping, and proves the proposition.

The cross-section T~i in proposition 4.1 is unbounded. We would like to

obtain a bounded cross-section having the property (b). In what follows, we can

nearly achieve this, in fact we obtain a set S which is an almost cross-section

provided that Hp contains an expanding matrix. The idea is to show that each

orbit intersects at least one of the cross-sections T~i, within some bounded set.

For each ~i ∈ J, set

S~i = {~γ ∈ R̂n : 0 < |γi| ≤ 1 ∀ i and |γij | = 1 ∀ j = 1, 2, ..., p}

S+
~i

= {~γ ∈ R̂n : 0 < γi ≤ 1 ∀ i and γij = 1 ∀ j = 1, 2, ..., p}

S ′~i = {~γ ∈ R̂n : 0 ≤ |γi| ≤ 1∀ i, γi = 0 ∃ i, and |γij | = 1 ∀ j = 1, 2, ..., p}

S : = ∪
~i∈J
S~i ∪ S

′
~i
.
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Note that S is compact, while ∪~i∈JS~i is not. Thus, while the sets S ′~i have measure

zero, we need to include them in order to obtain a compact N -section.

We let Θ : S × Rp → SHp denote the continuous map given by

Θ(~γ, s) = ~γAs.

Theorem 4.2. Let Hp be as in theorem 4.1. If in addition, Hp contains an

expanding matrix, then S is a compact almost cross-section, and Θ is an open

mapping.

We split the proof into 2 parts. In the first part we show that S is an almost

cross-section. In the second part we show that Θ is an open mapping.

Proposition 4.5. S is an almost cross-section for the action of Hp on R̂n.

Proof. Observe that S ⊂ ∪~i∈JT~i, hence each orbit intersects S at most ]J times.

We thus must show that the orbit of almost every ~γ ∈ R̂n intersects S. In fact, we

will show that the orbit of almost every ~γ ∈ R̂n intersects ∪~i∈JS~i.

The major parts of the proof are lemmas 4.1 and 4.2 below. Let us first

linearize and introduce some new notations. Without loss of generality, that is

after change of basis in Rp we may assume that A1 is expanding. As noted earlier,

orbits remain within octants, so by symmetry, we only need to show that ∪~i∈JS
+
~i

is an almost cross-section for the action of Hp on the subset (R̂+)n of R̂n. Let

~γ ∈ (R̂+)n. Then for each ~η ∈ O(~γ), there exists s = (s1, s2, ..., sp) ∈ Rp such that

~η = ~γAs11 A
s2
2 · · ·Aspp .

Applying the map Ψ defined earlier,

ln ~η = Ms+ ln~γ.
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In what follows, we will drop the logarithm, that is replace a vector Ψ(~η) = ln ~η

by ~η , and simply write

~η = Ms+ ~γ.

Thus, the action ~γ 7→ ~γ · s of Rp on Rn is given by the family of transformations

T~γ : Rp → Rn

defined by

~η = T~γ(s) = Ms+ ~γ

where s ∈ Rp. Thus, O(~γ) = {T~γ(s) : s ∈ Rp} = Range(T~γ).

Since A1 is expanding, the entries bi1 in the first column of M are all

positive. Hence, if sj, j = 2, 3, ..., p remain fixed, then for each i, 1 ≤ i ≤ n,

lim
s1→−∞

ηi = lim
s1→−∞

(Ms+ ~γ)i

= lim
s1→−∞

bi1s1 +

p∑
j=2

bijsj + γi

= −∞,

that is each component of ~η tends to −∞ as s1 goes to −∞. In particular, there

exists s ∈ Rp such that

ηi = (T~γs)i < 0 (4.15)

for all i = 1, 2, ..., n.

By an n− r coordinate plane, we will mean the set

P(i1,...,ir) = {~γ ∈ Rn : γi = 0 ∀ i ∈ {i1, i2, ..., ir} },

for a fixed set of indices {i1, ..., ir}. By a non-positive n− r coordinate plane, we

will mean the set

P ◦
(i1,...,ir)

= {~γ ∈ P(i1,...,ir) : γi ≤ 0 ∀ i /∈ {i1, i2, ..., ir} }.
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By a negative n− r coordinate plane, we will mean the set

P−
(i1,...,ir)

= {~γ ∈ P(i1,...,ir) : γi < 0 ∀ i /∈ {i1, i2, ..., ir} }.

Observe that for ~i ∈ J, Ψ(S+
~i

) is the non-positive n− p plane

P ◦
~i

= {~γ ∈ Rn : γi ≤ 0 ∀ i, γi = 0 for i = ij, j = 1, 2, ..., p}.

Recall that by an affine map T we mean a map of some finite dimensional vector

space V into Rn of the form

T (s) = M(s) + ~γ

for some fixed vector ~γ ∈ Rn and linear mapping M : V → Rn. It is convenient to

identify M with a matrix, then

T (s) = Ms+ ~γ.

We will write Ts instead of T (s). Note that Range(T ) is a connected set. Also, T

is trivial if and only if ker(M) = V .

Lemma 4.1. Let T : V → Rn be a non-trivial affine map. Suppose there exists

s ∈ Rp such that

(Ts)i < 0 (4.16)

for all i = 1, 2, ..., n. Then there exists s̃ ∈ V such that

(a) (T s̃)i0 = 0 for some i0 ∈ {1, 2, ..., n}

(b) (T s̃)i ≤ 0 for all i = 1, 2, ..., n.

Proof. We first show that there exists s0 ∈ V so that (Ts0)i > 0 for at least one

i. In fact, as ker(M) 6= V , there exists s1 ∈ V such that Ms1 6= 0. In particular,
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(Ms1)i 6= 0 for some i. Pick m ∈ Z so that m(Ms1)i > −γi and set s0 = ms1.

Then

(Ts0)i = (M(ms1))i + γi = m(Ms1)i + γi > 0. (4.17)

Next set

U = {~ξ ∈ Rn : ξi < 0 ∀ i}.

Then

bdry(U) = {~ξ ∈ Rn : ξi ≤ 0 ∀ i and ξi = 0 ∃ i}

and

U c = {~ξ ∈ Rn : ξi > 0 ∃ i}.

Observe that Rn is the disjoint union of these three sets. Set

O1 = U ∩ Range(T )

O2 = bdry(U) ∩ Range(T )

O3 = U c ∩ Range(T ),

so Range(T ) is the disjoint union of O1, O2, and O3. As Range(T ) carries the

subspace topology of Rn, O1 and O3 are open sets in Range(T ). Now suppose to

the contrary, that there exists no s̃ ∈ V satisfying (a) and (b). This is equivalent

to O2 = ∅. Then by (4.16) and (4.17), Range(T ) is the disjoint union of two

nonempty open sets, contradicting connectedness of Range(T ). This prove the

lemma.

Lemma 4.2. Let Hp be as above, ~γ ∈ Rn and T = T~γ the corresponding affine

map,

Ts = Ms+ ~γ.

Then there exist k ≥ p, a collection of indices 1 ≤ i1 < i2 < · · · < ik ≤ n and

s ∈ Rp such that
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(a) (Ts)i = 0 for all i ∈ {i1, i2, ..., ik}

(b) (Ts)i < 0 for all i /∈ {i1, i2, ..., ik}.

That is, ~η = Ts lies in some negative n− k coordinate plane. Furthermore, there

exists a subset {ij1 , ij2 , ..., ijp} of {i1, i2, ..., ik} such that ∆(ij1 ,ij2 ,...,ijp ) 6= 0.

Proof. We proceed by induction on the co-dimension of the coordinate plane.

Throughout this proof, we will switch the standard basis vectors in Rn suitably,

so that (a) and (b) become

(a′) (Ts)i = 0 for i = 1, 2, ..., k

(b′) (Ts)i < 0 for i = k + 1, k + 2, ..., n.

Initial step : As shown in (4.15), there exists s ∈ Rp such that (Ts)i < 0 for all i.

Applying lemma 4.1, followed by a suitable switch of basis vectors in Rn, it follows

that there exists s0 ∈ Rp such that

(a) (Ts0)1 = 0

(b) (Ts0)i ≤ 0 for all i.

Induction step : Assume we have found s0 ∈ Rp and k ≥ 1 so that after switching

basis vectors,

(c) (Ts0)i = 0 for i = 1, 2, ..., k

(d) (Ts0)i ≤ 0 for i = k + 1, k + 2, ..., n.

If (Ts0)i = 0 for some i ∈ {k+ 1, k+ 2, ..., n}, then after exchanging the i-th basis

vector in Rn with the (k + 1)-st vector, it follows that

(c′) (Ts0)i = 0 for i = 1, 2, ..., k + 1
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(d′) (Ts0)i ≤ 0 for i = k + 2, k + 3, ..., n.

Repeating this process, we may assume that (d) above is replaced by

(d′′) (Ts0)i < 0 for i = k + 1, k + 2, ..., n.

Now set

Vk = {s ∈ Rp : (Ms)i = 0 for i = 1, 2, ..., k}.

Then Vk is a linear subspace of Rp. If Vk = {0} we stop; this can only happen if

k ≥ p, for if k < p, then the kernel Vk of the linear transformation defined by the

k × p matrix M[1,k] is always nontrivial.

If Vk 6= {0}, we consider the affine mapping

T ′ : Vk → Rn−k

given by

T ′s = M[k+1,n]s+ ~γ′

where ~γ′ = (Ts0)[k+1,n].

For convenience, we will consider Rn−k as a subspace of Rn, so ~γ′ is a vector

in Rn whose first k entries are zero; γ′1 = γ′2 = · · · = γ′k = 0. Observe that by

assumption (d′′), γ′i < 0 for i = k + 1, k + 2, ..., n.

Since T ′(0) = ~γ′, we can apply lemma 4.1 to obtain s1 ∈ Vk satisfying, after

a switch of basis vectors,

(T ′s1)k+1 = 0 and (T ′s1)i ≤ 0

for all i ∈ {k + 1, k + 2, ..., n}. Now set s̃0 = s0 + s1. Then

T s̃0 = T (s0 + s1) = M(s0 + s1) + ~γ = Ts0 +Ms1.

Consider the various components of T s̃0:

If 1 ≤ i ≤ k, then by assumption (c), (Ts0)i = 0, while as s1 ∈ Vk, (Ms1)i =

0. Thus, (T s̃0)i = 0.
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If i = k + 1, then

(Ms1)k+1 = (T ′s1)k+1 − γ′k+1 = −γ′k+1 = −(Ts0)k+1

so that

(T s̃0)k+1 = (Ts0)k+1 − (Ts0)k+1 = 0.

If k + 2 ≤ i ≤ n, then

(T s̃0)i = (Ts0)i + (Ms1)i = γ′i + [(T ′s1)i − γ′i] = (T ′s1)i ≤ 0.

Thus, we have shown that

(T s̃0)i = 0 for 1 ≤ i ≤ k + 1

(T s̃0)i ≤ 0 for k + 2 ≤ i ≤ n,

that is, (c) and (d), and hence (c′) and (d′) hold for a large value of k.

By induction, the first assertion follows. Note that we stop when Vk = {0},

hence M[1,k] is a rank p matrix. Thus, there exist p rows ij1 , ij2 , ..., ijp among the

rows of M[1,k] such that ∆(ij1 ,ij2 ,...,ijp ) 6= 0. This proves the lemma.

It follows from lemmas 4.1 and 4.2 that for every ~γ ∈ Rn there exist ~i ∈ J

and s ∈ Rp such that ηi = 0 for i ∈ {i1, i2, ..., ip}, and ηi ≤ 0 ∀i, where

~η = Ms+ ~γ. (4.18)

That is, ~η ∈ P ◦
~i
.

Exponentiating (4.18), that is applying the map Ψ−1, we obtain that for

every ~γ ∈ (R̂+)n, there exist ~i ∈ J and s ∈ Rp such that

~η = ~γAs ∈ S+
~i
.

Thus, O(~γ) intersects ∪~i∈JS
+
~i

at least once, for all ~γ ∈ (R̂+)n. By symmetry, it

follows that O(~γ) intersects ∪~i∈JS~i at least one, for each ~γ ∈ R̂n whose components

are nonzero. This proves proposition 4.5.
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Proposition 4.6. The mapping Θ : S × Rp → R̂n is open.

Proof. Again, we need to show that given basic open neighborhoods Sδ(~γ0) and

Bε(0) in S and Rp, respectively, the set Sδ(~γ0)Bε(0) is open in R̂n, provided that

δ and ε are sufficiently small. For convenience, we will use the maximum norms in

Rn, respectively Rp, and choose matrix norms as corresponding operator norms.

Now for each ~i ∈ J , set

S◦~i = {~γ ∈ S~i ∪ S
′
~i

: |γi| < 1 ∀ i /∈ {i1, i2, ..., ip}}

and

S◦ = ∪~i∈JS
◦
~i
.

Thus, S◦ contains those elements of S which have exactly p coordinates of absolute

value one. Each set S◦~i is open in S, and the sets S◦~i are mutually disjoint. To see

this, let ~γ ∈ S◦~i be given, for some ~i ∈ J . Choose δ > 0 so that

max
i/∈{i1,i2,...,ip}

|γi|+ δ < 1.

Then if ~η ∈ Sδ(~γ), we have

|ηi| ≤ |ηi − γi|+ |γi| < δ + (1− δ) = 1

for all i /∈ {i1, i2, ..., ip}. Since at least p coordinates of ~η ∈ S must have absolute

value one, it follows that

|ηi| = 1

for i ∈ {i1, i2, ..., ip} and since |ηi − γi| < δ < 1, then

ηi = γi

for i ∈ {i1, i2, ..., ip}. This shows that ~η ∈ S◦~i as well, hence S◦~i is open in S.

Disjointness of the sets {S◦~i }~i∈J follows again from the fact that if ~γ ∈ S◦~i , where

~i = (i1, i2, ..., ip) then

|γi| = 1
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for i ∈ {i1, i2, ..., ip} while

|γi| < 1

for i /∈ {i1, i2, ..., ip}.

Now let ~γ0 ∈ S be given. Suppose first that ~γ0 ∈ S◦. By the above

discussion, there exist δ > 0 and ~i ∈ J such that

Sδ(~γ0) ⊂ S◦~i .

Since S◦~i is an open subset of the cross-section T~i of proposition 4.1, then so is

Sδ(~γ0). It then follows from proposition 4.1 that Sδ(~γ0)Bε(0) is open in R̂n, for

every ε > 0.

Now suppose, ~γ0 /∈ S◦. Then more than p of the components of ~γ0 have

absolute value one, say after suitably exchanging the standard basis vectors in R̂n,

|(~γ0)i| = 1 for i = 1, 2, ..., k

|(~γ0)i| < 1 for i = k + 1, k + 2, ..., n

for some k > p. Let us set

J0 = {~i = (i1, i2, ..., ip) ∈ J : ip ≤ k}.

Then ~γ0 ∈ S~i ∪S ′~i if and only if ~i ∈ J0. Observe that if ~γ ∈ Sδ(~γ0) and δ < 1, then

|γi − (~γ0)i| < 1

for i = 1, 2, ..., k and hence

sgn γi = sgn (~γ0)i

for i = 1, 2, ..., k. Choosing δ < 1, we can thus linearize the first k components.

As always, by symmetry and since (R̂+)k × R̂n−k is open in R̂n we may assume

that (~γ)i > 0 for i = 1, 2, ..., k, and define a homeomorphism

Φ : (R̂+)k × R̂n−k → Rn
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by Φ(~γ) = (ln γ1, ln γ2, ..., ln γk, γk+1, ..., γn)
T, similar to the proof of theorem 4.1.

Correspondingly, the action of Rp on Rn = Rk × Rn−k becomes

~ξ · s = (M[1,k]s+ ~ξ[1,k])⊕ As1
~ξ[k+1,n]

where As1 is the matrix obtained from As by cutting the first k rows and columns.

Now for each ~i ∈ J0, set

Sk~i = {~γ ∈ S~i ∪ S
′
~i

: 0 < γi ≤ 1 for 1 ≤ i ≤ k, |γi| < 1 for k + 1 ≤ i ≤ n}

Sk = {~γ ∈ R̂n : γi = 1 for 1 ≤ i ≤ k, |γi| < 1 for k + 1 ≤ i ≤ n}.

Then ~γ0 ∈ Sk ⊂ Sk~i ⊂ S for all ~i ∈ J0. Furthermore,

Φ(Sk~i ) =
{
~ξ ∈ Rn : ξi ≤ 0 for 1 ≤ i ≤ k,

ξi = 0 for i ∈ {i1, i2, ..., ip},

|ξi| < 1 for k + 1 ≤ i ≤ n
}

and

Φ(Sk) = {~ξ ∈ Rn : ~ξ[1,k] = ~0, |ξi| < 1 for k + 1 ≤ i ≤ n}.

In the following, we will identify vectors ~η ∈ (R̂+)k× R̂n−k with their images Φ(~η),

and in particular, ~γ0 with Φ(~γ0).

First we determine how small δ and ε need to be. Set

d = ‖(~γ0)[k+1,n]‖ = max
k+1≤i≤n

|(~γ0)i|.

Then d < 1. Since the map (~α, s) 7→ As1~α from (Rn−k×Rp) → Rn−k is continuous,

there exist δ0 > 0 and ε0 > 0 such that

Bδ0((~γ0)[k+1,n]) ·Bε0(0) ⊂ Br((~γ0)[k+1,n]) (4.19)

where r = 1− d > 0, Bδ0((~γ0)[k+1,n]) denoting an open ball in Rn−k. In particular,

δ0 < r. In what follows, we choose 0 < δ < δ0 and 0 < ε < ε0 arbitrarily. Let
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~η ∈ Sδ(~γ0) · Bε(0) be arbitrary. We need to find an open neighborhood V of ~η in

Rn, with V ⊂ Sδ(~γ0) ·Bε(0). Now

~η = ~γ · s0

for some ~γ ∈ Sδ(~γ0), ‖s0‖ < ε. Since

‖~γ[k+1,n] − (~γ0)[k+1,n]‖ ≤ ‖~γ − ~γ0‖ < δ < δ0,

it follows from (4.19) that

‖~η[k+1,n] − (~γ0)[k+1,n]‖ < r (4.20)

and also,

‖~γ[k+1,n]‖ ≤ ‖~γ[k+1,n] − (~γ0)[k+1,n]‖+ ‖(~γ0)[k+1,n]‖

< δ + d

< r + (1− r)

= 1.

(4.21)

Thus, the p components of ~γ (to be precise, Φ−1(~γ)) which have absolute value

one must be among the first k components. That is, Φ−1(~γ) ∈ Sk~i for some ~i ∈ J0.

After exchanging some of the first k basis vectors in Rn, we may assume that

1. ~i = (1, 2, ..., p)

2. γi = 0 for 1 ≤ i ≤ q where p ≤ q ≤ k

3. γi < 0 for q + 1 ≤ i ≤ k.

Recall also that by (4.21),

4. |γi| < 1 for k + 1 ≤ i ≤ n.
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Note that by 1., M[1,p] is invertible.

As before, for each ~i ∈ J0, let M~i denote the invertible p × p matrix obtained

by selecting rows i1, i2, ..., ip of M . Similarly, given a vector ~ζ, let ~ζ~i denote the

vector obtained by selecting the entries i1, i2, ..., ip of ~ζ. We make the following

two observations : Suppose, ~ρ = M[1,k]s+ ~ζ for some ~ρ, ~ζ ∈ Rk, s ∈ Rp.

1. If ~ζ~i = 0 for some ~i ∈ J0, then ~ρ~i = M~is, and hence

‖s‖ = ‖(M~i)
−1~ρ~i‖ ≤ ‖(M~i)

−1‖ ‖~ρ~i‖ ≤ N‖~ρ‖ (4.22)

where N = max
~i∈J0

(‖(M~i)
−1‖, 1)

2.

‖~ρ− ~ζ‖ ≤ ‖M‖ ‖s‖ ≤ K‖s‖ (4.23)

where K = max(‖M‖, 1).

Now using again continuity of the map (~α, s) 7→ As1~α, there exist r1 > 0 and ε1 > 0

such that if ‖~α− ~γ[k+1,n]‖ < r1 and ‖s‖ < ε1, then

‖As1~α− ~γ[k+1,n]‖ < δ − ‖~γ − ~γ0‖. (4.24)

Let us set ε̃ = min{1
2
(ε− ‖s0‖), 1

2
(δ − ‖~γ − ~γ0‖), ε1} > 0.

We are now ready to specify the required neighborhood V by setting

V = {~β ∈ Rn : ~β = ~ξ · s = (M[1,k]s+ ~ξ[1,k])⊕ As1
~ξ[k+1,n],

‖s− s0‖ < ε̃, ~ξ[1,p] = 0,

‖~ξ[p+1,k] − ~γ[p+1,k]‖ <
ε̃

KN
,

‖~ξ[k+1,n] − ~γ[k+1,n]‖ < r1}.

(4.25)

Then ~η ∈ V (simply choose s = s0, ~ξ = ~γ). Furthermore, V is an open neighbor-

hood of ~η in Rn. In fact, applying Φ−1 we have

Φ−1(V ) = Γ(~γ)Bε̃(s0)
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where Γ(~γ) is an open neighborhood around Φ−1(~γ) in the cross-section T~i of

proposition 4.1. (To be precise, Γ(~γ) = {~% : ~%[1,p] = ~γ[1,p] = ~1[1,p], ~%[p+1,k] ∈

exp(B ε̃
KN

(~γ[p+1,k])), ~%[k+1,n] ∈ Br1(~γ[k+1,n])}).

Now let ~β ∈ V be arbitrary, say

~β = ~ξ · s1 = (M[1,k]s1 + ~ξ[1,k])⊕ As11
~ξ[k+1,n]

for some ~ξ and s1 as in (4.25). First consider the part of ~β living in Rq,

~β[1,q] = M[1,q]s1 + ~ξ[1,q].

By assumption onM , and lemma 4.2, the orbit of ~ξ[1,q] intersects some non-positive

q − p plane in Rq. That is, there exist ŝ ∈ Rp and ~ζ[1,q] ∈ Rq, with ζi ≤ 0 and

ζi = 0 for 1 ≤ i1 ≤ i2 ≤ ... ≤ ip ≤ q, such that

~ξ[1,q] = M[1,q]ŝ+ ~ζ[1,q] (4.26)

and ∆~j 6= 0, where ~j = (i1, i2, ..., ip). Thus, ~j ∈ J0. Now as ~ζ~j = 0, then by (4.22)

and (4.25),

‖ŝ‖ ≤ N‖~ξ[1,q]‖ < N
ε̃

KN
=

ε̃

K
≤ ε̃ ≤ ε1 (4.27)

where we have used the fact that ~γ[1,q] = 0. We define the remaining components

of ~ζ by

~ζ[q+1,k] = ~ξ[q+1,k] −M[q+1,k]ŝ

~ζ[k+1,n] = A−ŝ
1
~ξ[k+1,n]

so that ~ξ = ~ζ · ŝ. Then by (4.23) and (4.27),

‖~ξ[1,k] − ~ζ[1,k]‖ ≤ ‖M‖ · ‖ŝ‖ < K
ε̃

K
= ε̃
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so that by (4.25) and choice of ε̃,

‖~γ[1,k] − ~ζ[1,k]‖ ≤ ‖~γ[1,k] − ~ξ[1,k]‖+ ‖~ξ[1,k] − ~ζ[1,k]‖

<
ε̃

KN
+ ε̃

≤ 2ε̃ ≤ δ − ‖~γ − ~γ0‖

while also, by choice of ε̃ and (4.24)

‖~γ[k+1,n] − ~ζ[k+1,n]‖ = ‖~γ[k+1,n] − Aŝ1
~ξ[k+1,n]‖ < δ − ‖~γ − ~γ0‖

so that

‖~γ − ~ζ‖ < δ − ‖~γ − ~γ0‖. (4.28)

Thus,

‖~γ0 − ~ζ‖ ≤ ‖~γ0 − ~γ‖+ ‖~γ − ~ζ‖

< ‖~γ0 − ~γ‖+ (δ − ‖~γ0 − ~γ‖)

= δ.

Finally, set s = s1 + ŝ. Then by (4.27) and choice of ε̃,

‖s‖ ≤ ‖s1 − s0‖+ ‖s0‖+ ‖ŝ‖

< ε̃+ ‖s0‖+ ε̃

= 2ε̃+ ‖s0‖

≤ (ε− ‖s0‖) + ‖s0‖ = ε.

Then

~β = ~ξ · s1 = (~ζ · ŝ) · s1 = ~ζ · (ŝ+ s1) = ~ζ · s ∈ Sδ(~γ0) ·Bε(0).

As ~β ∈ V was arbitrary, it follows that V ⊂ Sδ(~γ0) · Bε(0). This shows that

Sδ(~γ0) ·Bε(0) is open, and hence Θ is an open map.
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Example 4.1. Let H2 = {As = As11 A
s2
2 =


2s13s2 0 0

0 2s13s2 0

0 0 4s2

 : s = (s1, s2) ∈

R2}.

Let ~γ ∈ R̂3. Then ~η ∈ O(~γ) if and only if ~η = ~γAs for some s ∈ R2.

By symmetry we may assume that ~γ ∈ (R̂+)3, and we linearize the above

equation so

~η ∈ O(~γ) ⇔ ln ~η = Ms+ ln~γ

for some s ∈ R2 where M =


ln 2 ln 3

ln 2 ln 3

0 ln 4

.

We see ∆(1,2) = 0 and ∆(1,3) = ∆(2,3) 6= 0. Using the notation of the theorem, we

have

S(1,3) = {(±1, γ2,±1) ∈ R̂3 : 0 < |γ2| ≤ 1}

S ′(1,3) = {(±1, 0,±1)}

S(2,3) = {(γ1,±1,±1) ∈ R̂3 : 0 < |γ1| ≤ 1}

S ′(2,3) = {(0,±1,±1)}.

Thus

S = S(1,3) ∪ S ′(1,3) ∪ S(2,3) ∪ S ′(2,3)

= {(±1, γ2,±1) ∈ R̂3 : 0 ≤ |γ2| ≤ 1} ∪ {(γ1,±1,±1) ∈ R̂3 : 0 ≤ |γ1| ≤ 1}

which is the union of two squares, the square with vertices

(1,−1, 1), (1, 1, 1), (−1, 1, 1), (−1,−1, 1) in the horizontal plane γ3 = 1 and

the square with vertices (1,−1,−1), (1, 1,−1), (−1, 1,−1), (−1,−1,−1) in the

plane γ3 = −1. By proposition 4.6, SδU is open in R̂3 for U open in R2 and Sδ

open in S.
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4.2 Admissible Functions from Generalized Cross-Sections

Let H be a closed subgroup of GLn(R). If H is admissible, then by theorem

3.2, the function | det |
∆

is not constant. Thus, in what follows we make the standing

assumption that there exists h0 ∈ H with | det h0|
∆(h0)

< 1.

Now suppose, there exists an N -section S for the action of H on R̂n. Let

us show how to obtain admissible functions from S. Pick a set V of finite, positive

measure in H and set Ω = SV ⊂ R̂n. We consider the function g = χ
Ω

and

compute

σ(~γ) :=

∫
H

|g(~γh)|2dµ(h).

Let ~γ ∈ SH be given. Then S ∩ O(~γ) is a finite set, say {~γ1, ~γ2, ..., ~γm}. Pick

elements l1, l2, ..., lm ∈ H such that ~γ = ~γili (i = 1, 2, ...,m).

Since S is an N -section, the stabilizer H~γi of each ~γi is finite, say

H~γi = {h ∈ H : ~γih = ~γi}

= {h(i)
1 , h

(i)
2 , ..., h

(i)
ni
}.

Then
m∑
i=1

ni ≤ N.

Observe that for h ∈ H,

~γih ∈ ~γiV ⇔ ~γih = ~γiv for some v ∈ V

⇔ ~γi = ~γivh
−1 for some v ∈ V

⇔ vh−1 = h
(i)
j for some v ∈ V, j ∈ {1, 2, ..., ni}

⇔ h ∈
ni∪
j=1

[h
(i)
j ]−1V

⇔ h ∈
ni∪
j=1
h

(i)
j V.
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Since the Haar measure µ is left-invariant we have for each i = 1, 2, ...,m,∫
H

χ
~γiV

(~γh)dµ(h) =

∫
H

χ
~γiV

(~γilih)dµ(h)

=

∫
H

χ
~γiV

(~γih)dµ(h)

=

∫
ni∪
j=1

h
(i)
j V

1dµ(h)

≤
ni∑
j=1

µ(h
(i)
j V )

=

ni∑
j=1

µ(V )

= niµ(V )

so that for each i,

0 < µ(V ) =

∫
V

1dµ(h) ≤
∫
ni∪
j=1

h
(i)
j V

1dµ(h)

=

∫
H

χ
~γiV

(~γh)dµ(h)

≤
∫
H

χ m
∪
i=1

~γiV
(~γh)dµ(h)

≤
m∑
i=1

∫
H

χ
~γiV

(~γh)dµ(h)

=
m∑
i=1

niµ(V ) ≤ Nµ(V ).

Now as Ω ∩ O(~γ) =
m
∪
i=1
~γiV , it follows that

χ
Ω
(~γh) = χ m

∪
i=1

~γiV
(~γh)

for all h ∈ H, and hence

0 < µ(V ) ≤
∫
H

χ
Ω
(~γh)dµ(h) ≤ Nµ(V ) (4.29)

so that

0 < µ(V ) ≤ σ(~γ) ≤ Nµ(V )
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for all ~γ ∈ SH. Observe that if S is a cross-section, then σ(~γ) = µ(V ) a.e. ~γ.

Now, if we set

ϕ(~γ) =
g(~γ)√
σ(~γ)

for all ~γ ∈ SH then ϕ satisfies the admissibility condition,∫
H

|ϕ(~γh)|2dµ(h) =
1

σ(~γ)

∫
H

|g(~γh)|2µ(h) = 1

for all ~γ ∈ SH. Thus, if Ω has finite Lebesgue measure, as happens when S is

bounded and V precompact for example, then g and hence ϕ is square integrable

so that ϕ̌ is an admissible function for H.

If S is unbounded and H contains an expanding matrix, one can always

modify S to a bounded N -section by proposition 4.3. On the other hand, if H

does not contain an expanding matrix, then this may not be possible, and one

needs to modify the above construction. Partition R̂n into a collection {Ti}∞i=1 of

bounded, measurable sets. Set Ωi = Ω∩Ti and pick a sequence {ri}∞i=1 of integers

so that

M :=
∞∑
i=1

λ(Ωi)

[
| deth0|
∆(h0)

]ri
<∞.

Consider the function

g(~γ) =

[ ∞∑
i=1

∆(h0)
−riχ

eΩi
(~γ)

]1/2

where Ω̃i = Ωih
ri
0 . Then

σ(~γ) : =

∫
H

|g(~γh)|2dµ(h)

=

∫
H

∞∑
i=1

∆(h0)
−riχ

eΩi
(~γh)dµ(h)

=
∞∑
i=1

∫
H

∆(h0)
−riχ

eΩi
(~γh)dµ(h).
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Now

χ
eΩi

(~γh) = 1 ⇔ ~γh ∈ Ω̃i = Ωih
ri
0

⇔ ~γhh−ri0 ∈ Ωi

⇔ χ
Ωi

(~γhh−ri0 ) = 1

so that

σ(~γ) =
∞∑
i=1

∫
H

∆(h0)
−riχ

Ωi
(~γhh−ri0 )dµ(h)

=
∞∑
i=1

∫
H

χ
Ωi

(~γh)dµ(h)

=

∫
H

χ
Ω
(~γh)dµ(h)

by disjointness of the collection {Ωi}, while by (4.29)

0 < µ(V ) ≤ σ(~γ) ≤ Nµ(V )

for all ~γ ∈ SH and hence the function ϕ(~γ) = g(~γ)√
σ(~γ)

again satisfies the admissibility

condition. Furthermore, since∫
cRn
|g(~γ)|2d~γ =

∫
cRn

∞∑
i=1

∆(h0)
−riχ

eΩi
(~γ)d~γ

=
∞∑
i=1

∆(h0)
−riλ(Ω̃i)

=
∞∑
i=1

| det(h0)|ri
∆(h0)ri

λ(Ωi) = M,

it follows that ϕ ∈ L2(R̂n), and hence ϕ̌ is an admissible function for H. Note that

ϕ may be unbounded, and may have unbounded support. We thus have shown :

Proposition 4.7. Let H be a closed subgroup of GLn(R), and suppose

(a) there exists an N-section S for the action of H on R̂n

(b) there exists h0 ∈ H such that | deth0| 6= ∆(h0).
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Then H is admissible.

The function ϕ above is obtained from the characteristic function of the

set Ω, and thus does not have good smoothness properties. However, under some

additional assumptions on S, we can obtain ϕ ∈ C∞
c (Rn).

Theorem 4.3. Let H be a closed subgroup of GLn(R). Suppose there exist N-

sections S0 and S satisfying

(a) S0 ⊂ S

(b) S0 is compact

(c) the map Θ : S ×H → R̂n given by (~γ, h) 7→ ~γh is open

(d) there exists a compact neighborhood K of e in H such that

{h ∈ H : Sh ∩ S 6= ∅} ⊂ K.

Then there exists an admissible function ψ with ψ̂ ∈ C∞
c (R̂n).

Proof. Let us first construct ψ. Pick open neighborhoods U and V of e in H such

that

e ∈ V ⊂ V ⊂ U,

and U is compact. Since S0 and V are compact, then so is S0V . Also, by assump-

tion (c), SU is open in R̂n. Thus, by theorem 2.3 there exists g ∈ C∞
c (R̂n) such

that

1. 0 ≤ g ≤ 1

2. g(~γ) = 1 for all ~γ ∈ S0V

3. g(~γ) = 0 for all ~γ ∈ R̂n \ SU .



67

As before, we set

σ(~γ) =

∫
H

|g(~γh)|2dµ(h).

Now as χ
S0V

≤ g2 ≤ χ
SU

, we obtain from (4.29) that

0 < µ(V ) ≤
∫
H

χ
S0V

(~γh)dµ(h)

≤
∫
H

|g(~γh)|2dµ(h)

≤
∫
H

χ
SU

(~γh)dµ(h)

≤ N µ(U) <∞

for all ~γ ∈ SH. That is, there exist m > 0, M > 0 such that

m ≤ σ(~γ) ≤M

for all ~γ ∈ SH. Next set

ϕ(~γ) =


g(~γ)√
σ(~γ)

if ~γ ∈ SH,

0 else.

(4.30)

Obviously, supp(ϕ) ⊂ SU , ϕ is bounded hence square integrable, and∫
H

|ϕ(~γh)|2dµ(h) = 1

for all ~γ ∈ SH, that is, ψ = ϕ̌ is an admissible function for H. It is thus left to

show that ϕ is infinitely differentiable.

Lemma 4.3. For each ~γ ∈ SH, there exist an open neighborhood W of ~γ in SH,

and a compact subset F of H such that for all ~η ∈ W, {h ∈ H : ~ηh ∈ SU} ⊂ F .

Proof. Let ~γ ∈ SH be given, say ~γ = ~γ0h0 with ~γ0 ∈ S, h0 ∈ H. Pick an open

neighborhood Z of e containing K, with Z compact. Then by assumption (d),

{h ∈ H : ~η0h ∈ S} ⊂ Z (4.31)
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for all ~η0 ∈ S. Set W = SZh0. Then W is an open neighborhood of ~γ in SH.

Now let ~η ∈ W be arbitrary, say ~η = ~η0zh0 for some ~η0 ∈ S and z ∈ Z. Suppose,

h ∈ H is such that ~ηh ∈ SU . Then

~η0zh0h = ~ηju (4.32)

for some ~ηj ∈ S ∩ O(~η0), and u ∈ U . Equivalently, ~ηj = ~η0zh0hu
−1. Then by

(4.31),

zh0hu
−1 ∈ Z. (4.33)

so that

h ∈ h−1
0 Z−1ZU ⊂ h−1

0 Z
−1
Z U.

Setting F = h−1
0 Z

−1
Z U , the lemma follows.

Lemma 4.4. Let f ∈ C1
c (R̂n) be such that supp(f) ⊂ SU . Set

σ(~γ) =

∫
H

f(~γh)dµ(h). (4.34)

Then each partial derivative ∂σ
∂γi

exists on SH, is continuous and

∂σ(~γ)

∂γi
=

∫
H

n∑
j=1

f,j(~γh)hijdµ(h)

where h = (hij).

Proof. Recall that for each h ∈ GLn(R), the Jacobian matrix of the map ~γ 7→ ~γh

is the matrix h itself. Thus by the chain value,

∂f(~γh)

∂γi
=

n∑
j=1

∂f(~ξ)

∂ξj
∣∣
~ξ=~γh

· ∂(~γh)j
∂γi

=
n∑
j=1

f,j(~γh)hij.

Now each partial derivative f,j has the same property as f , namely f,j ∈ C∞
c (R̂n)

and supp(f,j) ⊂ SU . In particular, there exists M > 0 such that

|f,j(~γ)| ≤M
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for all ~γ ∈ R̂n, j = 1, 2, ..., n. Given ~γ0 ∈ SH, let W be an open neighborhood of

~γ0 and F ⊂ H be as in lemma 4.3. Then f,j(~γh) = 0 for all ~γ ∈ W, h /∈ F, j =

1, 2, ..., n and hence

∂f(~γh)

∂γi
= 0

for all ~γ ∈ W, h /∈ F. Hence,
∣∣∂f(~γh)

∂γi

∣∣ ≤M(sup
h∈F

‖h‖)χ
F
(h) for all ~γ ∈ W .

It now follows from Leibnitz’s theorem that σ(~γ) is differentiable at ~γ = ~γ0,

the partial derivatives are continuous at ~γ0, and

∂σ(~γ)

∂γi
∣∣
~γ=~γ0

=

∫
H

∂f(~γh)

∂γi
∣∣
~γ=~γ0

dµ(h)

=

∫
H

n∑
j=1

f,j(~γ0h)hijdµ(h)

=
n∑
j=1

hij

∫
H

f,j(~γ0h)dµ(h).

As ~γ0 ∈ SH was arbitrary the lemma follows. Observe that f,j is supported on

SU .

Return to the proof of the theorem. Applying lemma 4.4 to f = g2, it fol-

lows that σ(~γ) and all its first partial order derivatives exist on SH, are continuous,

and

∂σ(~γ)

∂γi
∣∣
~γ=~γ0

=
n∑
j=1

hij

∫
H

f,j(~γ0h)dµ(h).

Since the integrand satisfies the same assumptions as f , we can apply the lemma

again and obtain that all second order partial derivatives of σ exist on SH, in fact

∂2σ(~γ)

∂γk∂γi
∣∣
~γ=~γ0

=

∫
H

∂2f(~γh)

∂γk∂γi
∣∣
~γ=~γ0

dµ(h)

=
n∑
l=1

n∑
j=1

hijhkl

∫
H

f,jl(~γ0h)dµ(h).

Again each integrand satisfies the same assumptions as f . Continuing inductively,

it follows that partial derivatives of all orders exist on SH, and for any multi-index
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α,

Dασ(~γ)|~γ=~γ0 =

∫
H

Dαf(~γh)|~γ=~γ0dµ(h).

Hence σ ∈ C∞(SH). Since m ≤ σ(~γ) ≤ M on SH, then ϕ ∈ C∞
c (SH), in fact,

supp(ϕ) ⊂ SU . Now if ~γ0 /∈ SH, and since SU is compact, we can pick an open

neighborhood W of ~γ0 such that W ∩ SU = ∅. Thus, g(~γ) = 0 on W , and hence

ϕ(~γ) = 0 for all ~γ ∈ W . In particular, all partial derivatives Dαϕ(~γ0) exist, and

are zero. It follows that ϕ ∈ C∞
c (R̂n), and the theorem is proved.

Example 4.2. Let H2 be a 2-parameter group of expanding diagonal matrices in

R3, say

H2 = {diag[αs1β
t
1, α

s
2β

t
2, α

s
3β

t
3] : αi, βi > 1, (s, t) ∈ R2}.

Setting ai = lnαi, bi = ln βi, then

M =


a1 b1

a2 b2

a3 b3


with ai, bi > 0.

Let us suppose that all 2× 2 subdeterminants are nonzero, that is ∆(1,2) 6=

0, ∆(1,3) 6= 0, ∆(2,3) 6= 0. Since all entries of M are positive, one readily checks

that after suitably exchanging basis vectors in R3, these three subdeterminants all

become positive. Thus by theorem 4.1, the set

S̃ = S(1,2) ∪ S(1,3) ∪ S(2,3)

with S(1,2) = {(±1,±1, γ3) : |γ3| ≤ 1}, S(1,3) = {(±1, γ2,±1) : |γ2| ≤ 1}, S(2,3) =

{(γ1,±1,±1) : |γ1| ≤ 1} is a compact N -section for H2 with open orbit map

Θ : S̃ × R2 → R3.

However, S̃ is not a cross-section. To see this, as usual we consider only

points ~γ in the first octant, and linearize by applying the map Ψ as in the discussion
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following (4.7). Note that S̃ is a cross-section if and only if none of the following

equations has a solution,

M~s+


γ1

0

0

 =


0

γ2

0

 ,M~s+


γ1

0

0

 =


0

0

γ3

 ,M~s+


0

γ2

0

 =


0

0

γ3

 (4.35)

with γ1, γ2, γ3 < 0, ~s = (s, t) ∈ R2. The three equations have solutions

γ2 = −
∆(2,3)

∆(1,3)

γ1, γ3 =
∆(2,3)

∆(1,2)

γ1, γ3 = −
∆(1,3)

∆(1,2)

γ2 (4.36)

respectively. Since all subdeterminants are positive the first and third equations

have no solutions satisfying γi < 0 for all i. However, the second equation

γ3 =
∆(2,3)

∆(1,2)

γ1 (γ1, γ3 < 0) (4.37)

has a solution for any choice of γ1 < 0. Thus, S̃ is a 2-section, but not a cross-

section.

Note that S̃ does not satisfy the regularity condition (d) of theorem 4.3. To see

this, we solve the second equations in (4.35) and (4.36) for ~s = (s, t).

a1s+ b1t+ γ1 = 0

a2s+ b2t = 0

a3s+ b3t =
∆(2,3)

∆(1,2)

γ1

give us that

s = − γ1

∆(1,3)

[
b3 + b1

∆(2,3)

∆(1,2)

]
t = −a2

b2
s

(4.38)

Since b1, b3 > 0, then s→∞ as γ1 → −∞. Hence, {~s = (s, t) ∈ R2 : S̃∩ S̃ ·~s 6= ∅}

is unbounded.
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To overcome this problem, observe that by (4.37), every orbit which inter-

sects S(1,2) also intersects S(2,3). Thus we may remove parts of S(2,3) (or equiva-

lently, S(1,2)) and still have an N -section. In fact, if we set

S0 = S(1,2) ∪ S(1,3)

then S0 is a compact cross-section. Also, set

S = S(1,2) ∪ S(1,3) ∪ {(γ1,±1,±1) : 1− ε < |γ1| ≤ 1}

for some 0 < ε < 1. It follows from the computations in the proof of proposition

4.6 that the 2-section S has the property that the orbit map Θ : S × R2 → R̂3 is

open. Furthermore, (4.38) shows that ~s remains in some bounded set as long as

γ1 remains bounded; it follows that {~s ∈ R2 : S ∩ S · ~s 6= ∅} is bounded.

Hence by theorem 4.3, one can construct admissible functions ψ with ψ̂ ∈

C∞
c (Rn) from the pair of 2-sections S0 and S.

We conclude this chapter by presenting the classification of abelian 2-

parameter subgroups of GL3(R) and describe the existence of cross-sections. Note

that the matrices involved are not necessarily diagonal. The interested reader may

easily verify the details of the proof which we omit for brevity.

Example 4.3. For fixed commuting exponential matrices A,B ∈ GL3(R), A =

eM , B = eN , we define a 2-parameter group

Hϕ : R2 → GL3(R)

by Hϕ(t, s) = AtBs. Up to a change of basis in R3, that is up to conjugation by

an invertible matrix, there are 4 distinct possibilities.

Case 1 : A =


λ1 0 0

0 λ2 0

0 0 λ3

 and B =


a1 0 0

0 a2 0

0 0 a3

 λi > 0, ai > 0.

This is the situation discussed in theorem 4.1. There exists a cross-section
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T if and only if lnλi ln aj − lnλj ln ai 6= 0 for some i, j ∈ {1, 2, 3} with i 6= j.

A possible choice of cross-section is T = {~γ ∈ R̂3 : γ1, γ2 ∈ {−1, 1}}

Case 2 : A =


λ1 1 0

0 λ1 0

0 0 λ2

 and B =


a1 a2 0

0 a1 0

0 0 a3

 λi > 0, ai > 0.

There exists a cross-section T if and only if a2λ1lnλ1 − a1lna1 6= 0.

A possible choice of cross-section is T = {~γ ∈ R̂3 : γ1 ∈ {−1, 1}, γ2 = 0}

Case 3 : A =


λ 1 0

0 λ 1

0 0 λ

 and B =


a1 a2 a3

0 a1 a2

0 0 a1

 λ1 > 0, a1 > 0.

There exists a cross-section T if and only if a2λlnλ− a1lna1 6= 0.

A possible choice of cross-section is T = {~γ ∈ R̂3 : γ1 ∈ {−1, 1}, γ2 = 0}

Case 4 : A =


λ1 cos θ λ1 sin θ 0

−λ1 sin θ λ1 cos θ 0

0 0 λ2

 and

B =


a1 cos β a1 sin β 0

−a1 sin β a1 cos β 0

0 0 a2

 λi > 0, ai > 0, 0 ≤ θ, β < 2π with either

θ 6= 0 or β 6= 0. Set ∆1 = θ ln a1 − β lnλ1, ∆2 = lnλ2 ln a1 − ln a2 lnλ1 and

u = λ
ln a1
∆1

2 a
− lnλ1

∆1
2 . There exists a cross-section T if and only if ∆i 6= 0 for all

i = 1, 2. A possible choice of cross-section is T = {~γ ∈ R̂3 : γ1 = 1, γ2 =

0, 1 ≤ |γ3| < u2π} provided that u > 1 (if u < 1 we replace u by u−1).

In all 4 cases, existence of a cross-section is equivalent to stabilizers being compact

a.e. which is equivalent to stabilizers being trivial a.e. which in turn is equivalent

to existence of compact ε-stabilizer a.e. Thus applying theorem 3.2, the following

are equivalent:
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1. Hp is admissible

2. there exists a cross-section T , and at least one of A and B has determinant

different from 1.



CHAPTER V

WAVELET FRAMES

In this chapter, we discuss how to reconstruct a function from its wavelet

transform by a series instead of the weak integral (3.3). That is, we want to find

countable subsets P of H, and Γ of Rn such that {ψk,~x}k∈P,~x∈Γ is a frame for

L2(Rn), where ψk,~x = DkT~xψ. Such frames are called wavelet frames.

Discretization of the translation parameter is usually achieved by requiring

the wavelet ψ to be bandlimited. Discretization of the dilation parameter can

be achieved by either choosing P to be a separated subset of H, (Bernier and

Taylor (1996)) and specifying conditions for the support of the Fourier transform

of an admissible ψ, or by using a subset F of H and a discrete subset P so

that the collection {kF}k∈P partitions H, and modifying an admissible ψ; these

are the integrated wavelets in Heinlein (2003). Both of the above methods were

presented in the literature for the case that the orbits are open. We show how these

techniques can be applied to groupsH with arbitrary orbit structure, provided that

there exist bounded almost cross-sections.

5.1 Discretization

In Bernier and Taylor (1996), discretization was achieved in the case of free

open orbits, using the fact that the Lebesgue measure on each orbit is equivalent to

the measure transferred onto it from the group. We now show that their approach

can also be used in the case of general orbits, provided that there exists a bounded

almost cross-section. The important ingredient is to find a subset F1 of R̂n having
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the property that a < µ(F1 ∩ O(~γ)) ≤ b for almost all ~γ ∈ R̂n, where µ denotes

the Haar measure of H transferred onto the orbit O(~γ).

Definition 5.1. A subset P of H is called separated if there exists a neighborhood

V of the identity e in H such that V k ∩ V l = ∅ for l 6= k and l, k ∈ P . We say

that P is separated by V .

The following lemma was used in Bernier and Taylor (1996) without proof;

we present its proof for completeness.

Lemma 5.1. Let P be a separated subset of H and D a compact subset of H.

Then there exists M0 ∈ N such that

]{p ∈ P : Dp ∩Dk 6= ∅} ≤M0 (5.1)

for all k ∈ P .

Proof. We first prove the following claim : Let K be a fixed compact subset of H.

For each k ∈ P , define Pk = {p ∈ P : p ∈ Kk}. Then there exists MK ∈ N such

that

]Pk ≤MK

for all k ∈ H.

Proof of the claim : Let V be an open, relatively compact neighborhood of

e separating P . Then for each k ∈ P ,

Pk ⊂ {p ∈ P : V p ⊂ V Kk}.

Let µ denote the right Haar measure on H. As V and K are compact, then V K

is compact, and hence µ(V K) <∞.
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Now we have ∪p∈PkV p ⊂ V Kk. Since this is a disjoint union, then

∑
p∈Pk

µ(V p) ≤ µ(V Kk)

or
∑
p∈Pk

µ(V ) ≤ µ(V K)

or µ(V )](Pk) ≤ µ(V K).

Thus

]Pk ≤
µ(V K)

µ(V )
=: MK .

This proves the claim.

Next let k ∈ P be arbitrary. Then for each p ∈ P ,

Dp ∩Dk 6= ∅ ⇔ ∃ q, l ∈ D such that qp = lk

⇔ ∃ q, l ∈ D such that p = q−1lk

⇔ p ∈ D−1Dk

so

{p ∈ P : Dp ∩Dk 6= ∅} = {p ∈ P : p ∈ D−1Dk}

and thus by the claim,

]{p ∈ P : Dp ∩Dk 6= ∅} = ]{p ∈ P : p ∈ D−1Dk} ≤MD−1D <∞.

This proves the lemma.

Definition 5.2. A frame generator is a pair (P, F ) where P is a separated subset

of H and F is a pre-compact subset of H such that ∪k∈PFk = H.

We now describe how to obtain a frame {ψk,~m}k∈P,~m∈Γ in L2(Rn) from a

frame generator (P, F ) under the presence of a boundedN -section S which satisfies

property (d) of theorem 4.3.

Let D be a pre-compact subset of H such that F ⊂ D. Set F1 = SF and

D1 = SD. Since S is bounded, then so is SD, hence we can pick an n-dimensional
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parallelepiped R with D1 ⊆ R. By an n-dimensional parallelepiped we mean an

affine image of the unit cube,

R = ~γ0 + [−1

2
,
1

2
]nB

for some ~γ0 ∈ R̂n and B ∈ GLn(R). Set Γ = B−1Zn and δ(B) = | detB|. Since

{e2iπ~γ ~m}~m∈Zn is an orthonormal basis for L2[−1
2
, 1

2
]n, it follows that {e~m(~γ)}~m∈Γ

where e~m(~γ) = 1√
δ(B)

e2iπ~γ ~m is an orthonormal basis for L2(R).

Lemma 5.2. There exists M ∈ N such that

]{p ∈ P : D1p ∩D1k 6= ∅} ≤M

for all k ∈ P .

Proof. Suppose ~γ ∈ D1p ∩ D1k for some p, k ∈ P . Then ~γ = ~γ0d0p = ~γ1d1k for

some d0, d1 ∈ D, ~γ0, ~γ1 ∈ S, or equivalently, ~γ1 = ~γ0d0pk
−1d−1

1 . By assumption on

S, there exists a compact neighborhood K of e in H, independent of ~γ0, ~γ1, such

that

d0pk
−1d−1

1 ∈ K

so that d0p ∈ Kd1k that is,

Dp ∩KDk 6= ∅.

Applying lemma 5.1 to the set D̃ = KD, the assertion follows.

In the following, let ψ ∈ L2(Rn) satisfy the following conditions:

1. support of ψ̂ ⊂ D1.

2. a = inf{|ψ̂(~γ)| : ~γ ∈ F1} > 0.

3. b = sup{|ψ̂(~γ)| : ~γ ∈ D1} <∞.

Such a ψ certainly exists, for example, let ψ̂ be the characteristic function of F1.
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Theorem 5.1. With the notation which has been established above, {Dk−1T~mψ :

k ∈ P, ~m ∈ Γ} is a frame for L2(Rn) with frame bounds δ(B)a2 and δ(B)Mb2.

Proof. For each f ∈ L2(Rn), k ∈ P and ~m ∈ Γ,

〈f,Dk−1T~mψ〉L2(Rn) = 〈f̂ , DkE−~mψ̂〉L2(cRn)

=

∫
cRn
f̂(~γ)δ−1/2(k)

¯̂
ψ(~γk−1)e2iπ~γk

−1 ~md~γ

=

∫
cRn
f̂(~γk)δ1/2(k)

¯̂
ψ(~γ)e2iπ~γ ~md~γ.

As supp(ψ̂) ⊂ D1 ⊂ R, we have by Parseval’s identity

∑
k∈P

∑
~m∈Γ

∣∣〈f,Dk−1T~mψ〉L2(Rn)

∣∣2
=

∑
k∈P

∑
~m∈Γ

∣∣∣∣ ∫
cRn
f̂(~γk)δ1/2(k)

¯̂
ψ(~γ)e2iπ~γ ~md~γ

∣∣∣∣2
= δ(B)

∑
k∈P

δ(k)
∑
~m∈Γ

∣∣∣∣ ∫
R

f̂(~γk)
¯̂
ψ(~γ)e~m(~γ)d~γ

∣∣∣∣2
= δ(B)

∑
k∈P

δ(k)
∑
~m∈Γ

∣∣〈e~m(~γ),
¯̂
f(~γk)ψ̂(~γ)〉L2(R)

∣∣2
= δ(B)

∑
k∈P

δ(k) ‖ ¯̂
f(·k)ψ̂(·)‖2

L2(R)

= δ(B)
∑
k∈P

δ(k)

∫
R

| ¯̂f(~γk)|2|ψ̂(~γ)|2d~γ

= δ(B)
∑
k∈P

δ(k)

∫
cRn
|f̂(~γk)|2|ψ̂(~γ)|2d~γ

= δ(B)

∫
cRn
|f̂(~γ)|2

∑
k∈P

|ψ̂(~γk−1)|2d~γ. (5.2)

Since S is an N -section, R̂n \ SH is a set of measure zero. Now if ~γ ∈ SH =

∪k∈PSFk, then ~γ ∈ SFk0 for some k0 ∈ P , so ~γk−1
0 ∈ SF = F1 and hence∑

k∈P |ψ̂(~γk−1)|2 ≥ a2. On the other hand, if for some k ∈ P, ~γk−1 ∈ D1, then

~γ ∈ D1k. By lemma 5.2 this is only possible for at most M values of k ∈ P . Since

|ψ̂(~γk−1)| ≤ b for any of those values, then
∑

k∈P |ψ̂(~γk−1)|2 ≤ Mb2. It follows
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that

δ(B)a2‖f‖2
L2(Rn) ≤

∑
k∈P

∑
~m∈Γ

|〈f,Dk−1T~mψ〉|2 ≤ δ(B)Mb2‖f‖2
L2(Rn)

which means that {Dk−1T~mψ : k ∈ P, ~m ∈ Γ} is a frame for L2(Rn) with frame

bounds δ(B)a2 and δ(B)Mb2.

Remark:

1. In general, the frames obtained this way are not tight. However, if S is a

cross-section and the collection {Fk}k∈P is disjoint, we can choose D = F

and ψ̂ = 1√
δ(B)

χ
D1

. Then M = 1 and a = b = 1√
δ(B)

, so that {Dk−1T~mψ :

k ∈ P, ~m ∈ Γ} is a Parseval frame.

2. If S is a cross-section and H contains an expanding matrix, then by the

proof of proposition 4.3, given B ∈ GLn(R), we can modify S so that SD ⊂

[−1
2
, 1

2
]nB. Thus, for each frame generator (P, F ) and each lattice Γ in Rn,

there exists ψ ∈ L2(Rn) such that {Dk−1T~mψ : k ∈ P, ~m ∈ Γ} is a frame for

L2(Rn).

Corollary 5.2. Let H be a closed subgroup of GLn(R), and suppose there exists

a pair of N-sections S0 and S satisfying the assumptions of theorem 4.3. Let P

be a separated subset of H. Then there exist ψ ∈ L2(Rn) with ψ̂ ∈ C∞
c (R̂n), and a

lattice Γ in Rn, such that {Dk−1T~mψ : k ∈ P, ~m ∈ Γ} is a frame for L2(Rn).

Proof. Pick F and D with F compact, F ⊂ D and D open. Then by assumption,

F1 = S0F is compact and D1 = SD is open in R̂n, so applying Urysohn’s lemma

(theorem 2.3), there exists ψ ∈ L2(Rn) with ψ̂ ∈ C∞
c (R̂n), and

(a) 0 ≤ ψ̂ ≤ 1

(b) ψ̂(~γ) = 1 for all ~γ ∈ F1
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(c) ψ̂(~γ) = 0 for all ~γ /∈ D1.

Choosing the matrix B so that supp(ψ̂) ⊂ [−1
2
, 1

2
]nB and Γ as in the proof of the

theorem, the assertion follows.

Let H be a separable locally compact group and P a discrete subgroup such that

H/P is compact. Using basic topological arguments, one easily shows that there

exists a Borel set F ⊂ H with the following properties:

1. F ∩ Fk = ∅ for all k ∈ P, k 6= e

2. F is compact

3. ∪
k∈P

Fk = H.

We call F a fundamental domain for the set P .

In this particular case we can obtain Parseval frames :

Corollary 5.3. Let H be a closed subgroup of GLn(R). Suppose there exist

(a) a co-compact discrete subgroup P of H

(b) a bounded N-section S for the action of H on R̂n satisfying condition (d) of

theorem 4.3.

Then there exists a Parseval frame {DkT~mϕ : k ∈ P, ~m ∈ Γ}.

Proof. Let F be a fundamental domain for P . Then (P, F ) is a frame generator.

Choose D, ψ̂, B, and Γ as in the theorem. Now as P is a group, we can average

the values of ψ̂ over P -orbits, similar to section 4.2. Set

σ(~γ) =
∑
k∈P

|ψ̂(~γk−1)|2

for all ~γ ∈ SH. Then

a2 ≤ σ(~γ) ≤ b2M
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for all ~γ ∈ SH. Now let

ϕ̂(~γ) =


1√
|δ(B)|

(
ψ̂(~γ)√
σ(~γ)

)
if ~γ ∈ SH,

0 if ~γ /∈ SH.

Since σ(~γk−1) = σ(~γ) for all k ∈ P , we have for all ~γ ∈ SH,

∑
k∈P

|ϕ̂(~γk−1)|2 =
1

δ(B)

∑
k∈P

|ψ̂(~γk−1)|2

σ(~γk−1)

=
1

δ(B)σ(~γ)

∑
k∈P

|ψ̂(~γk−1)|2

=
1

δ(B)
.

Since supp(ϕ̂) = supp(ψ̂), it follows from (5.2) with ψ replaced by ϕ that

∑
k∈P

∑
~m∈Γ

∣∣〈f,Dk−1T~mϕ〉L2(Rn)

∣∣2 = δ(B)

∫
cRn
|f̂(~γ)|2

∑
k∈P

|ϕ̂(~γk−1)|2d~γ

= ‖f̂‖2
2.

Replacing k−1 by k, it follows that {DkT~mϕ : k ∈ P, ~m ∈ Γ} is a Parseval

frame.

If in addition, all assumptions of theorem 4.3 are satisfied, then we obtain

smooth, bandlimited Parseval frames.

Corollary 5.4. Let H be a closed subgroup of GLn(R). Suppose there exist

(a) a co-compact discrete subgroup P of H,

(b) N-sections S0 and S satisfying the assumptions of theorem 4.3.

Then there exist ψ ∈ L2(Rn) with ψ̂ ∈ C∞
c (R̂n), and a lattice Γ in Rn so that

{DkT~mψ : k ∈ P, ~m ∈ Γ} is a Parseval frame for L2(Rn).

Proof. Let F be a fundamental domain for P . Pick D ⊂ H open with F ⊂ D and

D compact. Then F1 := S0F is compact in R̂n, and D1 := SD is open.



83

Now by using Urysohn’s lemma (theorem 2.3), there exists g ∈ C∞
c (R̂n)

such that

1. 0 ≤ g ≤ 1

2. g(~γ) = 1 for all ~γ ∈ F1

3. g(~γ) = 0 for all ~γ /∈ D1.

Set as before

σ(~γ) =
∑
k∈P

|g(~γk)|2 (5.3)

for all ~γ ∈ SH. We now claim that locally, this is a finite sum.

For first let ~γ ∈ D1 be arbitrary. Let k ∈ P be such that g(~γk) 6= 0. Then

~γk ∈ D1. Since ~γ ∈ D1 and ~γk ∈ D1 and both lie in the same H-orbit, then

~γ = ~γ0d0 and ~γk = ~γ1d1

for some ~γ0, ~γ1 ∈ S, d0, d1 ∈ D. It follows that ~γ1 = ~γkd−1
1 = ~γ0d0kd

−1
1 . Then by

assumption (d) of theorem 4.3,

d0kd
−1
1 = h

for some h ∈ K so that k = d−1
0 hd1 ∈ D

−1
KD. Now as K1 := P ∩ D−1

KD is a

compact subset of discrete group, it is finite, say ]K1=M. Thus for all ~γ ∈ D1,

∑
k∈P

|g(~γk)|2 =
∑
k∈K1

|g(~γk)|2, (5.4)

a finite sum.

Next let ~γ ∈ SH be arbitrary. Since

SH = S( ∪
k∈P

Fk) = ∪
k∈P

(SF )k = ∪
k∈P

F1k,



84

there exists k0 ∈ P such that ~γ ∈ F1k0. Then D1k0 is an open neighborhood of ~γ

in SH. So if ~η ∈ D1k0, then ~ηk−1
0 ∈ D1 and hence by (5.4),

∑
k∈P

|g(~ηk)|2 =
∑
k∈P

|g(~ηk−1
0 k)|2

=
∑
k∈K1

|g(~ηk−1
0 k)|2

=
∑

k∈k−1
0 K1

|g(~ηk)|2,

a sum of at most M terms. This proves the claim.

Now pick B ∈ GLn(R) such that supp(g) ⊂ [−1
2
, 1

2
]nB, and set Γ = B−1Zn.

Since the sum (5.3) is locally finite, it follows that σ(~γ) ∈ C∞(R̂n). If we thus set

ψ̂(~γ) =


1√
δ(B)

( g(~γ)√
σ(~γ)

)
if ~γ ∈ SH,

0 if ~γ /∈ SH

then since σ(~γ) ≥ 1 for all ~γ ∈ SH, it follows that ψ̂ ∈ C∞
c (R̂n), and also for

~γ ∈ SH,

∑
k∈P

|ψ̂(~γk)|2 =
1

δ(B)

∑
k∈P

|g(~γk)|2

σ(~γk)

=
1

δ(B)

∑
k∈P

|g(~γk)|2

σ(~γ)

=
1

δ(B)
· 1

σ(~γ)
· σ(~γ)

=
1

δ(B)
.

By (5.2) in the proof of the theorem, we conclude that {DkT~mψ : k ∈ P, ~m ∈ Γ}

is a Parseval frame for L2(Rn).

Example 5.1. Consider the group H2 = {A~s =


αs1β

t
1 0 0

0 αs2β
t
2 0

0 0 αs3β
t
3

 : αi, βi >

1, ~s = (s, t) ∈ R2} of example 4.2, with 2-sections S0 and S contained in {~γ ∈
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R3 : |γi| ≤ 1 ∀ i}. Let P = Z2, then P is a co-compact discrete subgroup of R2,

with fundamental domain [k − 1, k)× [k − 1, k) for any real number k.

Pick k such that αk+1
i βk+1

i < 1
2

for i = 1, 2. It follows that if we set

F = [k − 1, k)× [k − 1, k) and

D = (k − 2, k + 1)× (k − 2, k + 1),

then D1 = SD ⊂ R = [−1
2
, 1

2
]3. We can thus apply corollary 5.4 to obtain ψ

with ψ̂ ∈ C∞
c (R3), such that {D

A~k
T~m : ~k ∈ Z2, ~m ∈ Z3} is a Parseval frame for

L2(R3).

The next example shows that without an expanding matrix, we also obtain

a bounded cross-section and a Parseval frame.

Example 5.2. Fix β > 1. Let

Hβ = {


αβ 0 b

0 α 0

0 0 1
α

 : α > 0, b ∈ R}.

One easily checks that Hβ is a closed subgroup of GL3(R). In fact

Hβ ∼ {(α, b) : α > 0, b ∈ R}

with group operation (α, b) · (α′, b′) = (αα′, αβb′ + b
α′

). A straightforward compu-

tation shows that S = {(±x,±(1− x), 0) ∈ R̂3 : 0 < x ≤ 1} is a cross section for

the continuous action of Hβ on R3. Next set

D = {


2tβ 0 2tβb

0 2t 0

0 0 1
2t

 : −1

2
≤ b <

1

2
,−1

2
≤ t <

1

2
}

∼ {(2t, 2tβb) : −1

2
≤ b <

1

2
,−1

2
≤ t <

1

2
}
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P = {


2nβ 0 2−nm

0 2n 0

0 0 1
2n

 : m,n ∈ Z}

∼ {(2n, 2−nm) : m,n ∈ Z}.

Since D contains an open neighborhood of e, the next claim shows that P is a

separated subset of H.

Claim : Dk ∩Dl = ∅ whenever k 6= l and k, l ∈ P .

Proof of Claim : Let k, l ∈ P and k 6= l where k = (2n, 2−nm) and l = (2ñ, 2−ñm̃)

and suppose there exist d = (2t, 2βtb) and d̃ = (2t̃, 2βt̃b̃) in D such that

dk = d̃l. (5.5)

Then (5.5) gives

(2t+n,
2βtm

2n
+

2βtb

2n
) = (2t̃+ñ,

2βt̃m̃

2ñ
+

2βt̃b̃

2ñ
).

Comparing the first components, 2t+n = 2t̃+ñ, that is t − t̃ = ñ − n ∈ Z. Since

−1 < t− t̃ < 1, then t− t̃ must be zero, this implies n = ñ and t = t̃.

Thus, comparing the second components, we obtain 2βtm
2n

+ 2βtb
2n

= 2βt̃m̃
2ñ

+ 2βt̃b̃
2ñ

.

Multiplying the equation by 2n

2βt
, we get m+ b = m̃+ b̃, that is b− b̃ = m̃−m ∈ Z.

Since −1 < b− b̃ < 1 so b− b̃ must be zero. This implies m̃ = m and b = b̃ which

is a contradiction to k 6= l.

Hence the claim is proved.

Set

D1 = SD = {(±2βtx,±2t(1−x),±2βtbx) : 0 < x ≤ 1,−1

2
≤ b <

1

2
,−1

2
≤ t <

1

2
}.
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Since

DP = {(2t, 2tβb)(2n, 2−nm) : −1

2
≤ b <

1

2
,−1

2
≤ t <

1

2
, and m,n ∈ Z}

= {(2t+n, 2tβ2−nm+ 2tβb2−n) : −1

2
≤ b <

1

2
,−1

2
≤ t <

1

2
, and m,n ∈ Z}

= {(2t+n, 2tβ−n(m+ b) : −1

2
≤ b <

1

2
,−1

2
≤ t <

1

2
, and m,n ∈ Z}

= {(2t+n, 2tβ−nb̃ : −1

2
≤ t <

1

2
, b̃ ∈ R, and n ∈ Z}

= {(2s, b) : s, b ∈ R}

= {(α, b) : α > 0, b ∈ R}

= H,

it follows from the fact that S is a cross section that

1. D1P = SDP = SH = R̂3 \ E for some set E of measure zero.

2. D1k ∩ D1l 6= ∅ implies Dk ∩ Dl 6= ∅ which by the claim implies k = l for

k, l ∈ P .

Thus D1 is a bounded cross-section for the action of P on R̂3.

Set B = 2β+1I3, R = [−1
2
, 1

2
]3B = [−2β, 2β]3 and Γ = B−1Z3. Then

{e~m}~m∈Γ is an orthonormal basis for L2(R), where e~m(~γ) = 1√
23(β+1)

e2iπ~γ ~m.

Let ψ ∈ L2(R3) be such that ψ̂ =
√

23(β+1)χ
D1

. By the remark following

theorem 5.1, {Dk−1T~mψ : k ∈ P, ~m ∈ Γ} is a Parseval frame for L2(R3).

5.2 Integrated Wavelets

A different approach to discretizing the dilation group H by local averaging

of wavelet coefficients yielding so called integrated wavelets was introduced by

Heinlein (2003). For this one looks at the continuous wavelet transform as a

continuous partition of unity in Fourier space generated by the wavelet. Loosely
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speaking, by the admissibility condition,

f̂(~γ) =
1

cψ

( ∫
H

|ψ̂(~γh)|2dµ(h)

)
· f̂(~γ) (5.6)

for a.e. ~γ ∈ R̂n. The idea of integrated wavelets is to partition H into a family

{Hj} of mutually disjoint sets. Setting

Ψ̂j(~γ) =

[
1

cψ

∫
Hj

|ψ̂(~γh)|2dh
]1/2

,

then (5.6) becomes

f̂(~γ) =
∑
j

|Ψ̂j(~γ)|2f̂(~γ).

In Heinlein (2003), it was assumed that orbits are free and open. We show that

this idea may be applied to arbitrary orbit structure, and that finitely many of

the sets {Hj} may overlap.

Definition 5.3. Let J be a discrete countable index set. We call a family {Hj}j∈J

of subsets of H a detail decomposition, if it is a partition with respect to measur-

ability, i.e. µ(H \
⋃
j∈J Hj) = 0 and µ(Hi ∩Hj) = 0 for all i 6= j in J .

The integrated wavelet with respect to an admissible wavelet ψ and a detail

decomposition {Hj}j∈J is the family {Ψj}j∈J defined in Fourier space by

|Ψ̂j(~γ)|2 :=
1

cψ

∫
Hj

|ψ̂(~γh)|2dµ(h), (5.7)

for j ∈ J and a.e. ~γ ∈ R̂n.

Observe that
∑

j∈J |Ψ̂j(~γ)|2 = 1 a.e.~γ ∈ R̂n. In particular, Ψ̂j ∈ L∞(R̂n). Further-

more, the integrated wavelet Ψj is not yet completely defined because no phase is

given.

If each Hj is compact and ψ is band-limited, its integrated wavelet is also

band-limited.
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In the following we call both, the function Ψj and the family {Ψj}j∈J ,

integrated wavelet. We call the mapping W I
ψ : f 7→ W I

ψf given by

W I
ψf(j, ~x) = 〈f, T~xΨj〉 (j ∈ J , ~x ∈ Rn)

the integrated wavelet transform.

5.2.1 Admissibility of Integrated Wavelets

Integrated wavelets generate a partition of unity in Fourier space,∑
j∈J

|Ψ̂j(~γ)|2 = 1 a.e. ~γ ∈ R̂n, (5.8)

which can be seen from the admissibility condition (5.7). This is the key to recon-

struction.

Theorem 5.5. Let {Hj}j∈J be a detail decomposition of H, ψ ∈ L2(Rn) admissi-

ble, and {Ψj}j∈J the corresponding integrated wavelet. Then the integrated wavelet

transform W I
ψ is an isometry of L2(Rn) into L2(J × Rn). In fact,∑

j∈J

∫
Rn
|〈f, T~xΨj〉|2d~x = ‖f‖2

L2(Rn)

for all f ∈ L2(Rn). Reconstruction in L2(Rn) is given by

f =
∑
j∈J

∫
Rn
W I
ψ(j, ~x)T~xΨ

jd~x

as a week integral.

Proof. For f ∈ L2(Rn),

〈f, T~xΨj〉L2(Rn) = 〈f̂ , E−~xΨ̂j〉L2(cRn)

=

∫
cRn
f̂(~γ)Ψ̂j(~γ)e2iπ~γ~xd~γ

=

∫
cRn

Φj(~γ)e
2iπ~γ~xd~γ

= Φ̌j(~x)
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where Φj = f̂Ψ̂j ∈ L1(R̂n) ∩ L2(R̂n). Thus, by Plancherel’s theorem and (5.8),

∑
j∈J

∫
Rn

∣∣〈f, T~xΨj〉
∣∣2d~x =

∑
j∈J

∫
Rn
|Φ̌j(~x)|2d~x

=
∑
j∈J

‖Φ̌j‖2
L2(Rn)

=
∑
j∈J

‖Φj‖2
L2(cRn)

=
∑
j∈J

∫
cRn
|Φj(~γ)|2d~γ

=
∑
j∈J

∫
cRn
|f̂(~γ)|2|Ψ̂j(~γ)|2d~γ

=

∫
cRn
|f̂(~γ)|2

∑
j∈J

|Ψ̂j(~γ)|2d~γ

= ‖f‖2
L2(Rn).

That is, the integrated wavelet transform is an isometry of L2(Rn) into L2(J×Rn).

Now the usual weak reconstruction function gives us

〈f, g〉 =
∑
j∈J

∫
Rn
〈W I

ψ(j, ~x)T~xΨ
j, g〉d~x

for all g ∈ L2(Rn). That is,

f =
∑
j∈J

∫
Rn
W I
ψ(j, ~x)T~xΨ

jd~x.

weakly in L2(Rn).

5.2.2 Frames from Integrated Wavelets

In the previous section we have only discretized the dilation parameter

given by the group H. In this section we discretize the translation group Rn.

This is done using the standard techniques discussed in Heil and Walnut (1989)

and Bernier and Taylor (1996). In generality, it can only be done for bandlimited

functions.
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Theorem 5.6. Let {Hj}j∈J be a detail decomposition of H and ψ ∈ L2(Rn)

admissible. Let R = ~γ0 + [−1
2
, 1

2
]nB be a parallelepiped, where B ∈ GLn(R). Set

L2(R)∨ = {f ∈ L2(Rn) : supp(f̂) ⊂ R} and Γ = B−1Zn. Then

∑
j∈J

∑
~m∈Γ

|〈f, T~mΨj〉|2 = δ(B) ‖f‖2. (5.9)

Proof. For f ∈ L2(R)∨,

〈f, 1√
δ(B)

T~mΨj〉L2(Rn) = 〈f̂ , 1√
δ(B)

E−~mΨ̂j〉L2(cRn)

=

∫
cRn
f̂(~γ)Ψ̂j(~γ)

1√
δ(B)

e2iπ~γ ~md~γ

=

∫
R

Φj(~γ)
1√
δ(B)

e2iπ~γ ~md~γ

= 〈Φj, e~m〉L2(R)

where Φj = f̂Ψ̂j ∈ L1(R) ∩ L2(R). Thus by Parseval’s identity

∑
j∈J

∑
~m∈Γ

∣∣〈f, 1√
δ(B)

T~mΨj〉
∣∣2 =

∑
j∈J

∑
~m∈Γ

∣∣〈Φj, e~m〉
∣∣2

=
∑
j∈J

‖Φj‖2
L2(R)

=
∑
j∈J

∫
cRn
|f̂(~γ)|2|Ψ̂j(~γ)|2d~γ

=

∫
cRn
|f̂(~γ)|2

∑
j∈J

|Ψ̂j(~γ)|2d~γ

= ‖f‖2
L2(Rn).

Remark: Since ψ /∈ L2(R)∨ we have not yet obtained frames for L2(R)∨. How-

ever, if we set
̂̃
Ψj = P (Ψ̂j) where P is the projection of L2(R̂n) onto L2(R) given

by P (f̂) = f̂χ
R
, then (5.9) holds for {Ψ̃j}, so that {Ψ̃j} generates a tight frame

for the shift-invariant subspace L2(R)∨ of L2(Rn).
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To obtain frames for non-bandlimited functions, the detail decomposition

must be compatible with the group structure, and ψ must be bandlimited. One

can allow some of the sets of the detail decomposition to overlap, however, in this

case one does not obtain a Parseval frame. Again, we may start with a frame

generator (P, F ). To keep with the notation used by Heinlein (2003), we consider

sets of the form {kF}k∈P instead of {Fk}k∈P , that is, we replace P used in the

previous section by P−1, and F by F−1.

Theorem 5.7. Let P ⊂ H be countable and F ⊂ H be pre-compact such that

(a) ∪
k∈P

kF = H \ E where E is a set of measure zero,

(b) M := sup
k∈P

]{l ∈ P : kF ∩ lF 6= ∅} <∞.

Let ψ ∈ L2(Rn) be admissible and bandlimited, and let Ψ0 be the integrated wavelet

defined by

|Ψ̂0(~γ)|2 =
1

cψ

∫
F

|ψ̂(~γh)|2dµ(h).

Then there exists a lattice Γ = B−1Zn (B ∈ GLn(R)) so that { 1√
δ(B)

DkT~mΨ0 :

k ∈ P, ~m ∈ Γ} is a frame for L2(Rn) with frame bounds 1 and M .

Proof. By assumption, (supp(ψ̂))F−1 is bounded. Let R = ~γ0 + [−1
2
, 1

2
]nB where

~γ0 ∈ R̂n and B ∈ GLn(R), be any parallelepiped containing (supp(ψ̂))F−1, and

set Γ = B−1Zn. Then for f ∈ L2(Rn),

∑
k∈P

∑
~m∈Γ

∣∣〈f, 1√
δ(B)

DkT~mΨ0
〉∣∣2

=
∑
k∈P

∑
~m∈Γ

∣∣〈f̂ , 1√
δ(B)

Dk−1E−~mΨ̂0
〉∣∣2

=
∑
k∈P

∑
~m∈Γ

∣∣〈Dkf̂ ,
1√
δ(B)

E−~mΨ̂0〉
∣∣2

=
∑
k∈P

∑
~m∈Γ

∣∣ ∫
cRn
Dkf̂(~γ)Ψ̂0(~γ)

1√
δ(B)

e2iπ~γ ~md~γ
∣∣2



93

=
∑
k∈P

δ(k)−1
∑
~m∈Γ

∣∣∣∣ ∫
R

f̂(~γk−1)Ψ̂0(~γ)
1√
δ(B)

e2iπ~γ ~md~γ

∣∣∣∣2
=

∑
k∈P

δ(k)−1
∑
~m∈Γ

∣∣〈e~m(~γ),
¯̂
f(~γk−1)Ψ̂0(~γ)〉L2(R)

∣∣2
=

∑
k∈P

δ(k)−1‖ ¯̂
f(~γk−1)Ψ̂0(~γ)‖2

L2(R)

=
∑
k∈P

δ(k)−1

∫
cRn
|f̂(~γk−1)|2|Ψ̂0(~γ)|2d~γ

=

∫
cRn
|f̂(~γ)|2

∑
k∈P

|Ψ̂0(~γk)|2d~γ. (5.10)

We now show that

1 ≤
∑
k∈P

|Ψ̂0(~γk)|2 ≤M (5.11)

for almost all ~γ.

To show the left inequality, observe that

∑
k∈P

|Ψ̂0(~γk)|2 =
∑
k∈P

1

cψ

∫
kF

|ψ̂(~γh)|2dµ(h)

≥ 1

cψ

∫
H

|ψ̂(~γh)|2dµ(h)

= 1.

To show the right inequality, we index the elements of P , say P = {ki}∞i=1. Then

∑
k∈P

|Ψ̂0(~γk)|2

=
1

cψ

∑
k∈P

∫
kF

|ψ̂(~γh)|2dµ(h)

=
1

cψ

∞∑
i=1

∫
kiF

|ψ̂(~γh)|2dµ(h)

=
1

cψ

[ ∫
k1F

+

[ ∫
k2F\k1F

+

∫
k2F∩k1F

]
+

[ ∫
k3F\(k1F∪k2F )

+

∫
k3F∩(k1F∪k2F )

]
+ · · ·

+

[ ∫
kiF\∪i−1

j=1kjF

+

∫
kiF∩(∪i−1

j=1kjF )

]
+ · · ·+ · · ·

]
|ψ̂(~γh)|2dµ(h)
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=
1

cψ

[ ∫
k1F

+

[ ∫
k2F\k1F

+

∫
k1F∩k2F

]
+

[ ∫
k3F\(k1F∪k2F )

+

∫
k1F∩k3F

+

∫
[k2F\k1F ]∩k3F

]
+

[ ∫
k4F\(k1F∪k2F∪k3F )

+

∫
k1F∩k4F

+

∫
(k2F\k1F )∩k4F

+

∫
[k3F\(k1F∪k2F )]∩k4F

]
+ · · ·

+

[ ∫
kiF\∪i−1

j=1kjF

+

∫
k1F∩kiF

+

∫
(k2F\k1F )∩kiF

+

∫
[k3F\(k1F∪k2F )]∩kiF

+ · · ·

+

∫
[kmF\∪m−1

j=1 kjF ]∩kiF
+ · · ·+

∫
[ki−1F\∪i−2

j=1kjF ]∩kiF

]
+ · · ·

]
|ψ̂(~γh)|2dµ(h)

=
1

cψ

[ ∫
k1F

+

∫
k2F\k1F

+

∫
k3F\(k1F∪k2F )

+

∫
k4F\∪3

j=1kjF

+ · · ·+
∫
kiF\∪i−1

j=1kjF

+ · · ·

+

∫
k1F∩k2F

+

∫
k1F∩k3F

+

∫
k1F∩k4F

+ · · ·+
∫
k1F∩kiF

+ · · ·

+

∫
(k2F\k1F )∩k3F

+

∫
(k2F\k1F )∩k4F

+ · · ·+
∫

(k2F\k1F )∩kiF
+ · · ·

+

∫
[k3F\(k1F∪k2F )]∩k4F

+

∫
[k3F\(k1F∪k2F )]∩k5F

+ · · ·+
∫

[k3F\(k1F∪k2F )]∩kiF
+ · · ·

+ · · ·+ · · ·

+

∫
[kmF\∪m−1

j=1 kjF ]∩km+1F

+ · · ·+
∫

[kmF\∪m−1
j=1 kjF ]∩kiF

+ · · ·
]
|ψ̂(~γh)|2dµ(h)

≤ 1

cψ

[ ∫
H

+(M − 1)

∫
k1F

+(M − 1)

∫
k2F\k1F

+(M − 1)

∫
k3F\(k1F∪k2F )

+ · · ·+ (M − 1)

∫
km\∪m−1

j=1 kjF

+ · · ·
]
|ψ̂(~γh)|2dµ(h)

=
1

cψ

[ ∫
H

+(M − 1)

[ ∫
k1F

+

∫
k2F\k1F

+

∫
k3F\(k1F∪k2F )

+ · · ·+
∫
km\∪m−1

j=1 kjF

+ · · ·
]]
|ψ̂(~γh)|2dµ(h)

=
1

cψ

[ ∫
H

+(M − 1)

∫
H

]
|ψ̂(~γh)|2dµ(h)

=
1

cψ
M

∫
H

|ψ̂(~γh)|2dµ(h)

= M (since

∫
H

|ψ̂(~γh)|2dµ(h) = cψ).
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This proves (5.11). It follows from (5.10) that

‖f‖2
2 ≤

∑
k∈P

∑
~m∈Zn

∣∣〈f, 1√
δ(B)

DkT~mΨ0〉
∣∣2 ≤M‖f‖2

2

for all f ∈ L2(Rn).

Remark : Observe that if P is a co-compact discrete subgroup of H, and F a

fundamental domain, then this theorem applies with M = 1. One thus has a

method for obtaining Parseval frames different from corollary 5.4.

If ψ is not bandlimited, we have the following generalization of theorem

5.1.6 from Heil and Walnut (1989).

Theorem 5.8. Let P ⊂ H be countable and F ⊂ H be such that

(a) ∪
k∈P

kF = H \ E where E is a set of measure zero,

(b) M := sup
k∈P

]{l ∈ P : kF ∩ lF 6= ∅} <∞.

Let |Ψ0(~γ)|2 = 1
cψ

∫
F
|ψ(~γh)|2dµ(h) be the integrated wavelet with respect to an

admissible ψ ∈ L2(Rn). Set

β(~ξ) := sup
~γ∈cRn

∑
k∈P

|Ψ̂0(~γk)||Ψ̂0(~γk + ~ξ)|

for ~ξ ∈ Ẑn and suppose that

K :=
∑
~ξ∈cZn

[β(~ξ)β(−~ξ)]1/2 < 1.

Then {DkT~mΨ0 : ~m ∈ Zn , k ∈ P} is a frame for L2(Rn) with frame bounds 1−K

and M +K.

Proof. For f ∈ L2(Rn)

〈f,DkT~mΨ0〉 = 〈f̂ , Dk−1E−~mΨ̂0〉

= 〈Dkf̂ , E−~mΨ̂0〉
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=

∫
cRn

(Dkf̂)(~γ)Ψ̂0(~γ)e2iπ~γ ~md~γ

=
∑
~ξ∈cZn

∫
[0,1]n

(Dkf̂)(~γ + ~ξ)Ψ̂0(~γ + ~ξ)e2iπ~γ ~md~γ

=
〈 ∑
~ξ∈cZn

(Dkf̂)(·+ ~ξ)Ψ̂0(·+ ~ξ), e−2iπ·~m〉
L2([0,1]n)

.

Thus, by Parseval’s identity

∑
k∈P

∑
~m∈Zn

∣∣〈f,DkT~mΨ0〉
∣∣2

=
∑
k∈P

∥∥ ∑
~ξ∈cZn

(Dkf̂)(·+ ~ξ)Ψ̂0(·+ ~ξ)
∥∥2

L2([0,1]n)

=
∑
k∈P

∫
[0,1]n

∣∣ ∑
~ξ∈cZn

(Dkf̂)(~γ + ~ξ)Ψ̂0(~γ + ~ξ)
∣∣2d~γ

=
∑
k∈P

〈 ∑
~η∈cZn

(Dkf̂)(~γ + ~η)Ψ̂0(~γ + ~η),
∑
~ξ∈cZn

(Dkf̂)(~γ + ~ξ)Ψ̂0(~γ + ~ξ)

〉

=
∑
k∈P

∑
~ξ∈cZn

∫
cRn

(Dkf̂)(~γ)Ψ̂0(~γ)(Dkf̂)(~γ + ~ξ)Ψ̂0(~γ + ~ξ)d~γ

=
∑
k∈P

[ ∫
cRn

∣∣(Dkf̂)(~γ)Ψ̂0(~γ)
∣∣2d~γ

+
∑

~ξ∈cZn\{0}

∫
cRn

(Dkf̂)(~γ)Ψ̂0(~γ)(Dkf̂)(~γ + ~ξ)Ψ̂0(~γ + ~ξ)d~γ

︸ ︷︷ ︸
Rest

]
(5.12)

Since

∑
k∈P

∫
cRn

∣∣(Dkf̂)(~γ)Ψ̂0(~γ)
∣∣2d~γ =

∑
k∈P

| det k|−1

∫
cRn
|f̂(~γk−1)Ψ̂0(~γ)|2d~γ

=
∑
k∈P

∫
cRn
|f̂(~γ)|2|Ψ̂0(~γk)|2d~γ

=

∫
cRn
|f̂(~γ)|2

∑
k∈P

|Ψ̂0(~γk)|2d~γ

we have, proceeding as in the proof of theorem 5.6 that

‖f‖2
2 ≤

∑
k∈P

∫
cRn

∣∣(Dkf̂)(~γ)Ψ̂0(~γ)
∣∣2d~γ ≤M‖f‖2

2. (5.13)
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Now we estimate the remainder in (5.12)

|Rest| ≤
∑
k∈P

∑
~ξ∈cZn\{0}

∫
cRn

∣∣(Dkf̂)(~γ)Ψ̂0(~γ)(Dkf̂)(~γ + ~ξ)Ψ̂0(~γ + ~ξ)
∣∣d~γ

≤
∑
k∈P

∑
~ξ∈cZn\{0}

∥∥|(Dkf̂)(~γ)| |Ψ̂0(~γ)|1/2|Ψ̂0(~γ + ~ξ)|1/2
∥∥
L2(cRn)

×
∥∥|(Dkf̂)(~γ + ~ξ)||Ψ̂0(~γ)|1/2|Ψ̂0(~γ + ~ξ)|1/2

∥∥
L2(cRn)

=
∑
k∈P

∑
~ξ∈cZn\{0}

( ∫
cRn
| det k|−1|f̂(~γk−1)|2|Ψ̂0(~γ)| |Ψ̂0(~γ + ~ξ)|d~γ

)1/2

( ∫
cRn
| det k|−1|f̂((~γ + ~ξ)k−1)|2|Ψ̂0(~γ)| |Ψ̂0(~γ + ~ξ)|d~γ

)1/2

=
∑
k∈P

∑
~ξ∈cZn\{0}

( ∫
cRn
|f̂(~γ)|2|Ψ̂0(~γk)| |Ψ̂0(~γk + ~ξ)|d~γ

)1/2

( ∫
cRn
|f̂(~γ)|2|Ψ̂0(~γa− ~ξ)| |Ψ̂0(~γk)|d~γ

)1/2

≤
∑

~ξ∈cZn\{0}

( ∑
k∈P

∫
cRn
|f̂(~γ)|2|Ψ̂0(~γk)| |Ψ̂0(~γk + ~ξ)|d~γ

)1/2

( ∑
k∈P

∫
cRn
|f̂(~γ)|2|Ψ̂0(~γk − ~ξ)||Ψ̂0(~γk)|d~γ

)1/2

=
∑

~ξ∈cZn\{0}

( ∫
cRn
|f̂(~γ)|2

∑
k∈P

|Ψ̂0(~γk)||Ψ̂0(~γk + ~ξ)|d~γ
)1/2

( ∫
cRn
|f̂(~γ)|2

∑
k∈P

|Ψ̂0(~γk)||Ψ̂0(~γk − ~ξ)|d~γ
)1/2

≤
∑

~ξ∈cZn\{0}

( ∫
cRn
|f̂(~γ)|2β(~ξ)d~γ

)1/2( ∫
cRn
|f̂(~γ)|2β(−~ξ)d~γ

)1/2

=
∑

~ξ∈cZn\{0}

(β(~ξ))1/2
( ∫
cRn
|f̂(~γ)|2d~γ

)
(β(−~ξ))1/2

= ‖f‖2
2

∑
~ξ∈cZn\{0}

(β(~ξ)β(−~ξ))1/2

< K‖f‖2
2.

From here and (5.13), the assertion follows.



CHAPTER VI

CONCLUSION

In this thesis, we have discussed two main topics : how to construct ad-

missible functions from almost cross-sections, and how to obtain wavelet frames,

both in the case of an arbitrary dilation subgroup H of GLn(R).

In chapter 4, we introduced the notion of an N -section for the action of H

on R̂n, generalizing the concept of cross-section. Starting from an N -section S,

we showed how to construct an admissible function ψ from S, provided that H

satisfies the condition that | det | 6= ∆. If H contains an expanding matrix, then

one can modify S to be a bounded set, and the construction yields a bandlimited

admissible ψ. In theorem 4.3 we showed how to obtain smooth, bandlimited

admissible functions, provided that there exists a compact N -section having the

property that the orbit map (S,H) → S · H is open, and that orbits intersect S

in some regular fashion, as expressed by property (d) of theorem 4.3.

We then showed that if H is a p-parameter group of diagonal matrices,

then there exists a compact N -section with open orbit map, and we presented an

example where theorem 4.3 applies.

Wavelet frames are of interest as they allow reconstruction of a function

f in L2(Rn) from its wavelet transform by a series. Two approaches have been

described in the literature, identifying the support of the Fourier transform of a

frame generator (Bernier and Taylor, 1996) or integrating an admissible ψ over

tiles in the orbits (Heinlein, 2003) leading to integrated wavelets {Ψj}. Both

approaches are valid in the case of free, open H-orbits in R̂n. We have generalized
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both approaches to groups with arbitrary orbit structure. The starting point here

is a separated subset P ofH. Given a boundedN -section S whose orbits satisfy the

regularity condition (d) of theorem 4.3, we can find a lattice Γ in Rn, and specify

conditions on a function ψ ∈ L2(Rn) so that the collection {ψk,~x}k∈P,~x∈Γ is a frame

for L2(Rn). If S is a cross-section, and there exists F ⊂ H pre-compact, such

that the collection {Fk}k∈P tiles H, then Parseval frames exist. If P is a discrete

co-compact subgroup of H, then smooth, bandlimited Parseval frames exist. We

showed by example that H containing an expanding matrix is not necessary for

the existence of bounded N -sections and Parseval frames. Similarly, we showed

that given a bandlimited admissible function ψ, the integrated wavelet Ψ0 has

the property that {Ψ0
k,~x}k∈P,~x∈Γ forms a wavelet frame. Again, if the collection

{kF}k∈P tiles H, we can obtain a Parseval frame. For ψ not bandlimited, we have

specified a condition on ψ̂ which guarantees that {Ψ0
k,~x} is a wavelet frame.
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